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Abstract

Researchers at the Institute for Green Oxidation Chemistry of the Carnegie Mellon University developed a group of catalysts called tetra amido macrocyclic ligand (TAML) activators. The purpose of that research was that TAML activators would breakdown pollutants in the presence of a sacrificial oxidant. Furthermore, the catalyst was designed to decompose on a required timescale, as to not damage the environment by prolonged exposure. Since the initial designs from the 1980's, the TAML structure has undergone significant changes to increase efficiency or selectivity. Other uses of this group of catalysts have been explored, namely, the oxidation of water to molecular oxygen.

This work presents a computational study using Density Functional Theory (DFT) which addresses the issue regarding the stability of certain iron-TAML intermediates in the water oxidation mechanism. Hence, the work seeks to explore how changing certain groups on the TAML ring can affect the stability of the reactive intermediates and the activation energy of the nucleophilic attack within the mechanism. The work highlights the importance of the fluorinated tail of the TAML structure in the accessibility of the desired transition state.
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Chapter 1

Introduction

Chemical contamination is an increasing problem around the world due to industrial and agricultural expansion. Though much effort is placed on fixing the processes which contribute to such contamination, treatment of the affected areas is a more immediate concern. Green Chemistry can attenuate the damage caused by traditional chemistry on the environment. [1]

An aspect of green chemistry, green oxidation, focuses on treatment by mimicking natural processes. The biggest challenges faced in this area of chemistry is to develop new technologies for: (a) conversion of solar energy to either electrical or chemical energy (b) Pollution clean up and (c) Renewable chemical feedstocks. [2, 3] The overall goal is to promote sustainability.

Nature operates differently from industry in the aspect of oxidation chemistry. Contamination by chemicals is a growing problem around the world due to industrial and agricultural proliferation. Dumping waste from mills or farms contribute to most of the chemical pollutants found in rivers and lakes. These include dyes from textile mills, lignin waste and organochlorines from pulp mills, herbicides and pesticides from farms, and general sewage. [1] Thus, by adopting natural oxidants such as hydrogen peroxide and oxygen, the environmental impact of such pollutants can be alleviated.
Researchers from the Institute for Green Oxidation Chemistry of the Carnegie Mellon University, have developed a class of compounds which catalyse oxidation in the presence of hydrogen peroxide and water called tetra amido macroyclic ligand (TAML) activators. [4]

1.1 Structure of TAML Activators

The TAML structure has undergone many changes since the original tetradentate designs in the 1980’s [2, 4, 5] The class of TAML activators which are deemed to be environmentally safe are the iron-TAML complexes. The rationale being, that all the elements within the iron-TAML complex (iron, carbon, nitrogen, oxygen, hydrogen) are naturally abundant, hence, any degradation of the catalyst would be of little environmental concern. [2, 6]

![Figure 1.1: General TAML structure that will be discussed. Other variations for the macrocycle do exist and will be mentioned in subsequent sections](image)

The macrocycle coordinates to the iron(III) centre through four nitrogens as shown in Figure 1.1. There is a degree of aromaticity in the macrocycle, to which the structure can be described as loosely based on a porphyrin-like skeleton. Collins and coworkers designed iron-TAML to mimic enzymes which catalyse oxidation, peroxidases and cytochrome P-450 enzymes. [1, 7, 8]
1.2 Early Designs and the Development Process

Early work by Collins in the 1980’s was a ligand design methodology that would produce more effective and robust oxidation catalysts. [2] The tetradeinate structure of TAML activators as such is to ensure that there is a coordination site for the oxidant. Moreover, the catalyst must not undergo Fenton chemistry which is especially challenging if the metal centre is iron. [9] Fenton chemistry can be used to oxidise pollutants but was deemed not selective enough as radicals are produced. [2] The metal centre seemed to change with different iterations (manganese, chromium, cobalt to name a few) until iron became the preferred metal for environmental reasons as mentioned previously. [5, 10, 11, 12, 13, 14]

Figure 1.2: The iterative design process of the TAML macrocycle. Reproduced with permission; from Collins [2] copyright © 2002 American Chemical Society.
Iterations (Figure 1.2) are the product of a design process to obtain more resilient catalysts by Collins and coworkers. This involves (a) propose a ligand structure which is oxidation resistant and make the metal complex (b) oxidise the complex until it decays (c) identify vulnerabilities and (d) modify the weak site. This design process (Figure 1.3) was built upon the foundation of ligand protection rules set by Collins and coworkers in the 1994 which enables the TAML ring to decay in a somewhat controlled and known fashion. [2] This approach to ligand design requires rigorous testing in a laboratory, a theoretical approach to the existing systems may be a more efficient way to understanding the next step to the TAML design and complement experimental efforts.

Figure 1.3: Design loop used by Collins to obtain oxidation resistant ligands. Reproduced with permission; from Collins [2] copyright © 2002 American Chemical Society.
1.3 Applications of TAML Activators in Green Chemistry

TAML activators have been reputed as 'dial-a-lifetime-catalyst' since the catalyst lifetime can be controlled. [3, 15] However, the extent at which the TAML catalysts have been selectively designed goes beyond decomposition timescales. This is clearly observed from the variety of applications of the compound. Originally designed to clean up polluted water sources, the usage of TAML has been extended, but not exclusively, to clean up dyes, anthrax and pesticides. [1, 16, 17]

1.3.1 Pulp and Paper Industry

Applications in the pulp and paper industry have been explored early in the development of the TAML activators. Collaborations with PAPRO New Zealand and groups at Auckland University, Collins and his team have demonstrated the capacity of iron-TAML complexes to bleach wood pulp by the activation of hydrogen peroxide. [2] Moreover, this could be achieved with small amounts of the TAML material. This application was focused on developing a totally chlorine free technology to remove lignin from pulp and thus, reduce the quantity of organochlorine dumped in the effluent streams. [1] Another use of TAML activators in this area of industry is the treatment of the effluent streams. Work has been done to demonstrate the effective discoloration properties of iron-TAML complexes. [18, 19] One study highlights that TAML/ hydrogen peroxide mix (1.17 ppm TAML activator) can bleach 50–90% of colour from effluent streams. [3]
1.3.2 Textile Industry

Another leading area of development for TAML activators is the discolouration (Figure 1.4) of effluent stream from dye and textile mills. The research of TAML in this industry is primarily on chlorinated or phenyl containing colourants. [3, 18, 20, 21, 22] The TAML systems used in the textile industry are similar to ones in the pulp and paper industry, showing comparable discolouration of effluent streams.

Figure 1.4: Discolouration example. Middle and right vials contain textile dyes, with Fe-TAML added to vial on right. Vial on left contains water for reference. Reproduced from Environmental Health Perspectives [6]
1.3.3 Military Applications

TAML has been tested for military applications in disinfection and detoxification technologies. [1, 19] The selectivity of TAML activators, achieved by changing substituents on the ring or the oxidant used in the reaction, has lead to this widely held view of 'hunter-TAML catalysts' being able to destroy specific pollutants. [2] In the aspect of military use, iron-TAML catalyst have been reported to detoxify trace amounts of trinitrotoluene (TNT) and decontaminate surfaces infected with anthrax spores. [23, 24, 25, 26]

Tests to break down TNT and trinitrobenzene (TNB) have shown that TAML activator/ hydrogen peroxide systems increase the effectiveness of cetyltrimethylammonium bromide surfactants to remove TNT and TNB from contaminated groundwater. The same studies further report that an iron-TAML/ tert-butylhydroperoxide treatment system is even more effective for the breaking down TNT and TNB. [23, 24]

Iron-TAML activators have shown great promise in anthrax decontamination. One study has indicated that TAML can deactivate ~99% of *Bacillus atrophaeus* spores (similar to anthrax). [1] The aim for this technology is the implementation of TAML for the decontamination of troops and equipment by simply, spraying the affected the areas with a mixture of iron-TAML, water, baking soda and hydrogen peroxide. [19] Collins and coworkers explain the TAML system which can deactivate the anthrax-like spores to be iron-TAML/ peroxide on a surfactant (cetyl trimethylammonium bromide). [26] However, the mechanism of deactivation is yet to be confirmed. [25]

1.3.4 Desulfurisation of Fuels

In 2006 the Environmental Protection Agency placed a limit to sulfur content in diesel fuel to less than 15 ppm. [19] Since, dibenzothiophene is the main
contributing sulfurous compound in diesel fuel, investigations have been performed to determine the reactivity of TAML activators in the aspect of the oxidative breakdown of the dibenzothiophenes from fuel. [27] Collins and coworkers have concluded that the advantage of iron-TAML activators over existing treatments is the small quantities required for desulphurisation to be achieved; the drawback is the complexity of employing the TAML technology, which requires the catalyst to be removed from the fuel due to stability issues. [27]

1.3.5 Pesticide and Pharmaceuticals

Pesticides and pharmaceuticals are often used in farming. There are suspected long term effects for continued use; chemicals passing from the environment to other organisms could harm certain natural processes. Such compounds include: fenitrothion (Figure 1.5), other organophosphorus pesticides and estrogen-like compounds. Studies have been performed for the decay of various pesticides and drug compounds by iron-TAML . [6, 28, 29, 30]

![Figure 1.5](image_url)

**Figure 1.5:** Example of pollutant degradation for fenitrothion. Reproduced with permission; from Collins [28] copyright © 2006 American Chemical Society.
1.3.6 Fast Water Oxidation

A more recent avenue of application is that of renewable energy production. Ellis et al. has demonstrated that fast water oxidation is achievable with iron-TAML complexes. [31] This has implications for developing photochemical technologies for hydrogen production from water.

$$2H_2O(l) \rightleftharpoons O_2(g) + 4H^+_{(aq)} + 4e^- \quad (1.1)$$

However, the reaction (Equation 1.1) is somewhat challenging due to the four proton and four electron transfer that would ultimately lead to dioxygen formation. [24] The conclusions from the study done by Ellis affirm the standing that iron-TAML complexes are an environmentally safe alternative to most water oxidation catalysts, though improvements are required to further the usefulness of the TAML activators. [31]

1.4 Mechanistic Studies

Cramer and coworkers then performed a computational study on the mechanism of fast water oxidation using DFT methods and multireference calculations. [32] The study of the fast water oxidation mechanism by Cramer and coworkers builds upon existing knowledge of accessible higher oxidation states for iron oxo complexes. [33, 34, 35, 36, 37] They propose relatively stable intermediate species with electrophilic Fe-O cores which can undergo nucleophilic attack by water.

Cramer’s work further proposed a proton coupled electron transfer (PCET) pathway. [32] Though loosely defined by an outer-sphere mechanism, ignoring proximity of charges, the PCET pathway is more energetically feasible than the one electron oxidation or deprotonation pathways. Furthermore,
the initially suspected reactive species, Fe(V)-O, undergoes a one electron oxidation of the TAML ring itself to afford a species which is susceptible to nucleophilic attack by water (Figure 1.6).

Figure 1.6: Proposed fast water oxidation pathway. Red structures display the proton coupled electron transfer (PCET) pathway along with the water nucleophilic attack and oxygen generation. TAML rings omitted for clarity.

Figure 1.7: Local solvation shell proposed by Cramer. Reproduced from [32] with permission from the PCCP Owner Societies.
The initially suspected reactive species, Fe(V)-O, was used as a starting point in transition state calculations. It was found that one water molecule is repelled on approach to the electrophilic core. Hence, a local solvation shell (Figure 1.7) was required as to facilitate proton transfer. [32]

With the TAML ligand being oxidised, instead of the metal centre, the reactive intermediate supports a non-innocent TAML ligand which produces some likely instability due to the aromatic radical. In a separate investigation by Ghosh and coworkers, TAML variants with different metal centres have expressed this problem as well. [38]

The focus of this thesis was based around the mechanism of fast water oxidation using Fe(III)-TAML complexes. Furthermore, the work presented will explore how changing various groups on the TAML ring affects the stability of the reactive intermediate.
Chapter 2

Methodology

2.1 Preamble

Chemistry deals with the properties, formation and interactions of molecules. Molecules are generally described as being composed of charged particles: positive nuclei and negative electrons. Theoretical chemistry attempts to calculate and subsequently predict structural arrangements, relative energies, electronic properties and interactions of molecules. Since the behaviour of matter at a subatomic scale is impossible to describe using classical physics, quantum mechanics is employed. The equation that is solved to describe the energy in chemical systems using \textit{ab-initio} methods is the time-independent electronic Schrödinger equation (2.1).

\begin{equation}
H\Psi = E\Psi
\end{equation}

where, $H$ is the Hamiltonian operator, $\Psi$ is an electronic wavefunction which describes the electrons of the system and $E$ is the energy of the system. The time-independent electronic Schrödinger equation (2.1) is generally employed for non-dynamic calculations. This uses the Born-Oppenheimer ap-
proximation, which the nuclei, due to size relative to electrons, are considered “clamped” since quantum nature of nuclei are insignificant. This means that equation 2.1 is solvable by electronic wavefunctions that only depend on the position and not the momentum of the nuclei. Solving equation 2.1 for a large number of geometries will yield a potential energy surface (PES). From the PES other molecular properties can be calculated by knowing how the energy changes for a given perturbation.

However, the time-independent electronic Schrödinger equation (2.1) can only be solved exactly for chemical systems with one or two particles e.g. the H atom. The complexity of a many-body system requires Equation 2.1 to be solved by approximation – this is where computational chemistry takes over. Computational chemistry is a subfield of theoretical chemistry in which, mathematical methods are used to compute otherwise complex laws of physics with respect to chemical systems.

There are many methods which may be used to approximate solutions for the time-independent electronic Schrödinger equation (2.1) ranging from low level Hartree-Fock (HF) methods to high levels of accuracy for Full Configuration Interaction (FCI) methods. The selection of method is dependent on the level of accuracy desired as well as the computational cost (i.e. size of the system or time constraints).

### 2.1.1 Wavefunction-based Methods

HF deals with complexity of the many-body system by treating the particles in the system independently. Hence, the energy of system found, in a step-wise fashion where each electron is placed in mean field of all the other electrons, by the average electronic interaction. This is called the self consistent field (SCF) procedure. In HF the SCF procedure and single Slater determinant is used to find the optimal wavefunction (Equation 2.2) to obtain
the energy of a chemical system. As a result of this mean field description of electronic interaction the HF method cannot encapsulate most chemical phenomena accurately.

\[ \Psi = a_o \Phi_{HF} + \sum_{i=1} a_i \Phi_i \]  \hspace{1cm} (2.2)

The electronic interaction dealt with in HF is the Pauli principle in which no two electrons can occupy the same molecular orbital and have the same spin – Fermi correlation. Although HF does not fully account for all electronic interactions the HF method can obtain \( \sim 99\% \) of the system energy. However, the remaining 1% of energy is attributed to the Coulomb correlation (correlation more generally). This is the explicit electron-electron interactions that is only averaged in the HF method but is important to describe the chemistry of the system.

Many methods build upon HF in order to recover this missing correlation. One method employs more excited Slater determinants to the HF wavefunction in a linear scheme which is called Configuration Interaction (CI). Equation 2.3 presents the CI scheme for singles, doubles and triply excited determinants. A similar method, Couple Cluster (CC) uses exponents (Equation 2.4) to generate excited determinants; often truncated to ease computation demand.

\[ \Psi_{CI} = a_o \Phi_{HF} + \sum_{i=S} a_s \Phi_s + \sum_{i=D} a_d \Phi_d + \sum_{i=T} a_t \Phi_t + ... \]  \hspace{1cm} (2.3)

\[ \Psi_{CC} = e^T \Phi_{HF} \]  \hspace{1cm} (2.4)

Another common method is Møller-Plesset (MP) Perturbation Theory (Equation 2.5) which uses the Hamiltonian of HF solution as the first order perturbation the adds further perturbation; the most common being MP2.
\[
H = H_0 + \lambda H'
\] (2.5)

The underlying problem with the aforementioned improvements to the HF method, particularly CI and CC methods, is that the computational demand increases drastically for larger and more complex systems.

### 2.1.2 Density Functional Theory

The methods employed in this computational study will be Density Functional Theory (DFT) methods instead of Wavefunction and Perturbative methods. DFT is based on the Hohenberg-Kohn (HK) theorems in which the ground state energy of a system is related to the electron density by some functional. This is vast improvement over wavefunction-based methods as the dimensionality of the N-electron system is reduced from a 4N dimensional wavefunction (3 spatial and 1 spin-coordinate) to only 4 coordinates (3 spatial and 1 spin-coordinate regardless of the number of electrons). However, the true functional which can perform this is not yet known; thus, approximated functionals are used (of the general form Equation 2.6).

\[
E_{DFT}[\rho] = T_S[\rho] + E_{ne}[\rho] + J[\rho] + K[\rho]
\] (2.6)

Equation 2.6 shows how the HK theorems treat the energy of the system similar to wavefunction-based methods; where \(T_S[\rho]\) is kinetic energy, \(E_{ne}[\rho]\) is the nucleus-electron attraction, and the electron-electron repulsion term can be expanded to include \(J[\rho]\) the Coulomb term and \(K[\rho]\) the Exchange term. The HK theorems give rise to orbital free DFT which is only a fair description for periodic metallic systems but not molecules.
To improve DFT for the description of molecules, Kohn and Sham (KS) had to reintroduce orbitals. The once simple 4 coordinate problem had been reverted to a 4N problem (similar to HF). Hence, KS DFT is computationally similar to HF but DFT by definition describes the total system from the electron density; only one slater determinant is required.

$$E_{DFT}[\rho] = T_S[\rho] + E_{ne}[\rho] + J[\rho] + E_{ex}[\rho]$$  \hspace{1cm} (2.7)

$$E_{ex}[\rho] = (T[\rho] - T_S[\rho]) + (E_{ee}[\rho] - J[\rho])$$ \hspace{1cm} (2.8)

Generally, KS DFT is of the form in Equation 2.7 where the kinetic energy is found from the single Slater-determinant. The exchange-correlation functional (Equation 2.8) is what usually differs between various DFT functionals. This is the underlying problem with DFT. Since the exchange-correlation functional is not known, various parameterisations and approximations are used which are fitted to suit a particular set of systems and not all chemical problems.

In terms of the selection of DFT methods, the concept of the Jacob’s ladder of functionals can be considered. [39] One would expect improvements in accuracy for each step of the ladder; Local Density Approximation on the lowest rung, Generalised Gradient Approximation (accounts for the gradient of electron density) on the next, and above that are the Hybrid functionals (mixes HF exchange into exchange-correlation functional). Hence, to achieve accurate results a hybrid functional was considered for the study.
2.2 Transition State Theory

On the PES two minima that correspond to the reactants and products of a chemical reaction are connected by a transition state (TS). Classically, we envisage the TS as the maxima (Figure 2.1) of the intrinsic reaction coordinate (IRC); the one dimension that facilitate the change during the reaction.

![Figure 2.1](image)

**Figure 2.1**: Classical representation of a chemical reaction. Reaction proceeds along intrinsic reaction coordinate (IRC).

In this light, finding the transition state of a reaction should then be simple. However, this is only true in concept when one knows the exact coordinate in which the reaction occurs. When all dimensions of the chemical system are considered, the TS is no longer the maxima between two minima but rather a saddle point (Figure 2.2) between two minima. The saddle point is the highest point along the lowest possible energy pathway between two minimum structures and from this the activation energy can be calculated.
The problem now becomes more apparent, in that, the TS is still the maxima along the IRC but a minima along all other coordinates. Hence this stationary point is more difficult to find computationally. Various mathematical methods can be employed to do this; generally, the nature of a suspected TS is confirmed if an imaginary frequency is found (frequencies are computed as the second derivative of the energy).

Computational finesse and chemical intuition are both required efficiently locate the TS.
2.3 Computational Methods

All DFT calculations were performed using the Gaussian 09 software package. [40] Calculations were run using the hybrid functional PBE0 which includes a 25% exchange and 75% correlation weighting. [39, 41, 42] A split valence triple zeta basis set with polarisation functions, Def2-TZVP, was used. [43, 44] The nature of the stationary points by geometry optimisations have been determined to be minima by ensuring frequency calculations yielded no imaginary frequencies. Further calculations of particular structures were by way of Natural Bond Orbital (NBO) analysis at the same level of theory and was performed using Gaussian NBO Version 3.1 software package. [45]

Moreover, transition state searches for the water nucleophilic attack mechanism have been run with a local solvation shell of four water molecules, as advised by Cramer's previous work, at the same level of theory as the optimisations. [32]
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Results

Section 1.3.6 introduced the application for iron-TAML activators in the avenue of fast water oxidation. The overall reaction requires the transfer of four protons and four electrons (Equation 1.1). The work presented is based upon the fast water oxidation mechanism proposed in previous mechanistic research. [38, 31, 32, 46]

The main focus of the work is the quantitative modelling of the nucleophilic attack step of the iron-TAML catalysed fast water oxidation mechanism. Furthermore, various substitution patterns on the TAML ring were investigated computationally to understand how to stabilise the reactive intermediate and lower the activation barrier of the TS. Hence the mechanism was studied using DFT methods at PBE0/Def2-TZVP level without solvent effects to determine the effects of the structural changes to the energy of the system.

The extremes of inductively electron-withdrawing groups (EWGs) and electron-donating groups (EDGs) were used in the substitution patterns (Figure 3.1) and compared against an experimental structure.
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Figure 3.1: TAML structure substitution arrangements. A is an experimental structure. B is a proposed structure with full electron-withdrawing group (EWG) substitution. C is a proposed structure with mixture of EWG's and electron-donating groups (EDG). D is a variant structure with mixture of EWG's and electron-donating groups (EDG). E is the final proposed structure with full electron-donating group (EDG) substitution arrangement.

3.1 Mechanism Overview

From Figure 1.6 a reaction scheme was devised to separate the PCET steps in order to fully resolve the mechanism. Figure 3.2 presents the individual steps in the fast water oxidation mechanism catalysed by a general iron-TAML activator. Proceeding sections will highlight the various parts of the mechanism in study; PCET steps, TS, and subsequent a PCET for oxygen generation.
Figure 3.2: General fast water oxidation reaction scheme. Structures for each step labelled below in bold. PCET steps separated into individual oxidation and proton loss steps for resolution of the mechanism.
3.2 Proton-Coupled Electron Transfer Steps

The proton-coupled electron transfer (PCET) steps were separated into electron loss and proton loss steps. To take into account the free energy of an electron, the redox couple Li/Li$^+$ was calculated to be $-128.42$ kcal mol$^{-1}$ at PBE0/Def2-TZVP. The proton correction calculated at the same level of theory was predicted at $-165.82$ kcal mol$^{-1}$.

![Figure 3.3: PCET steps of mechanism for experimental structure A. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol$^{-1}$.](image)
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The starting structure (1A) is a negatively charged quartet species. [32] The oxidation of this species to afford 2A (neutral triplet species) is calculated to be exothermic by 30.23 kcal mol\(^{-1}\). (Figure 3.3). Subsequent proton loss marks the first PCET step. The proton loss leads to structure 3A which is higher in energy than the starting materials. The higher energy species is suspected to be due to the omission of solvent correction, thus, charged species will not be stabilised. The work was investigating the effects of particular substitution patterns on the stability of the reactive intermediate and the activation energy of the nucleophilic attack to which solvent effects would not be of benefit. Moreover, once a trend is observed for such substitution patterns the solvent can be optimised for a particular TAML system.

Following Figure 3.3 another PCET step takes place with values -12.98 and 127.56 kcal mol\(^{-1}\) for the oxidation and proton loss respectively. Structure 6A (neutral triplet species) is proposed as the reactive intermediate which is the Fe(IV)-oxo complex where the TAML ring has been oxidised (non-innocent ligand). [38]

The PCET steps were calculated for proposed substitution patterns for the TAML systems (structures B, C, D and E) and are presented in Figure 3.4. It is observed that these PCET steps follow the same trend as the experimental structure A. Furthermore, structures 6D and 6E have lower energies than B and 6C but there is no discernible trend between the substitution patterns and their respective relative energy differences for the other PCET steps in the mechanism.
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Figure 3.4: PCET steps of mechanism for proposed structures D and E. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol$^{-1}$. For a more comprehensive list of relative energies refer to Tables 3.1 and 3.2.
3.3 Transition State: Water Nucleophilic Attack

The TS of the iron-TAML catalysed fast water oxidation was calculated via a local solvation shell. Four water molecules were placed around the reactive intermediate in fashion as aforementioned in Section 1.4. One of the water molecule is the suspected nucleophile and the remaining three water molecules act as a proton relay which solvates the hydronium ion produce in the reaction. Figure 3.5 illustrates a successful nucleophilic attack of a water molecule on the electrophilic Fe-oxo core of the experimental TAML structure (A). The free energy of activation was determined to be 16.61 kcal mol\(^{-1}\) at PBE0/Def2-TZVP level with reaction proceeding in exothermic fashion.

Likewise, the TS for proposed structure B (full EWG substitution arrangement) was modelled successfully with the activation barrier predicted at 9.12 kcal mol\(^{-1}\). Comparison of Figure 3.5 and Figure 3.6 shows a similar reorientation of the local solvation shell from step 7 through to 8. Moreover, structure D (Figure 3.7) follows the same trend with an lower Gibb’s free energy value of 7.94 kcal mol\(^{-1}\). (Figures 3.5, 3.6, 3.7 and 3.8 are enlarged for clarity and the molecules rotated to show local solvation rearrangements.)

It is duly noted that the TS for C (Figure 3.8) and E corresponds to the substitution arrangement with \textit{iso}-propyl groups on the end of the TAML systems. Close inspection of Figure 3.8 reveals a repulsion of the solvation shell. Additionally, the TS for E was attempted, more details in this regard in next chapter.
Figure 3.5: Nucleophilic attack of water on the reactive intermediate 6A. Four water molecule local solvation shell present to facilitate proton transfers and solvation of the latter hydronium ion. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol$^{-1}$.
Figure 3.6: Nucleophilic attack of water on the reactive intermediate 6B. Four water molecule local solvation shell present to facilitate proton transfers and solvation of the latter hydronium ion. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol$^{-1}$. 
**Figure 3.7:** Nucleophilic attack of water on the reactive intermediate 6D. Four water molecule local solvation shell present to facilitate proton transfers and solvation of the latter hydronium ion. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol\(^{-1}\).
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Figure 3.8: Nucleophilic attack of water on the reactive intermediate 6C. Four water molecule local solvation shell present to facilitate proton transfers and solvation of the latter hydronium ion. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol\(^{-1}\).

3.4 Oxygen Generation

Figure 3.9 presents the results for the oxygen generation steps of the experimental structure A. After the nucleophilic attack, a ferryl peroxide species is formed 8. Structure 9 was determined as the ferryl peroxide species with the removal of the local solvation shell which at this stage is three water molecules solvating a hydronium ion (product of the nucleophilic attack). Evidently, loss of the solvation shell raises the energy of the system (species is negatively charged) and further justifies the higher energy species is precedent PCET steps (Section 3.2).
Figure 3.9: Oxygen generation steps of the mechanism for experimental structure A. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol$^{-1}$. 
The energetic differences for steps 9 to 11 is similar the loss of an electron and loss of a proton (PCET) which agrees with prior mechanistic studies. [32, 46]

These steps were indeed corrected for the electron loss (redox couple Li/Li$^+$ calculated to be -128.42 kcal mol$^{-1}$ at PBE0/Def2-TZVP) and proton loss (at the same level of theory, -165.82 kcal mol$^{-1}$).

The oxidation step from 9 (negatively charged triplet species) to 10 (neutral doublet species) had an energy difference predicted at -10.14 kcal mol$^{-1}$. The loss of the proton from 10 to 11 generates molecular oxygen; this step has a calculated energy difference of 85.46 kcal mol$^{-1}$.

The PCET steps for oxygen generation were calculated for the proposed substitution patterns for the TAML systems (structures B, C, D and E) and herein are the results (Figure 3.10). As with previous PCET steps, no discernible trend for the substitution effects is apparent from the energy differences. These final steps of the fast water oxidation mechanism are not considered as the rate-determining steps according to prior studies. [32, 46]

Full mechanisms for all the iron-TAML catalysed fast water oxidation reactions studied in this work are delineated in Appendix C.
Figure 3.10: Oxygen generation steps of the mechanism for proposed structure B. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol$^{-1}$. For a more comprehensive list of relative energies refer to Tables 3.1 and 3.2.
Table 3.1: Relative energies with respect to previous structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol\(^{-1}\).

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>134.19</td>
<td>126.59</td>
<td>128.09</td>
<td>134.92</td>
<td>112.67</td>
</tr>
<tr>
<td>5</td>
<td>127.56</td>
<td>126.60</td>
<td>129.07</td>
<td>139.12</td>
<td>139.26</td>
</tr>
<tr>
<td>6</td>
<td>-20.95</td>
<td>-7.12</td>
<td>-4.23</td>
<td>-22.13</td>
<td>-17.63</td>
</tr>
<tr>
<td>7</td>
<td>-25.35</td>
<td>-25.53</td>
<td>-33.01</td>
<td>-23.61</td>
<td>-32.21</td>
</tr>
<tr>
<td>TS</td>
<td>12.93</td>
<td>5.30</td>
<td>14.95</td>
<td>2.99</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-17.00</td>
<td>-18.74</td>
<td>-23.40</td>
<td>-5.77</td>
<td>2.37</td>
</tr>
<tr>
<td>9</td>
<td>145.86</td>
<td>135.61</td>
<td>139.90</td>
<td>143.92</td>
<td>144.40</td>
</tr>
<tr>
<td>11</td>
<td>85.46</td>
<td>89.52</td>
<td>89.62</td>
<td>100.65</td>
<td>99.36</td>
</tr>
</tbody>
</table>
Table 3.2: Relative energies with respect to starting material. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol\(^{-1}\).

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>103.96</td>
<td>110.11</td>
<td>100.71</td>
<td>105.79</td>
<td>96.90</td>
</tr>
<tr>
<td>4</td>
<td>90.98</td>
<td>100.65</td>
<td>86.13</td>
<td>81.96</td>
<td>70.07</td>
</tr>
<tr>
<td>5</td>
<td>218.53</td>
<td>227.25</td>
<td>215.20</td>
<td>221.08</td>
<td>209.32</td>
</tr>
<tr>
<td>6</td>
<td>197.58</td>
<td>220.13</td>
<td>210.98</td>
<td>198.94</td>
<td>191.69</td>
</tr>
<tr>
<td>7</td>
<td>172.23</td>
<td>194.60</td>
<td>177.96</td>
<td>175.33</td>
<td>159.48</td>
</tr>
<tr>
<td>TS</td>
<td>185.15</td>
<td>199.90</td>
<td>192.91</td>
<td>178.32</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>168.15</td>
<td>181.16</td>
<td>169.50</td>
<td>172.55</td>
<td>161.85</td>
</tr>
<tr>
<td>9</td>
<td>314.01</td>
<td>316.77</td>
<td>309.41</td>
<td>316.48</td>
<td>306.23</td>
</tr>
<tr>
<td>10</td>
<td>303.87</td>
<td>302.31</td>
<td>292.90</td>
<td>287.71</td>
<td>280.95</td>
</tr>
<tr>
<td>11</td>
<td>389.33</td>
<td>391.83</td>
<td>382.52</td>
<td>388.37</td>
<td>380.31</td>
</tr>
</tbody>
</table>
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Discussion

4.1 Comparison of Results

To ensure the result obtained are consistent with precedent computational work a comparison is presented on Table 4.1. The values below from Cramer are calculated at M06L/6-31+G(d) level of theory with ECP10MDF SDD pseudo-potential on Fe atom. [32] These values are for the experimental structure A and are presented without the solvent correction to allow for comparison with our results at PBE0/Def2-TZVP.

The free energy of an electron was obtained from a Na/Na\(^{+}\) redox couple instead of the Li/Li\(^{+}\) redox couple used in previous chapter due to SCF issues for the Li atom at the M06L/6-31+G(d) level. The free energy of an electron was predicted at M06L/6-31+G(d) level to be -104.75 kcal mol\(^{-1}\) and -121.77 kcal mol\(^{-1}\) at PBE0/Def2-TZVP level. Likewise, the free energy of a proton was obtained. This was calculated to be -162.76 kcal mol\(^{-1}\) at M06L/6-31+G(d) level of theory and -165.82 kcal mol\(^{-1}\) at PBE0/Def2-TZVP level of theory. These values were used to correct the electron and proton losses for the PCET steps of the mechanism.
Interestingly, the direction (positive or negative) and magnitude of each step is relatively similar; albeit $\sim 4$–6 kcal mol$^{-1}$ difference. Moreover, the TS values presented may not be an accurate comparison. This is due to the lack of data from Cramer for structures 7A and 8A ($\Delta G$ value comparison provided in further sections).

**Table 4.1**: Relative energies of experimental structure A with respect to starting material. Comparing PBE0/Def2-TZVP results with those of Cramer (M06L/6-31+G(d) with ECP10MDF SDD pseudo-potential on Fe). [32]. All energies in kcal mol$^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>Cramer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>110.61</td>
<td>122.68</td>
</tr>
<tr>
<td>4</td>
<td>−6.32</td>
<td>−10.31</td>
</tr>
<tr>
<td>5</td>
<td>127.56</td>
<td>144.14</td>
</tr>
<tr>
<td>6</td>
<td>−14.30</td>
<td>−0.51</td>
</tr>
<tr>
<td>TS</td>
<td>−12.43</td>
<td>−67.63</td>
</tr>
<tr>
<td>9</td>
<td>128.86</td>
<td>190.54</td>
</tr>
<tr>
<td>11</td>
<td>81.97</td>
<td>113.45</td>
</tr>
</tbody>
</table>

### 4.2 Stability of Reactive Intermediates

Since the reaction of interest is the nucleophilic attack of water on the TAML system, the reactive intermediate is required to be electrophilic. Most stable spin states of each step in the mechanism were previously determined. It was found that 6 is a neutral triplet structure where the TAML ring was oxidised. [32, 46]

Visualisation of the molecular orbitals (MOs) shows that for this open shell system we obtain two singly occupied molecular orbitals (SOMOs). Figure 4.1(a) and (b) reveals an $\alpha$-SOMO involving linear combinations of 3d (Fe),
2p (N) and 2p (O) orbitals and significant contributions from the aromatic $\pi$ system of the TAML ring on the $\beta$-SOMO. This indicates that the TAML ring is non-innocent. [38] This appears to be consistent for 6A, 6B, 6C and 6D (Figure A1).

Figure 4.1(c) and (d) present a different result. The SOMOs have a bonding combination for the Fe-O bond which may impede a nucleophile (usually attacks LUMO) from interacting with the supposed electrophilic Fe-O core of the reactive intermediate. In fact, modelling the TS for substitution pattern E was unsuccessful and further discussion on the matter proceeds below.

![Figure 4.1](image)

**Figure 4.1:** MO contour plots of singly occupied molecular orbitals (SOMOs) for reactive intermediate structure at PBE0/Def2-TZVP level of theory. Molecules rotated to give clarity for the orbital contours.
4.3 Limiting Factors of Ligand Design

Multiple attempts were made to model the water nucleophilic attack TS on structure E. In an effort to account for the steric bulk of the tert-butyl and iso-propyl groups on the TAML ring, the local solvation shell was reoriented but to no avail.

Initially, it was suspected that steric hinderance was the major contributing factor to the failed nucleophilic attack. However, the space-filling model (Figure 4.2) suggests a more subtle factor. The water molecules come in close proximity but not within van der Waals radii of the carbon groups (there is a degree of repulsion). More notably the branched ligands seem to push with the solvation shell in such that the a hydrogen in the water molecule at the back of the system is now interacting with the core of the TAML system. This behaviour further highlights the non-innocence of the TAML ring system in the reactive intermediate.

Moreover, similar occurrence is observed for the TS of structure C. This leads us to propose the iso-propyl ends on the TAML ring inhibit the nucleophilic attack.

NBO analysis indicates that for these structures there is a considerably higher Wiberg bond index value (Table 4.2) for the hydrogen – Fe-oxo core interaction compared to with the desired water (nucleophile) – Fe-oxo core interaction. The successful nucleophilic reactions have Wiberg bond indices that are of different magnitudes for the different interactions. Whereas, the proposed inhibited reactions have comparable Wiberg bond indices.
(a) Structure along optimisation of TS E with imaginary frequency

(b) Structures 7 and 8

**Figure 4.2:** Space-filling model of a structure along the optimisation of TS E that had an imaginary frequency which did not correspond to the nucleophilic attack. Structures 7 and 8 provide insight that the solvation shell is not likely to facilitate the desired reaction.
Table 4.2: Wiberg bond indices from NBO calculation at PBE0/Def2-TZVP level of theory.

<table>
<thead>
<tr>
<th></th>
<th>H-Fe-oxo</th>
<th>Nuc-Fe-oxo</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>0.0038</td>
<td>0.5298</td>
</tr>
<tr>
<td>C</td>
<td>0.0386</td>
<td>0.0545</td>
</tr>
<tr>
<td>D</td>
<td>0.1273</td>
<td>0.9900</td>
</tr>
<tr>
<td>E</td>
<td>0.0097</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

4.4 Thermodynamics of Reactions

The focus of this work was to assess the effect of the TAML ring substitution pattern on the reactivity for the nucleophilic attack step of the fast water oxidation mechanism. Herein, the $\Delta G$ values (Table 4.3) indicate full EWG substitution (B) decreases the activation barrier by $\sim$7 kcal mol$^{-1}$ from the experimental structure (A). Moreover, D (same substitution pattern as (A) with tert-butyl groups instead of methyl groups) decreases the activation barrier by $\sim$8 kcal mol$^{-1}$ from the experimental structure (A).

Perhaps more interestingly, C did not decrease the activation barrier. Upon closer inspection of the TS, the desired nucleophilic attack had not occurred due factors discussed earlier. The iso-propyl group had pushed the water molecules into a similar orientation. An interaction between the hydrogen and Fe-oxo core is proposed to impede the proton relay required for the nucleophilic attack (Figure 3.7). Thus, the $\Delta H$ and $\Delta G$ values obtained for the TS on structure C correspond to a different reaction coordinate.
From this we can propose that the fluorinated end of the TAML structure was imperative for the local solvation shell to remain as a proton relay for the nucleophilic attack to occur. Conversely, iso-propyl ends of the TAML structure inhibit the desired nucleophilic attack of water on the reactive intermediate.

Table 4.3: Relative Enthalpies and Gibb’s free energies for structures TS A, TS B, TS C and TS D. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol\(^{-1}\).

<table>
<thead>
<tr>
<th></th>
<th>(\Delta H)</th>
<th>(\Delta G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>11.07</td>
<td>16.61</td>
</tr>
<tr>
<td>B</td>
<td>3.40</td>
<td>9.12</td>
</tr>
<tr>
<td>C</td>
<td>14.28</td>
<td>17.09</td>
</tr>
<tr>
<td>D</td>
<td>0.63</td>
<td>7.94</td>
</tr>
</tbody>
</table>
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Conclusion

With the advent of iron-TAML activators in the area of renewable energy production, a viable technology was developed to catalyse fast water oxidation. [31] This was studied mechanistically to establish the reaction mechanism by which this proceeds and provide a computational approach to further understand the catalyst design.[32, 46]

This present study investigated the iron-TAML catalysed fast water oxidation mechanism using DFT methods. The purpose was to quantitively model the proposed TS (nucleophilic attack of water) from earlier work. [32] This was performed on a variety of substitution arrangements on the TAML ring as to ascertain the effects of the ligands for the stabilisation of intermediates and activation energies.

It was found that the substitution patterns investigated yielded no apparent trend for the stabilisation of the PCET steps or the activation energies. However, the importance of the fluorinated TAML ends was highlighted by the impeded nucleophilic attack on structures lacking the fluorine ends (structures containing excess of steric repulsion). This had serious implications on the orientation of the solvation shell required for the production of the ferryl peroxide species.
Furthermore, examination of the SOMOs for the reactive intermediates indicated the substitution rearrangement did not significantly alter the orbital contributions of the TAML ring to the MOs in comparison to the experimental structure. Hence, the TAML species proposed in this study should be considered non-innocent and thus, not able to stabilise the intermediate structure. [38, 32] Notably, the orbital contributions for the aforementioned SOMOs primarily comes from the $\pi$ system of the TAML ring. Perhaps, modification of the $\pi$ system of the TAML structure may prove a useful next step for mechanistic studies.

A definite conclusion that can be drawn is that, compared to the experimental structure A, a mixture of EDGs and EWGs with a fluorinated end on the TAML structure (D) can halve the activation energy. Additionally, to avoid the competing interactions of the solvation shell, TAML structure (B) is predicted to lower the activation energy by 7 kcal mol$^{-1}$ compared to experimental structure A. Therefore, we propose either structure B or D as viable candidates for experimental study.
### Appendix A

**Table A1**: Sum of electronic and zero-point energies in a.u. calculated at PBE0/Def2-TZVP level of theory.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−3634.799 645</td>
<td>−4825.243 032</td>
<td>−4862.307 658</td>
<td>−4105.703 786</td>
<td>−4142.749 629</td>
</tr>
<tr>
<td>2</td>
<td>−3634.643 165</td>
<td>−4825.064 646</td>
<td>−4862.146 633</td>
<td>−4105.545 552</td>
<td>−4142.570 092</td>
</tr>
<tr>
<td>3</td>
<td>−3633.165 083</td>
<td>−4824.598 665</td>
<td>−4861.678 266</td>
<td>−4105.066 295</td>
<td>−4142.126 302</td>
</tr>
<tr>
<td>4</td>
<td>−3633.981 109</td>
<td>−4824.409 083</td>
<td>−4861.496 845</td>
<td>−4104.899 620</td>
<td>−4141.964 418</td>
</tr>
<tr>
<td>5</td>
<td>−3633.513 592</td>
<td>−4823.943 088</td>
<td>−4861.026 920</td>
<td>−4104.413 678</td>
<td>−4141.478 251</td>
</tr>
<tr>
<td>6</td>
<td>−3633.342 329</td>
<td>−4823.749 777</td>
<td>−4860.829 002</td>
<td>−4104.244 294</td>
<td>−4141.301 697</td>
</tr>
<tr>
<td>7</td>
<td>−3938.805 980</td>
<td>−5129.213 709</td>
<td>−5166.304 858</td>
<td>−4409.705 169</td>
<td>−4446.776 280</td>
</tr>
<tr>
<td>TS</td>
<td>−3938.785 378</td>
<td>−5129.205 269</td>
<td>−5166.281 031</td>
<td>−4409.700 405</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>−3938.812 468</td>
<td>−5129.235 137</td>
<td>−5166.318 330</td>
<td>−4409.709 599</td>
<td>−4446.772 502</td>
</tr>
<tr>
<td>9</td>
<td>−3709.248 349</td>
<td>−4899.687 342</td>
<td>−4936.763 704</td>
<td>−4180.148 565</td>
<td>−4217.210 707</td>
</tr>
<tr>
<td>10</td>
<td>−3709.059 858</td>
<td>−4899.505 738</td>
<td>−4936.585 347</td>
<td>−4179.989 746</td>
<td>−4217.046 370</td>
</tr>
<tr>
<td>11</td>
<td>−3708.659 425</td>
<td>−4899.098 830</td>
<td>−4936.178 283</td>
<td>−4179.565 102</td>
<td>−4216.623 787</td>
</tr>
</tbody>
</table>
### Table A2: Sum of electronic and thermal energies in a.u. calculated at PBE0/Def2-TZVP level of theory.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−3634.769529</td>
<td>−4825.204715</td>
<td>−4862.262457</td>
<td>−4105.659015</td>
<td>−4142.697379</td>
</tr>
<tr>
<td>2</td>
<td>−3634.613018</td>
<td>−4825.026227</td>
<td>−4862.101808</td>
<td>−4105.500614</td>
<td>−4142.518737</td>
</tr>
<tr>
<td>3</td>
<td>−3634.135998</td>
<td>−4824.561325</td>
<td>−4861.634453</td>
<td>−4105.022404</td>
<td>−4142.075924</td>
</tr>
<tr>
<td>4</td>
<td>−3633.951861</td>
<td>−4824.371670</td>
<td>−4861.452971</td>
<td>−4104.855539</td>
<td>−4141.913125</td>
</tr>
<tr>
<td>5</td>
<td>−3633.485257</td>
<td>−4823.906583</td>
<td>−4860.983911</td>
<td>−4104.370846</td>
<td>−4141.428811</td>
</tr>
<tr>
<td>6</td>
<td>−3633.313876</td>
<td>−4823.713102</td>
<td>−4860.785242</td>
<td>−4104.201135</td>
<td>−4141.250972</td>
</tr>
<tr>
<td>7</td>
<td>−3938.764888</td>
<td>−5129.161818</td>
<td>−5166.248918</td>
<td>−4409.649194</td>
<td>−4446.714971</td>
</tr>
<tr>
<td>TS</td>
<td>−3938.747250</td>
<td>−5129.158764</td>
<td>−5166.226161</td>
<td>−4409.648188</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>−3938.774441</td>
<td>−5129.188585</td>
<td>−5166.265437</td>
<td>−4409.657070</td>
<td>−4446.713672</td>
</tr>
<tr>
<td>9</td>
<td>−3709.217837</td>
<td>−4899.648575</td>
<td>−4936.718362</td>
<td>−4180.103426</td>
<td>−4217.159017</td>
</tr>
<tr>
<td>10</td>
<td>−3709.029429</td>
<td>−4899.466651</td>
<td>−4936.539724</td>
<td>−4179.943812</td>
<td>−4216.994977</td>
</tr>
<tr>
<td>11</td>
<td>−3708.627886</td>
<td>−4899.059169</td>
<td>−4936.132023</td>
<td>−4179.518539</td>
<td>−4216.570715</td>
</tr>
</tbody>
</table>

### Table A3: Sum of electronic and thermal free energies in a.u. calculated at PBE0/Def2-TZVP level of theory.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−3634.859973</td>
<td>−4825.314815</td>
<td>−4862.386212</td>
<td>−4105.776152</td>
<td>−4142.827824</td>
</tr>
<tr>
<td>2</td>
<td>−3634.703394</td>
<td>−4825.136648</td>
<td>−4862.223689</td>
<td>−4105.618424</td>
<td>−4142.647788</td>
</tr>
<tr>
<td>3</td>
<td>−3634.224236</td>
<td>−4824.669227</td>
<td>−4861.754234</td>
<td>−4105.137743</td>
<td>−4142.203397</td>
</tr>
<tr>
<td>4</td>
<td>−3634.040378</td>
<td>−4824.479607</td>
<td>−4861.572775</td>
<td>−4104.971599</td>
<td>−4142.041918</td>
</tr>
<tr>
<td>5</td>
<td>−3633.571772</td>
<td>−4824.012775</td>
<td>−4861.102093</td>
<td>−4104.483502</td>
<td>−4141.553825</td>
</tr>
<tr>
<td>6</td>
<td>−3633.401191</td>
<td>−4823.820326</td>
<td>−4860.906040</td>
<td>−4104.315224</td>
<td>−4141.379187</td>
</tr>
<tr>
<td>7</td>
<td>−3938.881721</td>
<td>−5129.301402</td>
<td>−5166.397945</td>
<td>−4409.792890</td>
<td>−4446.868450</td>
</tr>
<tr>
<td>TS</td>
<td>−3938.855250</td>
<td>−5129.286863</td>
<td>−5166.370709</td>
<td>−4409.780243</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>−3938.882661</td>
<td>−5129.317633</td>
<td>−5166.405934</td>
<td>−4409.790985</td>
<td>−4446.858598</td>
</tr>
<tr>
<td>9</td>
<td>−3709.309114</td>
<td>−4899.759622</td>
<td>−4936.841677</td>
<td>−4180.221778</td>
<td>−4217.289565</td>
</tr>
<tr>
<td>10</td>
<td>−3709.120780</td>
<td>−4899.578970</td>
<td>−4936.664614</td>
<td>−4180.064365</td>
<td>−4217.123485</td>
</tr>
<tr>
<td>11</td>
<td>−3708.724325</td>
<td>−4899.174956</td>
<td>−4936.260419</td>
<td>−4179.644629</td>
<td>−4216.709289</td>
</tr>
</tbody>
</table>
Appendix B

Figure B1: MO contour plots of singly occupied molecular orbitals (SOMOs) for reactive intermediate structure at PBE0/Def2-TZVP level of theory. Molecules rotated to give clarity for the orbital contours.
Appendix C

This appendix contains the full reaction mechanisms for all iron-TAML systems presented in this study. All calculations were performed at PBE0/Def2-TZVP level of theory. Energies given are the electronic energies with zero-point energy corrections in kcal mol\(^{-1}\). PCET steps are corrected by the free energy of an electron (Li/Li\(^+\) redox couple) was calculated to be -128.42 kcal mol\(^{-1}\) at PBE0/Def2-TZVP and the free energy of a proton calculated at the same level of theory to be -165.82 kcal mol\(^{-1}\). Solvation shell was also calculated at same level of theory.
Figure C2: Full mechanism of experimental structure A. Molecule rotated for structures 7 and TS for clarity of local solvation shell. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol$^{-1}$.
Figure C3: Full mechanism of proposed structure B. Molecule rotated for structures 7 and TS for clarity of local solvation shell. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol$^{-1}$.
**Figure C4:** Full mechanism of proposed structure C. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol\(^{-1}\).
**Figure C5**: Full mechanism of proposed structure D. Molecule rotated for structures 7 and TS for clarity of local solvation shell. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol$^{-1}$. 

![Diagram of the mechanism with relative energies](image-url)
Figure C6: Full mechanism of proposed structure E (TS omitted). Molecule rotated for structure 7 for clarity of local solvation shell. Relative energies with respect to starting materials given below structure while energetic differences between steps in the mechanism are given on dotted lines between structure. Calculated at PBE0/Def2-TZVP level of theory. All energies in kcal mol\(^{-1}\).
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