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Abstract

Automated Web service composition is one of the holy grails of service-oriented computing, since it allows users to create an application simply by specifying the inputs the resulting application should require, the outputs it should produce, and any constraints it should observe. The composition problem has been handled using a variety of techniques, from AI planning to optimisation algorithms, however no work so far has focused on handling multiple composition facets simultaneously, producing solutions that: (1) are fully functional (i.e. fully executable, with semantically-matched inputs and outputs), (2) employ a variety of composition constructs (e.g. sequential, parallel, and choice constructs), and (3) are optimised according to non-functional Quality of Service (QoS) measurements. The overall goal of this thesis is to propose hybrid Web service composition approaches that consider elements from all three facets described above when generating solutions. These approaches combine elements of AI planning and of Evolutionary Computation to allow for the creation of compositions that meet all of these requirements.

Firstly, this thesis proposes two novel approaches for Web service composition with direct representations. The first one is a tree-based approach where the leaf nodes are the atomic services included in the composition and the inner nodes are the structural constructs that shape the composition workflow. The second one is a graph-based approach where the atomic services are the vertices and the edges connecting them form the composition workflow. The two approaches are compared to determine which is most suitable to the QoS-aware fully automated Web service composition problem.
Secondly, this thesis proposes novel sequence-based approaches for Web service composition that use an indirect representation, i.e. they encode solutions as sequences of services. By representing solutions in this way, it is possible to initialise and evolve them without having to enforce their functional correctness. Then, before evaluating the fitness of each solution, a decoding algorithm is used to transform the sequence into the corresponding composition. The decoding algorithm builds the workflow using the ordering in the sequence as closely as possible when selecting the next service to be added, while at the same time generating a functionally correct structure.

Thirdly, this thesis treats Web service composition as a multi-objective problem, generating a set of trade-off solutions the user can choose from. More specifically, it proposes multi-objective approaches to fully automated Web service composition, which means that conflicting QoS attributes are independently optimised using a variety of representations that support flexible workflow structures. Additionally, a multi-objective and fully automated memetic approach that uses a local search operator to further improve the quality of solutions is proposed.

The following major contributions have been made in this thesis. Firstly, two approaches for Web service composition with direct representations were proposed. When the choice construct is not considered, the graph-based approach produces solutions of higher quality than those of the tree-based approach, but the opposite is true when the choice construct is included. Secondly, indirect representation approaches for Web service composition were proposed. These approaches perform well and can produce solutions with better quality than those found by the graph-based approach. Finally, we propose multi-objective approaches to fully automated service composition, employing different problem representations and a local search operator. The multi-objective approaches using the sequence-based representation were found to produce solutions with better overall quality.
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Glossary of Terms

This glossary provides a brief definition for recurrent terms used throughout this thesis.

**Abstract service** A slot to be filled in by a concrete Web service that specifies the desired functionality with regards to available inputs and expected outputs.

**Abstract workflow** A structure showing the connections between abstract services. Abstract workflows are used to predefine the overall structure of a composition before optimisation—which consists of selecting the best possible concrete service to fulfil each abstract service—takes place.

**Availability** In the context of QoS, this indicates the probability of a service being available at any given time to respond to a request.

**Constructs** Structures that organise services within the composition and establish how they interact. For example, the sequential construct structures services into a chain that is executed on service at a time, whereas the parallel construct structures services to be executed independently and simultaneously.

**Cost** In the context of QoS, this indicates the financial cost associated with invoking a given service.

**Crossover** A genetic operator that consists of two parent candidates exchanging chosen subparts in order to generate some offspring.
**Decoding** The process of translating an individual in the population (i.e. the genotype) into a corresponding solution (i.e. the phenotype that is the expression of that genotype). In some approaches presented in this thesis, sequences of services are decoded into their corresponding service workflows.

**Discovery** The process of identifying a service within the repository that presents some desired functionality.

**Dominance** A given solution $a$ is said to dominate another solution $b$ if two criteria are met. Firstly, for all objectives the values of $a$ are at better or equal to those of $b$. Secondly, for at least one objective the value of $a$ is better than that of the $b$. If these criteria are not met, the solutions are said to be non-dominated with regards to each other.

**Elitism** A genetic operator that consists of preserving the fittest individuals from one generation to the next.

**Evaluation** The process of calculating an individual’s fitness according to one or more functions.

**Evolutionary computation (EC)** A set of optimisation techniques that employ Darwinian evolutionary principles to produce solutions. A population of candidate solutions is initialised and these individuals are bred over a given number of generations, each time evaluating the fitness of each candidate. Fitter candidates have a higher likelihood of surviving and breeding, which encourages the overall improvement of the population’s fitness.

**Fitness** The goodness of a given individual, typically measured using an objective function. The fitter the individual, the more likely it is to survive and breed during the evolutionary process. The measure of fitness should encourage desirable traits in an individual according to the specific domain being tackled.
**Fully automated** If a Web service composition approach is fully automated, it not only optimises the overall quality of compositions but also explores different workflow configurations during the process.

**Functional correctness** A Web service composition is functionally correct if three conditions are true. Firstly, all services within it have their inputs completely fulfilled. Secondly, the composition produces all desired outputs specified in the composition request. Thirdly, the composition begins execution using only the inputs provided in the request.

**Genetic algorithm (GA)** An evolutionary computation approach that consists of evolving vector-like candidates in order to find the one with the best possible fitness. Genetic operators are designed with the vector representation in mind.

**Genetic operator** A breeding procedure used to generate offspring for a given set of parents.

**Genetic programming (GP)** An evolutionary computation approach that consists of evolving tree-like candidates in order to find the one with the best possible fitness. Typically a distinction is made between the tree’s inner nodes and leaf nodes, and genetic operators work by modifying the structure of subtrees within a given candidate.

**Hypervolume** A performance metric for multi-objective optimisation. It measures the total volume between a given front and a chosen reference point. The larger the hypervolume, the wider the range of solution trade-offs contained in the front.

**Initialisation** The creation of a new population for evolution. Typically, candidates can be either initialised at random or using a problem-specific method.
Inverted generational distance (IGD) A performance metric for multi-objective optimisation. It measures the distance between points in a given Pareto front and points in the ideal (i.e., best known) Pareto front. The smaller the IGD, the better the given front is at approximating the ideal solutions.

Local search A genetic operator that consists of creating a neighbourhood of individuals for a given candidate. Neighbours are evaluated and the fittest one replaces the original candidate in the population, provided it is also fitter than the original.

Multiobj. evolutionary algorithm based on decomposition (MOEA/D) A multi-objective optimisation algorithm whose principle is to decompose the multi-objective problem at hand into a series of single-objective subproblems, which are then addressed independently.

Mutation A genetic operator that consists of generating offspring by performing a small modification to the structure of an individual.

Neighbourhood A set of individuals that are created based on a given candidate. Each neighbour is obtained by performing a small modification on that candidate.

Non-dominated sorting genetic algorithm II (NSGA-II) A multi-objective version of GA whose principle is to independently optimise conflicting objectives. The key idea is to sort candidates by considering the dominance relationships between them.

Objective function A function that either minimises or maximises a particular numerical value related to the optimisation problem at hand.

Ontology In the context of Web service composition, an ontology shows the relationships between output and input concepts. This information is used to determine whether the inputs of one service can be fulfilled by the outputs of another.
Pareto front A subset of candidates from a given population that are non-dominated with regards to two or more objectives.

Particle swarm optimisation (PSO) An optimisation method inspired by the social behaviour of animals. Particles independently explore the search space, communicating with each other to identify promising areas for further investigation.

Quality of service (QoS) A set of non-functional attributes (e.g. time, cost, availability, reliability) that indicate the expected quality of a given service.

Reliability In the context of QoS, this indicates the probability that a response returned by a service is reliable.

Repository A repository contains information about a set of Web services, more specifically a description of each service’s location and available operations.

Representation The way in which a solution is modelled for optimisation. For example, a Web service composition solution may be modelled as a tree, as a directed acyclic graph, or as a sequence.

Reproduction A genetic operator that consists of selecting an individual from the current generation and copying it as an offspring.

Semi-automated If a Web service composition approach is semi-automated, it assumes that an abstract workflow defining the structure of the composition has been provided, and the goal is to select concrete services that fulfil the corresponding abstract services to achieve the best possible overall quality.

Task A composition request specifying the overall inputs that are initially available for executing the composition and the overall outputs that the composition is expected to produce.
**T-test** A statistical test that compares two samples of values with the objective of ascertaining whether the means of the two groups present a statistically significant difference. The t-test assumes that the values analysed follow a normal distribution.

**Time** In the context of QoS, this indicates the overall time required for a service to return a response once it receives a request.

**Web service** A functionality module that provides operations and/or data and is accessible over a network by using standard communication protocols.

**Web service composition (WSC)** The combination of atomic Web services that perform simpler tasks into a workflow that accomplishes a more complex task.

**Wilcoxon rank-sum test** A statistical test that compares two samples of values with the objective of ascertaining whether the means of the two groups present a statistically significant difference. This test does not assume that the values analysed follow a normal distribution.

**Workflow** A structure showing the connections between services in a composition. The predecessors of a given service produce outputs that are used to fulfil its inputs, ensuring the composition can be executed at runtime.
Chapter 1

Introduction

1.1 Problem Statement

As applications increasingly interact with the Web, the concept of Service-Oriented Computing (SOC) [33, 144, 20, 138, 209] emerges as a popular solution. The key components of SOC are Web services, which are functionality modules that provide operations accessible over the network via a standard communication protocol [72]. One of the greatest strengths of Web services is their modularity, as it allows the reuse of independent services that provide a desired operation as opposed to having to re-implement that functionality. The combination of multiple Web services to achieve a single, more complex task is known as Web service composition [55]. At a basic level, services are combined according to the functionality they provide, i.e. the inputs required by their operations and the outputs produced after execution. Several services can be composed to provide value-added functionality, using composition languages such as BPEL4WS [179]. These services are made available by a service provider, which advertises them using formal description standards such as WSDL [44] and allows their functionality to be accessed by service requestors using communication standards such as SOAP [7].

In addition to producing applications that fulfil the desired function-
ality, it is important to consider the non-functional aspects of the services when performing Web service compositions. These quality measures are known as the Quality of Service (QoS) of a service, and include attributes such as the reliability and availability of a service, its required execution time, and its financial cost [125]. These quality features are usually required to abide by certain minimum or maximum levels, expressed as a Service Level Agreement (SLA) [163]. For example, a given SLA may specify that only services with a response time of at most 1 second should be considered. When a composition caters to these constraints, it is referred to as a \textit{SLA and QoS-aware} Web service composition [181]. Finding optimal or near-optimal compositions with regards to QoS is advantageous to requestors, because these solutions will be as cost effective as possible while also preserving other quality aspects such as availability and response time. For example, a non-optimised solution that executes each service sequentially will have a much higher response time than an optimised solution that executes services in parallel.

An example of an application of Web service composition is ENVISION (Environmental Services Infrastructure with Ontologies) [123], an EU-funded project whose aim is to provide a framework for discovering and composing Web services that perform geospatial analysis on data, thus enabling environmental information to be more easily processed for research and decision-making purposes [123]. ENVISION was conceived for use by scientists who are experienced with geographic models but do not have a technical computing background, therefore the motivation of this project was to create a solution that is as simple to use as possible. The system offers a way to search for (discover) services that provide environmental data, as well as processing services, by using a word-based and coordinate-based search. Users create compositions by manually selecting and assembling a Business Process Model (BPM), which is later transformed into an engine-runnable representation. The environmental data and processing applications are packaged as services, meaning that
1.1. **PROBLEM STATEMENT**

they are easily available for reuse and thus contribute to the faster identification of important environmental trends.

Despite the usefulness of Web service composition, conducting such a process manually is fraught with difficulties. In order to illustrate these problems, an experiment was performed in which students with a good knowledge of programming and of Web services were asked to manually create Web service compositions to address a range of well defined real-world problems [112]. Results show that they faced a number of difficulties at different composition stages, from the discovery of potential services to their combination. During the discovery phase, the most popular search tools used by students were Web service portals and generic search engines. Authors explained that a variety of discovery tools from the literature were used because no single solution offers a large variety of services. This suggests that larger standardised service portals should be created, provided that the quality of the services offered is maintained. During the combination phase, students faced discrepancies between the concepts used by the interfaces of services: the terms used in the interfaces of any two services are often different from each other, even though those services may handle the exact same domain. Standardising and automating the service composition process would eliminate the need for dealing with these difficulties manually [119]. Thus, developing a system capable of creating compositions in a fully automated manner is one of the holy grails of the field [127]. More specifically, this automated system would concurrently select the appropriate services, configure them into a suitable execution workflow, and optimise the composition’s overall QoS.

Web service composition is known to be an *NP-complete problem*, and this has been proven by showing that there is a polynomial time reduction from the decision version of the multidimensional multi-choice knapsack problem (MMKP)—which is known to be NP-complete—to the decision version of the Web service composition problem [130, 59]. This means that a polynomial-time algorithm for solving the Web service composition
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problem is not known, and that in certain instances all known composition methods are slow. Due to this complexity, a variety of strategies have been investigated in the literature. These can be generally classified under heuristic, exact optimisation, and meta-heuristic methods. Heuristic approaches are ideal for optimising existing service structures, though they do not support fully automated composition. Exact optimisation approaches can produce optimal solutions, though this process may be time consuming for large and difficult problem instances. Finally, metaheuristic approaches can produce good solutions within reasonable amounts of computational time, though their optimality cannot be guaranteed. Existing works focus on two fundamental composition approaches: workflow-based approaches, where the central idea is that the user provides an abstract business process which is to be completed using concrete services, and Artificial Intelligence (AI) planning-based approaches, where a concrete business process is built by modelling the composition problem in terms of an initial state and of a goal state, also specifying the possible actions (i.e. which services can be added to the current workflow) in order to move from one state to another [130]. In workflow-based approaches, the abstract process to accomplish the task requested by the user has already been provided, so the objective is to select the concrete services with the best possible quality to fulfil each workflow step. The advantage of such approaches is that the selection of services may easily be transformed into an optimisation problem where the objective is to achieve the best overall composition quality. This optimisation may be performed using traditional techniques such as Integer Linear Programming (ILP) [201], however this approach has been shown to not scale well in larger search spaces [28]. In the ILP approach discussed in [28], for example, raising the number of services considered from 160 to 200 triples the execution time.

Instead, the optimisation can be performed more efficiently for many problem instances by using Evolutionary Computation (EC) techniques, such as Particle Swarm Optimisation (PSO) and Genetic Programming (GP)
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[184]. The disadvantage of using workflow-based approaches is that the composition workflow must have been already defined, which likely means that it has to be manually designed. Planning-based approaches, on the other hand, have the advantage of both determining the workflow to be used in the composition and selecting services to be used at each step, abiding by user constraints. The disadvantage of such approaches is that it is difficult to also perform QoS-based optimisation on the selected services when using planning.

1.2 Motivations

The intricacy of Web service composition lies in the number of distinct facets it must simultaneously account for. As the first facet, the overall composition must be functionally correct, meaning that the inputs of each service in the workflow are completely fulfilled and also that the composition performs the requested task. As the second facet, services must be arranged appropriately in the composition according to the desired outcome (e.g. sequentially, or in parallel). Particular attention must be paid to choice constructs, when the composition is required to have multiple execution options (choices) according to a given condition [185, 170, 85]. As the third facet, the composition must achieve the best possible overall Quality of Service (QoS) with regards to attributes such as the time required to execute the composite services, the financial cost of utilising the services, and the reliability of those services. These facets are discussed in more detail below:

1. **Functionality:** A Web service composition solution is considered *functionally correct* or *feasible* [178] if its constituent services are well-matched, that is, the inputs of each service are completely satisfied by the outputs of other services executed earlier in the workflow or by the input from the service request. The functionality of a solu-
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tion is ensured by selecting the service that provides the appropriate functionality for a given task, which in practice can be done by selecting the appropriate concrete service to fulfil each abstract service within an abstract Web service composition workflow (i.e. semi-automated Web service composition). The compatibility between two services is established by ensuring that the input of one service can be matched by the output of the preceding service.

2. **Composition constructs:** In addition to considering the functionality of services within the composition, it is necessary to arrange them appropriately to satisfy dependency constraints. This ensures, for example, that services that depend on each other are sequentially connected, services that are independent from each other are allowed to be executed in parallel, and that compositions with multiple independent execution branches can be controlled by the appropriate choice constructs and their associated *conditional constraints*. If an abstract Web service composition workflow is not already known, then it must be built at the same time services are selected to be part of the solution (i.e. fully automated Web service composition).

3. **Quality of Service:** The overall quality of compositions can be measured by aggregating the individual QoS values of its constituting atomic services, meaning that it is possible to optimise the QoS of the composition by selecting the right combination of constituting services. This optimisation can be performed either by combining the different overall QoS attributes into a single score, in which case single-objective optimisation is used, or by considering QoS attributes independently, in which case multi-objective optimisation techniques are employed. The choice of optimisation strategy depends on factors such as the number of desired solutions produced (i.e. a single solution versus a set of trade-off solutions), as well as preferences regarding the QoS attributes (i.e. which attributes can be prioritised...
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1.2.1 Limitations of Current Web Service Composition Approaches

The above discussion refers to several strategies that have been proposed to address the composition problem [154]. These produce reasonable results, however they do not account for the three previously described composition facets at once. For example, AI planning techniques for composition [76, 53] focus on guaranteeing functional correctness (first facet), and at times also fulfil conditional constraints (second facet), but generally do not consider the optimisation of a solution’s QoS (third facet); EC techniques such as Genetic Algorithms (GA) and Genetic Programming (GP) [159, 184] focus on QoS in addition to functional correctness, but do not include the fulfilment of conditional constraints using the choice construct. Research on incorporating the choice construct into automated composition strategies is not extensive, however this construct is an important element of Web service composition and thus should be supported. The following paragraphs describe current limitations in specific aspects of Web service composition.

Lack of Hybridisation between AI planning and EC

Traditionally, AI planning and EC have been employed separately to solve the problem of Web service composition. On the one hand, AI planning techniques are effective at ensuring the creation of composition solutions that are functionally correct, and also at ensuring the creation of branches according to the choice constructs required [185]. On the other hand, EC techniques are ideal for identifying solutions with a good overall quality amongst a very large array of possibilities [184]. Given the strengths of each set of techniques, it would be advantageous to combine these two composition strategies into a single approach that offers both sets of ca-
pabilities, and thus considers more service composition facets simultaneously. This hybrid approach would be able to employ planning ideas to configure service workflows and incorporate the choice construct when necessary, as well as using EC principles to optimise the composition’s overall QoS and return a suitable solution. Despite being a promising idea, this area has currently not been investigated in depth.

**Semi-automated and Multi-Objective Composition**

The majority of existing EC approaches in the area of Web service composition are classified either as single-objective or multi-objective works. Single-objective approaches generally prioritise the exploration of different composition workflow structures, meaning that prior knowledge on what structural features are most promising is not required. These approaches are referred to as *fully automated* Web service composition techniques [153]. Due to the varying structure and length of solutions, algorithms that support more flexible representations—such as genetic programming (GP) [159, 116]—are ideal for this task. Despite these advantages, one limitation of single-objective works is that they combine all potentially conflicting QoS measurements using a simple aggregation strategy, which assumes that the users who requested the composition have certain preferences regarding the importance of each QoS attribute. In fact, it may be easier to select a suitable solution from a series of options, rather than precisely identifying the weight of each QoS attribute when aggregating them. To address this need, another set of works has explored multi-objective techniques, since they can naturally handle conflicting QoS attributes and also produce a set of trade-off solutions [181]. These works are *semi-automated* [153], that is, they assume an abstract workflow is given and simply select a concrete service to fulfil each abstract service until the best possible overall QoS is reached. Thus, the limitation of multi-objective approaches is that they do not thoroughly investigate fully automated composition. To overcome this problem, multi-objective algo-
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Algorithms should be applied with appropriate representations and operators that allow for a variety of composition workflow structures to be explored, though this has currently not been a focus of the research in the field.

Inefficient QoS-Aware Selection in Fully Automated Context

When building a candidate composition solution, atomic services must be selected according to the compatibility of their inputs. The simplest form of selection is when the inputs of services are matched according to their exact type, though recently more sophisticated semantic approaches that also allow for other matching strategies have been investigated [24]. In a typical semi-automated selection scenario, a concrete service is chosen to fulfil the functionality specified by an already-defined abstract service, which restricts the complexity of the problem. However, the selection of services in a fully automated context is significantly more complex, because there are multiple services with different functionalities that could be viably added to the composition at any stage. Consequently, without the use of abstract services composition techniques are relegated to extensively checking the available services before adding a new service to the solution, which decreases the overall efficiency of the composition process. Performing the selection of services in an efficient way that simultaneously considers the impact of the overall quality of a composition and on its functionality is an open problem in the area, thus further investigation is necessary.

1.3 Research Goals

The overall goal of this thesis is to propose a hybrid Web service composition approach that considers elements from the three facets described above when generating solutions. More specifically, this approach combines elements of AI planning to ensure functional correctness and con-
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straint fulfilment, and of Evolutionary Computation to evolve a popula-
tion of near-optimised solutions from a QoS standpoint. The research aims
to determine a flexible way in which planning and EC can be combined to
allow the creation of solutions to solve composition problems. In order
to do so, different representations for composition solutions must be in-
vestigated, as each of them has strengths and weaknesses that cannot be
supplanted by any of the others. The choice of representation is impor-
tant because it determines how the structure of a Web service composition
problem will be handled during the evolutionary process. This choice di-
rectly affects the selection of genetic operators, which are used to modify
the composition’s structure, and of a decoding strategy, which is used for
translating indirect structures such as sequences of services into their cor-
responding composition workflow. The research goal described above is
achieved by completing the following set of objectives, outlined in Figure
1.1:

1. Propose different approaches for Web service composition in the con-
text of evolutionary computation, addressing all the facets previ-
ously discussed. In particular, these approaches should be capa-
ble of representing different constructs used in a composition work-
flow, and they should also allow for workflows of varying lengths
and configurations. This description intuitively fits tree and graph
structures, so these two alternatives should be used for represent-
ing compositions. Tree structures explicitly represent composition
constructs as inner nodes and atomic services as leaf nodes. Trees
can be easily modified during the evolutionary process by replac-
ing subtrees with new structures of equivalent functionality, how-
ever it is difficult to directly represent the dependencies between the
atomic services in the compositions. Graph structures, on the other
hand, implicitly represent composition constructs as directed edges,
while atomic services are represented as nodes. Graphs intuitively
represent the dependencies between the services in the composition,
However manipulating these dependencies during the evolutionary process is complex. In addition to representing compositions with sequence and parallel constructs, the choice construct should also be considered. The different properties for tree and graph-based compositions, as well as the different ways in which their structures can be modified, show that the graph-based approach is not merely a generalisation of the tree-based approach. Thus, both approaches should be independently investigated. The search for a suitable composition approach leads to the following sub-objectives:

(a) Propose an evolutionary tree-based approach for fully automated and QoS-aware Web service composition.

(i) Propose a tree-based composition approach, including a suitable
representation and set of genetic operators.

The first sub-objective is to propose an approach that employs tree structures to produce QoS-optimised and functionally correct solutions. This includes introducing a problem-specific initialisation strategy and genetic operators. The aim is to maintain the correctness of the overall tree structures during the optimisation process.

(ii) **Extend the tree-based approach to include the choice construct.**

The second sub-objective proposes an extension to the tree-based approach so that it also includes the choice construct as one of the possible structural elements of a composition (in addition to the sequence and parallel constructs). This enables composition requests with conditional constraints (i.e. if-else statements) to be fulfilled.

(b) **Propose an evolutionary graph-based approach for fully automated and QoS-aware Web service composition.**

(i) **Propose a graph-based composition approach, including a suitable representation and set of genetic operators.**

The first sub-objective is to propose an approach that uses a DAG representation to encode functionally correct solutions. This approach employs genetic operators that modify the workflow structures taking into account all dependencies between services. The aim is to be able to modify graph structures without erasing fundamental connections during the evolutionary process.

(ii) **Extend the graph-based approach to include the choice construct.**

The second sub-objective proposes an extension to the graph-based approach so that it also includes the choice construct as one of the possible structural elements of a composition. As opposed to the sequence and parallel constructs,
are implicitly encoded as edges in the workflow, the choice construct is represented as a special node whose condition determines which branch of the remaining graph should be executed next.

2. Propose a novel framework for Web service composition that evolves solutions as sequences of services, which are then decoded before the fitness evaluation stage. The main advantage of this framework is that the decoding process ensures solutions are feasible, meaning that the optimisation can be carried out in an unconstrained way. This simplifies the initialisation of the population as well as the genetic operators employed during evolution, which potentially prevents the search from becoming overly constrained. The decoding process builds upon the algorithm used to create candidates in the graph-based approach discussed in the previous objective. The sequential encoding used in this framework facilitates the implementation of a local search operator. That is because it allows a neighbour to be simply defined as a sequence where the position of two services has been swapped but where everything else is equal to the current candidate. In graph-based and tree-based representations, on the other hand, the definition of a neighbour is not as straightforward. The use of local search further improves the effectiveness of the optimisation process.

This objective is accomplished through the following two sub-objectives:

(a) Propose an evolutionary framework for the sequence-based Web service composition approach.

The first sub-objective is to present a general framework for the sequence-based approach, detailing the components necessary for optimising compositions in an indirect way. Part of this sub-objective is to identify the key modular components that can be
modified, exchanged, and/or recombined in order to alter the overall effectiveness and efficiency of the approach.

(b) Propose different decoding strategies and representational variations for the sequence-based framework, evaluating their performance.

The second sub-objective is to propose different decoding strategies and variations of the sequence-based candidate representation on the framework. In addition to modifying decoding strategies and representations, genetic operators that are compatible with these variations are also proposed.

3. Propose multi-objective evolutionary Web service composition approaches that can independently optimise conflicting QoS attributes in a fully automated way, i.e. allowing for different workflow structures to be investigated. Instead of producing a single optimised solution as done in the previous objectives, these approaches produce a set of solutions with different quality trade-offs. This objective is divided into the following two sub-objectives:

(a) Propose fully automated and multi-objective approaches to Web service composition.

The first sub-objective is to employ multi-objective techniques to solve the problem of fully automated Web service composition. This includes utilising representations that are appropriate in a fully automated context.

(b) Extend fully automated multi-objective approach to incorporate local search.

The second sub-objective is to extend one of the initial approaches, incorporating local search as part of the optimisation process. In order to accomplish this, a multi-objective algorithm that accommodates the idea of local search must be employed and a suitable local search operator must be designed and implemented.
1.4 Major Contributions

This thesis proposed three major contributions to the area of Web service composition:

1. This thesis proposed two approaches for fully automated evolutionary Web service composition, using two different representations. The tree-based approach is an intuitive choice for Web service composition because it represents problems that have a variable structure by encoding structural constructs as inner nodes in the tree, and atomic services as leaf nodes. Likewise, the graph-based representation introduces a problem-specific workflow representation and genetic operators to ensure the correctness of composition candidates. This approach maintains dependencies between services more easily throughout the evolutionary process. The new graph representation used in this approach encodes each atomic service as a node and the connections between services as edges, which is a compact and intuitive way of modelling a Web service composition. The findings were that when not considering the choice construct, the graph-based approach produces higher quality solutions when compared to the tree-based approach. However, when the choice construct is considered then the opposite is true, with the tree-based approach producing higher quality solutions. This is thought to be the case due to the operators employed by the tree-based approach.

This contribution has resulted in six publications, three of which discuss the tree-based approach while the other three discuss the graph-based approach. For each of these two groups, one publication was dedicated to presenting the new approach without the choice construct and another was dedicated to tackling this construct. Also, within each group there was one publication that was an extension of a previous work. These are as follows:


2. This thesis proposed a novel sequence-based evolutionary framework to fully automated Web service composition that circumvents
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the need for maintaining the correctness of solutions during the initialisation and genetic operations. Instead, it uses a sequential representation to which operations are performed in an unconstrained manner, then solutions are decoded into a corresponding composition structure. The decoding process ensures that the dependencies between services are correct, which is less onerous to perform all at once (rather than in a piecemeal fashion during genetic operations). This approach also enables the use of a swap-based local search operator, providing a simple way of improving the quality of solutions. The findings were that sequence-based approaches perform well, in some cases producing solutions with better quality than those found by the graph-based approach. Additionally, certain combinations of representational variations and decoding strategies were found to have particularly good performance.

This contribution has been published in:


3. This thesis proposed alternative Web service composition approaches whose goal is to optimise potentially conflicting QoS attributes in an independent way. The novelty of this contribution is that it considers different workflow structures during the multi-objective optimisation process, which had not been extensively investigated before. Another novel element is the design of a fragment-based representation that incorporates the best attributes of the graph and tree-based representation, for comparison with the previously introduced sequence-based representation. The findings were that the multi-objective approaches using the sequence-based representation produced compositions with better overall quality, with the use of local search further improving the solutions.

This contribution has been published in:


### 1.5 Organisation of Thesis

The remainder of this thesis is organised as follows. Chapter 2 provides a formal definition of the Web service composition problem and discusses a range of existing works in the field. Chapters 3 to 5 discuss the main
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contributions proposed in this thesis. Chapter 6 presents the conclusions for this thesis.

Chapter 2 describes the Web service composition problem and discusses the related works in the area. In particular, it explains the role of techniques such as evolutionary computing in the context of Web service composition. The chapter also provides a summary of the works discussed and addresses their limitations.

Chapter 3 proposes two approaches to the Web service composition problem. The first is a tree-based approach that explicitly encodes composition constructs as inner nodes and candidate services as leaf nodes. The second is a graph-based approach that represents solutions as directed acyclic graphs. In addition to introducing problem-specific mechanisms for initialising and modifying solutions during the evolutionary process, the chapter also shows that the two approaches can be extended to incorporate the choice construct.

Chapter 4 proposes a sequence-based framework for Web service composition. This framework encodes candidates as queues of services and performs the optimisation directly on these structures. Before evaluation, service queues are decoded into the corresponding composition workflows. Different decoding strategies and queue variations are put forth in this chapter.

Chapter 5 proposes multi-objective and fully automated evolutionary techniques for independently optimising conflicting QoS attributes and generating Pareto front solutions. A fragment-based representation is introduced in this chapter, and local search operations are employed in the context of multi-objective composition.

Chapter 6 discusses the objectives achieved in this thesis, the main conclusions reached in the contribution chapters, and future work possibilities resulting from these contributions.
Chapter 2

Literature Review and Background

This chapter presents the fundamental concepts of Web service composition, also discussing related work in the area. It begins by providing a fundamental background to the field of EC-based Web service composition in Section 2.1. Then, related works are examined in Section 2.2, addressing several areas of current research interest. Finally, Section 2.3 presents a summary of the important points identified in these works, alongside a discussion of the limitations of existing approaches.

2.1 Fundamental Concepts

2.1.1 An Overview of Web Service Composition

At its basic level, a Web service composition is the connection of several atomic services in different configurations in order to reach a result, in a scenario where there are potentially multiple services offering the same functionality. The key aspect of compositions is that, in order to achieve the desired result, atomic services must all be executed in a particular order, forming a workflow of services. It is important to draw a distinction
between semi-automated and fully automated composition approaches [154]. In **semi-automated approaches**, a workflow of abstract services is provided in the goal specification stage and a composition algorithm is only used to select concrete services for the abstract services of this workflow. The semi-automated Web service composition approach can be decomposed into the following steps, reflecting the process required to produce a solution [130]. These steps are shown in Figure 2.1 and discussed below:

![Diagram of typical steps in a workflow-based semi-automated Web service composition process](image)

**Figure 2.1:** Typical steps in a workflow-based semi-automated Web service composition process [130].

1. **Goal specification:** The initial step in the Web service composition process is to gather the user’s goal for the solution to be produced. This is typically done through the generation of an abstract workflow that records the desired data flow and functionality details. The generated business process workflow is referred to as **abstract**, since it con-
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tains a series of abstract services that can be fulfilled by employing existing concrete Web services [130].

2. Service discovery: Once an abstract workflow and a set of preferences have been provided, the next step is to discover candidate concrete services in the repository that are functionally suitable to fulfill the abstract services. The focus at this stage is to find candidates that provide the functionality required to fulfill the abstract services, regardless of their quality levels.

3. Service selection: After pools of candidate services have been identified for each abstract service, a technique is employed to select a discovered service to fulfill each of them. This process should be done for all abstract services at once since they influence each other throughout the workflow’s structure. The result of this process is the selection of a concrete Web service composition.

4. Service execution: The creation of the composition is followed by the execution of an instance of this composite Web service.

5. Service maintenance and monitoring: During execution, the created instance is monitored for failures and/or changes to the composing atomic services, and corrective actions are dynamically carried out as necessary.

Note that the process separates the workflow design and discovery from the service selection step, thus restricting the search space when searching for optimised service composition solutions. In a fully automated approach, on the other hand, an abstract workflow is not provided during the goal specification stage. Instead, the structure of the workflow is determined at the same time the concrete services are selected. Consequently, service discovery may at times be also executed in tandem with the selection stage. Fully automated approaches have been shown to be
more flexible than approaches with fixed abstract workflows (i.e. semi-automated approaches) with regards to solution optimisation [46], thus they are the focus of this thesis.

2.1.2 Composition Constructs and QoS

In addition to the functional aspects of Web service composition, non-functional attributes of the services included in a solution also play a part in the creation of a composite system. This non-functional aspect of services, known as Quality of Service (QoS) [161, 164, 125, 126], is described by a set of attributes which measure characteristics that are desirable in a service from a customer’s point of view. In this work, four QoS attributes are considered [204]: Time $T$, which measures the response time of a service once it has been invoked, Cost $C$, which specifies the financial cost of using a given service, Availability $A$, which measures the likelihood of a service being available at invocation time (this captures crash failures), and Reliability $R$, which is the likelihood of a service responding appropriately when invoked (this captures arbitrary failures). Note that some of these attributes should be maximised while others should be minimised. In order to ensure they are compatible with the objective functions employed for the optimisation, they are transformed as needed through a normalisation process. This is further discussed in Subsection 2.1.3. Existing languages for Web service composition (e.g. BPEL4WS [193]) use certain constructs to control the flow of the resulting compositions with regards to input satisfaction. However, in addition to this functional aspect, they also influence the QoS properties of a composition. The following constructs are considered in this work:

- **Sequence construct**: In a sequence construct services are chained sequentially, so that the outputs of a preceding service are used to satisfy the inputs of a subsequent service, as shown in Figure 2.2. The total cost and time of this construct are calculated by adding the val-
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ues of its individual services, and the total availability and reliability by multiplying them.

- **Parallel construct:** In a parallel construct services are executed in parallel, so their inputs are independently fulfilled and their outputs are independently produced, as shown in Figure 2.3. The availability, reliability and cost are calculated the same way as they are in the sequence construct, and the total time is determined by identifying the service with the longest execution time.

- **Choice construct:** In a choice construct only one service path is executed, depending on whether the value of its associated conditional constraint is met at runtime. The conditional constraint is a logical condition used to select the appropriate execution path. This construct is shown in Figure 2.4. In this case, all overall QoS attributes are calculated as a weighted sum of the services from each individual path, where each weight $p_n$ corresponds to the probability of that path being chosen during runtime. These weights add up to 1.

2.1.3 Problem

A Web service $S$ is represented using a functional description that includes an input concept $I$ and an output concept $O$ specifying what operation the service will perform, a categorical description of inter-related concepts specifying the service operation according to a common terminology $T$ in the application area, and a quality of service (QoS) description of non-functional properties such as response time and cost. For the categorical description, an ontology with definitions of “concepts” and the relationships between them must be specified. In previous work [115] a terminology for service ontology using description logic has been defined. A terminology is a finite set $T$ of assertions of the form $C_1 \sqsubseteq C_2$ with concepts $C_1$ and $C_2$, as defined in [115]. In this definition, $C_1 \sqsubseteq C_2$ means that $C_1$
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\[ T = \frac{\sum_{n=1}^{m} t_n}{m} \quad C = \frac{\sum_{n=1}^{m} c_n}{m} \quad A = \prod_{n=1}^{m} a_n \]
\[ R = \prod_{n=1}^{m} r_n \]

Figure 2.2: Sequence construct and calculation of its QoS.

\[ T = \text{MAX}_{n \in 1, \ldots, m} t_n \]
\[ C = \frac{\sum_{n=1}^{m} c_n}{m} \quad A = \prod_{n=1}^{m} a_n \quad R = \prod_{n=1}^{m} r_n \]

Figure 2.3: Parallel construct and calculation of its QoS.

\[ T = \sum_{n=1}^{m} p_n t_n \quad C = \sum_{n=1}^{m} p_n c_n \]
\[ A = \sum_{n=1}^{m} p_n a_n \quad R = \sum_{n=1}^{m} p_n r_n \]

Figure 2.4: Choice construct and calculation of its QoS.
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is subsumed by $C_2$, i.e. all instances of $C_1$ are also instances of $C_2$. One possible way of representing a terminology is as a tree, as in the example shown in Figure 2.5.

![Figure 2.5: A simple example of an ontology of concepts.](image)

A service repository $D$ consists of a finite collection of atomic services $s_i, i \in 1, n$ together with a service terminology $T$. A composition request $R$ is defined with a pair $(I_R, O_R)$, where $I_R$ is the input concept that users provide and $O_R$ specifies the output concept that users require. We also consider the alternative scenario where users may prefer different outputs depending on some condition [186]. In this case, we specify the output as $(c ? O_R, O_R')$, meaning that if the value of the condition $c$ is TRUE, then it produces output $O_R$, otherwise $O_R'$. A composition request can be represented using a special start service $s_0 = (\emptyset, I_R)$ that requires no inputs and a special end service $s_e = O_R, \emptyset$ that produces no outputs. An alternative end service $s_{e'} = O_R', \emptyset$ is also used when conditional constraints are considered. Each end service has a given probability of being produced, which is calculated through statistical analysis on the behaviour of the service(s) used to reach it.

Service compositions can be represented by process expressions [115], which are statements used to describe interactions between components
of a system. Formally, the set of process expressions over a repository $D$ is the smallest set $P$ containing all service constructs that is closed under the sequential composition construct $\bullet$, parallel construct $||$, and choice construct $\dagger$. That is, whenever $s_i, s_j \in P$ hold, then all $s_i \cdot s_j, s_i||s_j,$ and $s_i+s_j$ are process expressions in $P$, where $s_i$ and $s_j$ are component services. A service composition (or composition, for short) is a process expression with component services $s_i$, each of which associated with an input and output type $I_i$ and $O_i$. For example $s_1 \cdot (s_2||s_3)$ is a service composition, meaning that $s_1$ is processed first followed by $s_2, s_3$, which are processed in parallel.

We need to ensure that composite services are feasible, i.e. functionally correct. In particular, when two services are composed by a sequential construct, i.e., $s_i \cdot s_j$, we need to ensure that service $s_j$ matches $s_i$. A service $s_j$ fully matches another service $s_i$ if and only if $O_i$ subsumes concept $I_j$, i.e., $O_i \sqsubseteq I_j$. A service $s_j$ partially matches another service $s_i$ if $O_i \cap I_j \sqsubseteq \bot$, that is, $O_i$ is not fully subsumed by $I_j$. A service composition $S$ is a feasible solution for the service request $R$ if the following conditions are satisfied:

- All the inputs needed by the composition can be provided by the composition request, i.e. $I_R \sqsubseteq I_S$;

- All the required outputs can be provided by the composition, i.e. $O_S \sqsubseteq O_R$ if $c$ is TRUE and $O_S \sqsubseteq O_R'$ otherwise (or simply $O_S \sqsubseteq O_R$, if the composition request does not have output alternatives);

- For each component service $s_j$ its input $I_j$ should be provided by services $s_i$ that were executed before it, i.e. the union of the output of all the services $s_i$ is a sub-concept of $I_j$.

The terminology $T$ is used to check whether the inputs and outputs of two given services are compatible for connection. For instance, the input “Wind” of a given service can be fulfilled by a predecessor service with output of “Hurricane” (since “Hurricane” $\sqsubseteq$ “Wind”), but not by a service with the output of “WeatherEvent” (since “Wind” $\sqsubseteq$ “WeatherEvent” but not the other way around).
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Service compositions can be naturally represented as Directed Acyclic Graphs (DAGs). Given a service repository $D$ and a composition request $R$, the service composition problem consists of finding a directed acyclic graph $G = V, E$, where $V$ is the set of vertices and $E$ is the set of edges of the graph, with a starting service $s_0$ and end service $s_e$ and a set of intermediate vertices $V_1, \ldots, V_m$, which represent atomic services selected from the service repository as well as conditional nodes (if the choice construct is considered).

Service compositions can be also represented as trees, with intermediate nodes representing composition constructs and terminal nodes representing atomic services. Each intermediate node is actually a composite service itself, with child nodes arranged according to the composition construct it represents. Therefore, to check the functional correctness of service composition represented as a tree we ensure that each of the component services, including atomic services, satisfies the following constraints: the service’s input concepts must be subsumed by the union of the inputs from the composition request and the outputs produced by the service’s preceding nodes.

QoS-aware Web service composition employs these principles in order to generate solutions that are functionally correct and that also present the best possible QoS. The QoS of a given composition workflow is improved by employing optimisation techniques that minimise the following objective function, which aggregates different QoS attributes in order to produce a single score:

$$f = w_1 \bar{A} + w_2 \bar{R} + w_3 \bar{T} + w_4 \bar{C}$$

(2.1)

where $\sum_{j=1}^{4} w_j = 1$. In this function, the overall values of $A$, $R$, $T$, and $C$ are calculated according to the constructs used in the composition workflow, following the procedure discussed in Subsection 2.1.2. These attributes are then normalised as follows, with minimum and maximum boundaries calculated based on the services in the repository:
A classic example of automated Web service composition is the travel planning scenario [173], where the objective is to create a system capable of automatically reserving hotels and flights according to customer preferences. In this scenario the customer preference types, such as departure date and destination city, are the composition inputs, and the reservation outcomes, such as issued tickets and receipts, are the composition outputs. The relevant composition candidates are a set of hotel and flight booking services that are to be combined into a cohesive task workflow by the composition system. Figure 2.6 shows a simple composition solution that
performs flight and hotel reservations according to a customer’s information. More specifically, when using this composite service the customer provides her/his personal information and travel details, such as the departure date, the destination city and the duration of the stay. This information is then used to book return flight tickets, and to determine the customer’s arrival date at the destination city.

### 2.1.4 An Overview of Evolutionary Computation

Evolutionary Computation (EC) is a set of techniques that borrow fundamental concepts from the Darwinian theory of evolution in order to solve computing problems [172, 13]. More specifically, EC models solutions to problems as a population of candidates with different fitness values, where a candidate’s fitness represents how well it addresses the problem in question. The solution population is then updated for several generations, relying on biologically inspired operations such as selection and reproduction to encourage the creation of solutions with the best possible fitness [172]. The fitness function used to evaluate candidates is loosely coupled from specific EC techniques. This means that different techniques may use the same function, and also that it is simple to exchange the fitness functions used by a given technique to account for different optimisation criteria. Several techniques have been proposed under the umbrella of EC, and these can be historically divided into two groups [208]. The first comprises the classic evolutionary algorithms, which include Evolutionary Strategies (ES), Evolutionary Programming (EP), Genetic Algorithms (GA), and Genetic Programming (GP). This group of approaches has been in development since the 1960s [208]. The second comprises recently developed evolutionary algorithms, which include Particle Swarm Optimisation (PSO), Ant Colony Optimisation (ACO), Simulated Annealing (SA), Differential Evolution (DE), as well as Non-dominated Sorting Genetic Algorithm II (NSGA-II), Multiobjective Evolutionary Algorithm
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Based on Decomposition (MOEA/D), and many others. This group of approaches is more recent and presents many variations, though the basic principle of guiding the search through a fitness function and iteratively improving the quality of a population of solutions is maintained here as well [208].

Evolutionary computing techniques have become increasingly popular since their inception, particularly in the domain of optimisation problems [14]. This is due to their encoding flexibility, which allows many different types of problems to be represented, as well as their good algorithmic performance in a variety of scenarios [42, 14]. Within the context of Web service composition, there are a number of EC techniques that have been shown to be particularly useful [184]: GP, GA, PSO, NSGA-II, and MOEA/D. Though these techniques are quite distinct, they can all handle facets of the composition problem [173, 142]. On the one hand, GA, PSO, NSGA-II, and MOEA/D are highly suitable to semi-automated Web service composition, since the fixed-length candidate solutions in these techniques easily map to the abstract workflow. On the other hand, GP is highly suitable to automated Web service composition, since its flexible tree structure can simultaneously encode the atomic services used in a composition and their overall configuration. However, it must be noted that most of these techniques have the potential to be modified to work in a fully automated way. These general techniques are introduced here and further discussed in the next section in the context of Web service composition.

Genetic Programming (GP)

Genetic programming encodes a population of solutions using a tree structure and evolves this population in order to improve its overall quality [97]. The key advantage of using a tree is that this structure enables a richer representation, with varying depths and numbers of nodes. Candidates for new generations are created by modifying subtrees within the
2.1. FUNDAMENTAL CONCEPTS

chromosome’s structure. The basic procedure for genetic programming is shown in Algorithm 1, which consists of initialising a population of candidate trees, evaluating their fitness according to the problem being handled, then beginning the evolutionary process. This consists of iterating through the population, each time creating a new generation, until a predetermined set of stopping criteria is met. At each iteration, candidates from the current generation are selected for breeding and mutation, crossover, and reproduction operators are employed to generate offspring. These new individuals are then evaluated and assigned as the new generation. The individual with the best fitness is recorded and updated throughout the process, finally being returned as the solution once the evolution has concluded.

**Algorithm 1:** Fundamental algorithm for genetic programming.

1. Initialise the population.
2. Evaluate the fitness of the initialised population.
   
   while stopping criteria not met do
   3. Select candidates for breeding from current generation.
   4. Perform mutation, crossover, and reproduction on the selected candidates, generating offspring.
   5. Evaluate the fitness of the new individuals.
   6. Assign the new individuals as the new generation, recording the individual with the best fitness.
   
   return individual with best fitness.

In GP, the tree representation consists of nodes that are typically divided into two groups, one consisting of terminal nodes and the other of non-terminal nodes. For example, in the context of symbolic regression [97], non-terminal nodes are used to represent arithmetic operations (e.g. $-$, $+$, $\times$, $\div$) while terminal nodes represent variables and constants (e.g. $x$, 2). Thus, in this context a tree can be built to represent equations with varying lengths and configurations (e.g. $(+((-z)4)2)0)$). The corre-
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sponding tree structure for this equation is shown in Figure 2.7.

![Figure 2.7: Example of tree structure in genetic programming.](image)

Traditionally, GP trees are initialised in a random fashion, observing the constraints of terminal and non-terminal nodes [97]. More specifically, terminal nodes (as their name implies) cannot have any children in the tree structure, whereas non-terminal nodes must have the required number of children (in the case of a binary arithmetic operator, for example, the number of children would be 2). The children of non-terminal nodes can be either other non-terminal nodes or terminal ones.

The evaluation of tree structures is carried out in a bottom-up way, initially obtaining the values associated with leaf nodes and subsequently calculating the values of their immediate parents. The process is then carried on to higher levels of the tree until the root node is eventually reached, at which point the evaluation has concluded. In the example shown in Figure 2.7, the evaluation would begin by calculating the result of \( z - 4 \), which would be then divided by 2. Finally, the result of this division would be added to 0 to obtain the tree’s overall value.

Offspring is generated by employing genetic operators during the evolutionary process. Three commonly used operators are reproduction, crossover, and mutation. In the reproduction operator, a candidate in the current generation is selected and simply copied to the next generation, following the rationale that the preservation of certain structures is beneficial to the overall evolutionary process. In the crossover operator, two
parents are selected from the current generation in order to generate two offspring for the next generation. As shown in Figure 2.8, the crossover operator randomly selects one subtree from each parent and swaps them between the two. This results in two new candidates that preserve existing structures while exploring alternative ways of combining them. A similar idea is employed in the mutation operator, though this time genetic information is not exchanged between two parents. Instead, a single parent is selected from the current generation to produce offspring for the next generation. As shown in Figure 2.9, the mutation operator also randomly selects a subtree within the structure of the parent. This time, however, it randomly regenerates the subtree. This once again preserves part of the existing structure while introducing some potentially new genetic material into the population.

Figure 2.8: Example of crossover in genetic programming.
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![Figure 2.9: Example of mutation in genetic programming.](image)

**Genetic Algorithms (GA)**

Genetic algorithms follow an analogous process to that of GP, however its candidates are encoded using a linear structure representing a chromosome, and this population is evolved by reproducing the fittest candidates from one generation to the next and/or by creating new genetic combinations from promising candidates [192]. These genetic combinations are produced by modifying subsections within the linear chromosome. The evolutionary procedure shown in Algorithm 1 is also adopted in GA, though making use of its own candidate representation, initialisation mechanism, and genetic operators.

One of the simplest representations in GA consists of encoding a candidate as a binary vector, with 1s and 0s indicating whether certain attributes are or are not present within a given solution. For example, in the context of feature selection [152] each cell within the vector is associated with a particular feature in a solution, and the value within this cell indicates whether that feature is present. Unlike GP, in this representation the number of features considered is fixed. An example of a vector for binary genetic algorithms is shown in Figure 2.10. A simple initialisation strategy for GA candidates is to populate vectors at random, with different values being generated for each cell within the vector. In this case, vectors have a predefined length and each cell is always associated with the same solution attribute. Due to the structure of candidates, the evaluation in
GA is performed linearly, checking the influence of each vector cell on the overall final value.

\[ \begin{array}{cccccccc}
1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 \\
\end{array} \]

Figure 2.10: Example of vector structure in genetic algorithms.

The **genetic operators** employed in GA are similar to those used in GP, though the strategies for modifying candidate structures are different. Once again, the three commonly used operators are reproduction, crossover, and mutation. The reproduction in GA works exactly in the same way as GP, copying a selected candidate from one generation to the next. The crossover operator also follows the idea of exchanging substructures of two parents in order to generate two offspring. As shown in Figure 2.11, this can be done by selecting a subsection within each parent structure and then swapping it between the two in order to generate offspring that combines aspects of both parents. In the case of mutation, many variations are possible, all following the principle of modifying a subpart of a single individual’s existing structure. As shown in Figure 2.12, in a binary GA representation offspring could be generated by flipping the bit within a chosen cell of an individual’s vector.

\[ \begin{array}{cccccccc}
1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 \\
\end{array} \]

Figure 2.11: Example of crossover in genetic algorithms.
Particle Swarm Optimisation (PSO)

Differently from the previous approaches, particle swarm optimisation models the search behaviour of a swarm of animals that communicate amongst themselves [92]. The structure of its candidates is similar to that of GA, however its search algorithm relies on dynamic value adjustments as opposed to genetic operations [57]. Instead of generations where candidates are bred, PSO uses iterations to gradually update the position and velocity of particles as they move through the search space. As shown in Algorithm 2, the first step is to initialise a swarm of particles in random positions and with random velocities. Then, the concepts of $p_{best}$, which represents a given particle’s personal best value found so far in the search, and $g_{best}$, which represents the global best value collectively found by the swarm so far in the search, are used during the search process. Specifically, the following steps are repeated for each search iteration until the stopping criteria are met. Firstly, the fitness value of each particle in the swarm is calculated according to its new position, with $p_{best}$ and $g_{best}$ values being updated if necessary. Then, the velocity of each particle is updated based on the $p_{best}$ and $g_{best}$ values, and the position of each particle is updated based on the newly calculated velocity. This process continues until the stopping criteria are met, at which point $g_{best}$ is returned as the search result. In this algorithm, $t$ represents the current iteration number; $d$ represents the dimension number; $w$ represents the inertia weight; $c_1$ and $c_2$ represent acceleration constants; $r_{i1}$ and $r_{i2}$ represent uniformly distributed random constants ranging between 0 and 1; $p_{id}$ and $p_{gd}$ repre-
sent the values of dimension $d$ for $p_{best}$ and $g_{best}$.

---

**Algorithm 2:** Fundamental algorithm for particle swarm optimisation [56].

1. Initialise a swarm of particles, each with a random position $x_i = (x_{i1}, x_{i2}, ..., x_{iD})$ and a random velocity $v_i = (v_{i1}, v_{i2}, ..., v_{iD})$ over $D$ dimensions.

**while** stopping criteria not met **do**

2. Evaluate the fitness of all particles in the swarm.

3. Compare each particle’s $p_{best}$ with its current fitness. If current value is better than $p_{best}$, update $p_{best}$ accordingly and record the particle’s current position.

4. Compare each particle’s current fitness with $g_{best}$. If current values is better than $g_{best}$, update $g_{best}$ accordingly and record the particle’s current position.

5. Update the velocity of each particle using the following formula:

   $$v_{id}^{t+1} = w \times v_{id}^t + c_1 \times r_{i1} \times (p_{id} - x_{id}^t) + c_2 \times r_{i2} \times (p_{gd} - x_{id}^t)$$

6. Update the position of each particle using the following formula:

   $$x_{id}^{t+1} = x_{id}^t + v_{id}^{t+1}$$

**return** $g_{best}$

---

The representation in PSO is similar to that of GA. However, instead of using a vector of discrete numbers each cell contains a real number within a given range (e.g. within [0,1]). An example of a vector for particle swarm optimisation is shown in Figure 2.13. As with GA, one possible way of modelling a problem in PSO is to associate each dimension of the vector with a given feature of the problem being tackled. This vector is usually initialised at random, with the intent of distributing particles evenly across the search space. Once again, the simple vector structure of candidates means that the evaluation consists of using the value in each cell to
contribute to the calculations in a problem-specific fitness function. Note that there are versions of PSO that can support vectors with discrete numbers, and in those versions the velocity and position updates are carried out differently.

\[
\begin{array}{cccccccccc}
0.5 & 0.9 & 0.1 & 0.7 & 0.6 & 0.2 & 0.3 & 0.8 & 0.7 \\
\end{array}
\]

Figure 2.13: Example of vector structure in particle swarm optimisation.

Unlike GP and GA, in PSO no genetic operators are used. Instead, the position of each particle is updated in the search space according to its current velocity, as well as the promising locations previously identified by the swarm. More specifically, the velocity of each particle is updated according to its personal best values and the swarm’s global best value, and this in turn is used to update the particle’s position. During the calculation of a particle’s velocity, the influence of its current location, of its personal best, and of its global best values can be controlled using inertia and acceleration constants.

**Non-dominated Sorting Genetic Algorithm II (NSGA-II)**

NSGA-II was originally proposed in [51], and its key contribution is in the non-dominated way it sorts a population. NSGA-II’s general steps are shown in Algorithm 3. A population is initialised using a problem-specific strategy, then candidates are sorted using a non-dominated strategy. This strategy consists of assigning candidates to a given front according to the individuals they dominate. In this context, an individual \( a \) dominates another individual \( b \) if all objective values of \( a \) are at least equivalent to those of \( b \), and at least one value of \( a \) is higher than that of \( b \). Otherwise, \( a \) does not dominate \( b \). If \( b \) does not dominate \( a \) either, then the two individuals are said to be non-dominated. Each front is made up of a set of non-dominated individuals, with the first front (i.e. the highest rank) having
no individuals that dominate it, the second front being dominated by the first front, the third front being dominated by the second, etc.

**Algorithm 3**: Fundamental algorithm for NSGA-II.

**Input**: Population size $N$

**Output**: Solution set

1. Initialise the population of candidates;
2. Evaluate candidates and perform non-dominated sorting on them;
3. **while** stopping criterion not met **do**
   - Choose $N$ best candidates from the population and place them in a mating pool;
   - Select candidates from mating pool and apply crossover and mutation;
   - Combine mating pool and offspring as the new population, evaluate new population, calculate crowding distance, and perform non-dominated sorting;
4. **return** solution set with highest-rank candidates

Once the non-dominated sorting has taken place, the following steps are repeated until the stopping criterion is met. Firstly, the $N$ best candidates from the population (where $N$ is the population size) are identified and placed in a mating pool. If this is the first iteration, then all candidates will be identified. Otherwise, candidates will be selected initially based on their rank (i.e. front) and then, if ranks are the same, their crowding distance, which is a measure of a candidate’s diversity [51]. The more distant a candidate is from others with regards to its objective values, the more diverse it is, and consequently the more important it is to preserve it. Secondly, candidates are selected from the mating pool and genetic operations (crossover, mutation) are performed in order to generate offspring. Thirdly, all the offspring individuals are combined with the candidates in the mating pool, crowding distances are calculated, and non-dominated sorting is performed. When the stopping criterion is eventually met, the
group of highest-ranked candidates (i.e. the first front) is returned as the final set of trade-off solutions. In terms of representation, initialisation, evaluation, and genetic operators, NSGA-II uses the exact same strategies as GA, since it is effectively a multi-objective extension of it.

Multiobjective Evolutionary Algorithm Based on Decomposition (MOEA/D)

MOEA/D was originally proposed in [210], and its key idea is to decompose a multi-objective problem into a series of single-objective subproblems which are then separately solved. MOEA/D’s general process, shown in Algorithm 4, begins by initialising an external population set to track the non-dominated solutions found so far, as well as creating $N$ uniformly spread weight vectors for each subproblem. Then, the neighbourhood of each vector, which will be later used during breeding, is identified by calculating the $T$ closest vectors using Euclidean distance. A population of $N$ candidates is initialised and assigned to each subproblem, and a reference point is created for calculating scores.

Then, for each subproblem the following steps are performed. Firstly, two candidates are selected from that subproblem’s neighbourhood and used to generate a new solution. Secondly, the reference point is updated if the objective values for the new solution are better than those currently being used. Thirdly, the new solution replaces any neighbouring candidates whose score is worse than that of the new solution (note that this score is calculated using the subproblem’s weight vector, employing approaches such as Tchebycheff or weighted sum). Finally, the external population is updated, removing all vectors dominated by the new solution and adding the new solution to the set (if it is not dominated by any other individuals currently in the set). After going through each subproblem, the stopping criteria are checked. If they have not yet been met, then the loop is executed once again. Otherwise, the external population is returned as the solution. MOEA/D does not require a particular representation for candidates, meaning that any problem-specific structure can be incorpo-
Algorithm 4: Fundamental algorithm for MOEA/D.

**Input**: Number $N$ of subproblems considered, number $T$ of neighbours considered

**Output**: Solution set

Initialise an empty *external population* set;

Create $N$ uniformly spread weight vectors, one for each subproblem;

Identify the $T$ closest weight vectors to each vector using Euclidean distance. These are the vector’s neighbourhood;

Initialise a population of size $N$, assigning each candidate to a given subproblem;

Initialise a reference point with ideal values for each objective;

**foreach** subproblem **do**

  Randomly select two candidates from that subproblem’s neighbourhood and generate a new solution by using genetic operators;

  Update reference point if objective values for new solution are better than the reference point’s current values;

  Update each neighbour in the subproblem, replacing its associated candidate with the new solution if the new solution’s score is better than the neighbour’s score;

  Remove from the *external population* all the vectors dominated the new solution;

  Add the new solution to *external population* if it is not dominated by any individuals currently in it;

  If stopping criteria not met, go back to subproblem loop;

**Otherwise**, **return** *external population*
2.1.5 An Overview of AI Planning

AI planning comprises a set of techniques that solve problems by describing a specific sequence of actions that lead to the desired outcome [75]. More specifically, the planning problem can be described according to three major elements [141]. The first comprises the constraints of the planning environment, which are formalised using a model describing the valid states for the environment to be in. The second comprises the possible actions that can be performed within the constraints of the environment, which are formalised by describing the valid transitions between different environment states. The third is the desired goal, which specifies the properties that should be reached in the ideal environment state. Given these elements, planning algorithms are employed to identify a sequence of actions that reach the goal state from an initial state [157].

Existing planning algorithms can be divided into three broad groups [160]. The first group encompasses state-space search approaches, which gradually go through a search space of possible states in order to reach a specific objective. This search may take place either in a forward way (i.e. towards the goal state) or in a backward way (i.e. towards the initial state). The second group consists of planning graph approaches, which incrementally construct a directed graph of states until a goal state is reached. This graph is divided into layers, and for each layer a series of possible successor states is known. This information is used when deciding which state to add to the graph next. Finally, the third group includes other planning approaches that employ ideas such as Boolean satisfiability, first-order logical deduction, and constraint satisfaction. Within the context of Web service composition, a specific planning graph approach known as
Graphplan has been shown to be particularly useful [182, 195, 185]. The algorithm is introduced here in a general context, and in the next section a version of the algorithm designed specifically for Web service composition is discussed.

Graphplan

Algorithm 5: Fundamental algorithm for Graphplan.

**Input**: Initial state, goal state, possible actions

**Output**: Sequence of actions for reaching goal

Initialise planning graph as a one-level graph that contains the start state;

while goal state not reachable by states currently in planning graph do

Expand planning graph by adding a new level to it. This new level contains the states reachable by performing any of the possible actions from the states in the current level;

Extract a solution by finding a single sequence of actions that lead to the goal state from the initial state;

**return** extracted solution

The key idea of Graphplan is to build a graph of states, identifying a sequence of actions that lead from the initial state to the goal state [160]. As shown in Algorithm 5, the inputs required by Graphplan are the initial state, the goal state, and the set of actions allowed within each given state (as well as the states these actions will lead to). The first step is to create a planning graph, which initially only includes one level that contains the start state. Then, as long as the goal state cannot be reached by the states currently in the graph, the structure is expanded. More specifically, a new level is added to the planning graph by identifying which states could be reached next, which is done by checking the outcomes of all possible actions allowed within the states from the current level. Finally, once the goal state is reachable, a solution is extracted from the graph. This solution
is produced by finding a particular sequence of actions that link the initial state to the goal state, and this is returned as Graphplan’s output.

2.2 Literature Review

The discussion in this section is organised according to a number of key aspects of Web service composition discussed throughout this thesis. Each of these aspects concentrate on a distinct subset of the facets introduced in Chapter 1 (functionality, composition constructs, QoS). Table 2.1 summarises the Web service composition approaches discussed.

2.2.1 Semi-automated Web service composition

One of the key aspects of Web service composition is the selection of the appropriate concrete services for each abstract service in the workflow. This task focuses on the functionality facet of the problem, since the services selected should fulfil specific tasks. Additionally, it focuses on the QoS facet, since the selection of services affects the overall composition quality. Selecting services independently for each abstract service within the abstract workflow is not a suitable strategy, because the abstract services influence each other throughout the workflow’s structure. For example, in the case of a parallel construct, the selection of a service with a high execution time for one abstract service influences the choice of services for the other abstract services. Specifically, as long as we ensure that the other services require a lower or equivalent execution time to that of the service already chosen, then focus of the selection can be shifted to the other QoS attributes. However, if a service with an even higher execution time were to be chosen in subsequent selections, then the focus of the selection process would change once again. Thus, abstract services cannot be fulfilled in isolation, meaning that a simple greedy selection approach is not adequate. Existing techniques are classified in this subsection according to
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<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Semi-automated</th>
<th>Fully automated</th>
<th>Choice construct</th>
<th>QoS optimisation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Suitability</strong></td>
<td>Scenarios where an abstract composition workflow is already known.</td>
<td>Scenarios where the workflow structure is not known in advance.</td>
<td>Composition tasks that require multiple independent execution paths.</td>
<td>Situations where non functional composition aspects must be considered.</td>
</tr>
<tr>
<td>Ant colony optimisation [213, 203, 151]</td>
<td>Blackbox testing framework, penalisation [198, 204]</td>
<td>Multi-objective PSO [156, 200, 106]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Artificial bee colony [190]</td>
<td>Graph-to-tree translation [116]</td>
<td></td>
<td>$\varepsilon$-dominance [34]</td>
<td></td>
</tr>
<tr>
<td>Cuckoo search [37, 23]</td>
<td>Graphplan-based [76, 82, 60, 182, 195, 185, 22]</td>
<td>Decomposition-based [175]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gravitational search algorithm [83]</td>
<td>AI planning [145, 168, 107, 19, 177, 87, 1, 120]</td>
<td>Linear programming [207, 11, 63, 65]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tabu search [139, 15]</td>
<td>Hybrid [40, 147, 148, 149, 196, 38]</td>
<td>No global optimisation [206, 4, 69, 58, 140]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Summary of Web service composition approaches.
how they fulfil the abstract services within the abstract workflow in the context of semi-automated composition.

**Genetic Algorithms (GA)** are a popular choice for tackling combinatorial optimisation problems [180], and thus have been widely applied to the problem of Web service composition [68, 184, 214, 114, 174, 79]. The encoding scheme for a composition is commonly done as a vector of integers, where each integer corresponds to a candidate Web service for a given abstract service. A population of candidates is evolved for several generations using genetic operators, typically crossover and mutation. In crossover, equivalent sections of the vectors in two distinct candidates are swapped; in mutation, a section of one candidate’s vector is modified at random in order to introduce some genetic diversity. Some of the earliest works in this area [28, 78, 30] apply genetic algorithms to optimise the overall Quality of Service (QoS) of a composition, and other works consider dependency constraints between services [176, 214]. An observed problem with the GA technique is that it tends to prematurely converge to solutions, thus preventing the exploration of further possibilities.

**Particle Swarm Optimisation (PSO)** [91, 93, 165] bears similarities with GA, also relying on a vector representation for candidates [194, 188, 215, 10, 187]. In each particle, a given dimension corresponds to an abstract service in the abstract workflow, and each candidate Web service that provides the required functionality for the abstract service is represented by a value range. Then, instead of employing genetic operators to carry out the search process, PSO uses the concept of position updates to move candidate particles across the search space. The work in [113] proposes a unique method to update the position of the particles in the swarm. The idea is to apply a list of changes to each particle in order to update it, as opposed to performing the usual numerical calculations. Effectively, particles undergo a transformation process at every step of the PSO search. As this approach can lead to stagnant particles, a technique to search solutions within the radius of a given candidate is also implemented, thus diminish-
ing the probability of early convergence to local optima. Another method in [80] employs a quantum-inspired PSO algorithm for the service selection process. This is similar to the previously discussed work on PSO, with the difference that each particle uses a special representation based on the concept of quantum registers, and special operators are used to update the swarm.

**Ant Colony Optimisation (ACO)** has also been proposed to solve the QoS-aware Web service composition problem [213, 203, 151]. The problem representation in this technique follows the abstract workflow idea, with a pool of concrete Web services associated to each abstract Web service. Each pool of candidates is represented as a layer that is fully connected to the layers of any following abstract services, so that an optimal path can be chosen from the edges laid out. This structure is built to be traversed by a group of ants (agents). At each fork in the graph, the ants choose which path to follow based on probabilities that take into account the strength of the pheromones left by other ants, and also a heuristic function for that particular graph. The pheromones left by the ants are updated after all ants have toured through the graph once, with paths of higher fitness resulting in a larger pheromone increment for the corresponding edges.

The work in [190] applies the **Artificial Bee Colony (ABC)** algorithm to Web service composition. The ABC algorithm simulates the behaviour of bees as they search for food sources. The position of food sources corresponds to candidate solutions in the search space, encoded as a service vector, and there are three types of bees dedicated to searching. **Employed bees** exploit the neighbourhood of a single food source already found; **Onlooker bees** exploit the neighbourhood of different food sources depending on the dance behaviour displayed by employed bees; **Scout bees** are the bees sent to random food sources after the neighbourhood they were previously exploiting no longer contains any food sources that are better than the original.

Certain works investigate the use of **dynamic strategies** to update Web
service compositions as the environment changes and as services fail [29, 32, 110, 18, 191, 101]. In these works, the key idea is to define tactics to maintain the functionality of a solution. A number of these works employ a reconfiguration engine that selects alternative services when necessary [5, 6]. Others propose a prediction model, locally selecting services according to forecast information whenever necessary before the composition’s performance degrades [31, 111, 134, 103]. Path finding strategies, such as forward/backward chaining [94] and ant colony optimisation [183], are also employed in the context of dynamic Web service composition.

Semantic aspects of services are discussed by another subset of composition works [162]. Some of them propose frameworks that divide the selection process into different levels, ultimately allowing the abstract composition workflow to be semantically matched to suitable concrete services [67, 73, 25]. Approaches for semantically binding concrete services to the abstract workflow include the use of engines such as METEOR-S [2] and path finding algorithms within a graph structure [167]. Other works focus on semantic descriptions of different aspects of the problem, including the specification of user requirements [104], the identification of suitable services within the repository [171], the ontological classification of QoS aspects of services [189], and the modelling of information needed in the composition workflow [96, 122, 27].

Cuckoo search is employed in [37, 23]. The composition process begins by creating a graph that models the potential connections between services in the repository. Nodes in this graph are clustered according to their functionality, creating pools of candidates, then cuckoo search is used to select which services from each cluster should be included in the composition.

The Gravitational Search Algorithm (GSA) has also been investigated to solve the Web service composition problem. More specifically, a memetic approach that improves the optimisation process by incorporating local search into it is explored in [83]. The optimisation process uses a hybrid
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Techniques that combine Tabu search and Genetic Algorithm (GA) have been proposed for addressing the Web service composition problem [139, 15]. Tabu search [71] is a combinatorial optimisation strategy where an objective function (either linear or nonlinear) is used to measure the goodness of solutions, encouraging solutions with the least penalty (i.e. optimal solutions). Then, a range of moves that lead from one candidate solution to another is defined. For a particular candidate solution, there is a set of moves that can be applied to it, and this is known as the neighbourhood function. The objective of having a tabu set is to prevent the search from reaching solutions whose best next move has already been visited (i.e. prevent cyclic search moves).

Although semi-automated Web service composition has been extensively researched and is useful in certain scenarios, these approaches assume the existence of a predefined abstract workflow which may not be available. Thus, it is desirable to consider fully automated Web service composition, which does not make this assumption.

### 2.2.2 Fully automated Web service composition

When creating a Web service composition, a workflow must be built to configure services so that the desired output is produced given the available inputs. This task focuses on the functionality facet, since the resulting workflow of services must be functionally correct, and on the composition constructs facet, since services must interact in a variety of ways in order to produce the required output. Existing techniques are classified in this subsection according to how they build workflows in the context of fully automated service composition.

In Genetic Programming (GP) approaches [12, 159], workflow constructs are typically represented as the GP tree’s non-terminal nodes while
atomic Web services are represented as the terminal nodes. In this context, workflow constructs represent the output-input connections between two services. The initial population may be created randomly, in which case the initial compositions represented in that generation are very unlikely to be executable due to their mismatched inputs and outputs, or it may be created using an algorithm that restricts the tree structure, only allowing tree configurations that lead to feasible solutions. The genetic operators employed for this evolutionary process are crossover, where two subtrees from two individuals are randomly selected and swapped, and mutation, where a subtree for an individual is replaced with a randomly generated substitute. The advantage of the tree representation is that it can be evolved using standard GP operators, but problems with slow convergence have been reported for unconstrained population-based composition methods [117]. An additional difficulty when tackling the problem of Web service composition using GP is that it does not intrinsically support the use of constraints [41], meaning that even if all candidates in a population are functionally correct, there is no guarantee that subsequent generations will maintain this. The approaches discussed above handle this problem in one of two ways: by indirect constraint handling, where feasibility constraints are incorporated into the fitness function so that the optimal function value reflects the satisfaction of all constraints [12, 41], or by direct constraint handling, where the basic GP algorithm is adapted at the initialisation and genetic operation stages to ensure that the feasibility constraints are met [41]. Indeed, the tree representation of an underlying workflow composition may cause difficulties whenever constraint verification is necessary.

A grammar-based GP is proposed for Web service composition in [133, 159, 54]. This approach enforces functional correctness by generating the initial population according to a context-free grammar. After the initial generation of candidates, any genetic operation to the trees is also guaranteed to maintain the functional correctness by checking that inputs and
outputs match. Similarly, [182] proposes a technique in which all initial candidate compositions are functionally correct, and any subsequent candidates must also be functionally correct. This approach is more accurate than [159], since the latter may generate candidates that are functionally correct but do not relate to the original composition task, thus requiring the imposition of additional penalties by the fitness function. In the case of [182], on the other hand, all candidates in the population are guaranteed to be both functionally correct and also to fulfil the original task’s need. This is accomplished by utilising a greedy search algorithm that generates suitable composition candidates and subtrees during mutation.

A blackbox testing framework is investigated in [198]. This framework uses GP with a fitness function that incorporates the results from black-box testing using automatically generated use cases, as well as taking into account the overlap between inputs and outputs of each solution’s subtrees. The black-box testing ensures that the behaviour of the generated candidates is correct, thus preventing compositions in which the input and output names match but the behaviour of the combined services is not logically compatible. The framework also relies on a service dependency graph to ensure that all generated candidates are functionally correct when performing genetic operations. The approach in [204] relies on a single fitness function that penalises solutions that are not fully functionally correct by lowering their overall score, while at the same time rewarding the selection of services that lead to good overall QoS. Once again, compositions are represented by placing atomic services in the leaf nodes, which are then organised according to topological constructs in the inner nodes. The main advantage of this method is that it is capable of taking global QoS attributes into account during the evolutionary process. However, its penalisation strategy is not guaranteed to produce final solutions that are entirely functionally correct.

A graph-to-tree translation is employed in [116]. More specifically, compositions are obtained by using a constrained form of GP that ensures
solutions are functionally correct at all stages of the evolution. The initial population is created by generating compositions in a graph form, then translating them into trees. These trees are then evolved using problemspecific mutation and crossover operators, with a fitness function that encourages the highest possible QoS values. While this approach considers both the functional correctness and the quality of solutions, the translation of graphs to trees may generate structures that are excessively large and thus consume large amounts of memory.

**Graph-based GP**, which structures candidates as graphs instead of trees, would be ideal for the problem of Web service composition, since dependencies between services could be encoded in an intuitive way. Even though variations of GP with graph candidates do exist, they have not been employed in the Web service composition domain, therefore the focus of this discussion is on the techniques in general and not on their application to the composition problem. Many graph-based variations exist [146, 84, 66], each with different genetic operators and representations. The work [129], for instance, presents Cartesian Genetic Programming (CGP), a popular technique for evolving graph structures. The simplicity of CGP lies in the fact that it can represent the genotype of candidates as a string of fixed length, meaning that crossover and mutation operations are trivial to implement provided that they observe some simple constraints. The core idea of CGP is to create a two-dimensional array of programmable nodes of a predefined size. Each node has a predefined number of outputs, and the overall array has a predefined number of inputs and outputs. Then, as this structure is evolved, the functions inside of each node can be reprogrammed, and so can the inputs those nodes require. From that point onwards, the structure can be optimised according to the algorithm’s fitness function. One important observation is that CGP may have unexpressed genes, meaning that not all the nodes in the two-dimensional array are necessarily components of the final answer. One limitation of this approach is that CGP does not easily handle
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strongly-typed GP, which is when certain structural constraints are enforced on candidate trees [131], thus restricting the range of problems it can be applied to. Another limitation is that it requires predefined numbers of nodes and node inputs/outputs, making it difficult to represent compositions with varying numbers of services and service inputs/outputs. The work in [118] introduces a technique for the evolution of graph-based candidates, named Genetic Network Programming (GNP). GNP has a fixed number of nodes within its structure, categorised either as processing nodes (responsible for processing data) or as judgment nodes (perform conditional branching decisions), and works by evolving the connections between these fixed nodes. Connections are represented in a linear gene structure, and the number of outgoing connections from a node is dependent on the type of that node. Processing nodes have a single outgoing connection, while judging nodes have more than one (depending on the number of branches desired). Because of the linear representation of connections between nodes, the genetic operators employed for the evolutionary process are quite simple. The mutation operator randomly chooses the destination of a node’s outgoing connection; the crossover operator swaps two nodes with the same label from two different solutions, taking their outgoing edges with them. The work in [105] extends the basic GNP idea by using the Artificial Bee Colony (ABC) approach to evolve candidates.

While these approaches present the advantage of simple genetic operations, the number of nodes and outgoing edges per node in GNP must be fixed throughout the evolutionary process, meaning that it suffers from the same limitations discussed above. The works in [70, 26, 135] discuss a graph-based genetic algorithm that is used to evolve representations of molecules. Atoms are represented as nodes, and their bonds as edges. Two types of genetic operations are supported: mutation, which can be the appending or removing of a node and its connecting bonds, and crossover, where edges are removed from each candidate until each graph is divided into two disconnected subgraphs that are then reconnected to create new
child candidates. These genetic operators can be used without compromising the structure of the molecule, since the only restriction when creating a new connection is the valence of a given atom (i.e. the number of bonds it can make), but bonds do not need to be directed edges and cyclic structures are allowed. In the Web service composition domain, however, the need for additional restrictions means that these genetic operators are no longer suitable.

**Integer Linear Programming (ILP)** has also been applied to Web service composition [201, 63]. ILP is flexible in the way it represents problems, therefore a fully automated Web service composition approach that also takes QoS into account when constructing the best solution can be modelled with it. Several functions are used to restrict the functionality of the solutions (i.e. restrict the search space). Linear programming first determines the “corners” of the restricted search space (i.e. where two constraint lines meet), then applies the objective function to each of these solutions. One of these “corner” solutions is the optimal one, provided that all boundary functions are linear, so the best objective function score indicates the final solution. While usable, ILP is time consuming for complex composition problems (e.g. those with large service repositories). However, the main limitation of these works is that the QoS model employed by them does not account for the structure of the workflow and for the type of non-functional attribute when calculating the composition’s overall score. Instead, overall QoS attributes are always calculated by adding the individual QoS values of services within the composition. This poses a problem when QoS attributes are probabilities that should be multiplied together, or when calculating the overall time for a composition with services that are executed in parallel. This also means that these works cannot be directly compared to the approaches in this thesis.

**Algebraic Expressions (AE)** have also been employed to the problem of Web service composition [61, 86]. A formal representation of Web service composition is used in this approach, relying on algebraic constructs
to describe the behaviour of atomic Web services and to constrain the characteristics of a correct composition solution. One of the main advantages of AE is that this technique is expressive enough to emulate the behaviour of Web service composition languages such as BPEL4WS, thus it is possible to design and verify composition solutions entirely through AE. A more flexible composition option, explored in [61], involves constructing a mapping between algebraic expressions and BPEL to allow for an automated translation between these two representations. The work in [86] goes even further, proposing a composition algorithm that also performs QoS optimisation based on algebraic expressions. The main limitation of these approaches is in the complexity associated with defining the composition request, meaning that they are not particularly user friendly.

Graphplan-based approaches to Web service composition ensure feasibility by building a composition solution step by step using AI planning ideas [76, 82, 60, 182, 195, 185, 22]. In this algorithm, a solution is constructed gradually, at each time adding a new atomic service to the composition. A service may only be added to the solution if all of its conditions are met, that is, all of its inputs are fulfilled. Finally, the execution of Graphplan is stopped once an atomic service that leads to meeting the overall composition objectives has been added (i.e. the composition now produces all of the required outputs). Figure 2.14 shows a basic example run of Graphplan applied to Web service composition.

In step 1, a start node is added to the graph structure. This node produces the overall input values provided by the service requestor, ZipCode and Date. In step 2, the service LocationByZip is connected, since its input of ZipCode can be fulfilled by the existing node. However, the algorithm continues being executed, since the overall output has only been partially fulfilled (i.e. only City can be produced). Finally, in step 3, the service Weather is connected, since its inputs are fulfilled by both the start nodes and the LocationByZip service. As the overall output has been fulfilled, the graph’s end node is also connected to the structure. In [35],
authors combine a planning algorithm and a graph search algorithm to optimise the QoS and to ensure the feasibility of Web service compositions. The generic Graphplan algorithm first builds a representation of the search space as a planning graph, then finds a solution within this graph by traversing it backwards. This standard planning approach is modified to use Dijkstra’s algorithm [169] when performing the backwards traversal, thus finding the best solution it can. The planning graph is extended to include labels associated with each intermediate action between two vertices, where each label contains a layer number and associated execution costs. Dijkstra’s algorithm is used to calculate the upcoming costs of each node in the graph. Then, a backtracking algorithm uses this information to select the solution. The work in [64] employs a scheduling-based composition approach for Web service composition that bears resemblance with the Graphplan algorithm. This work considers the optimisation of a single QoS attribute at a time, but not of multiple attributes at once. According to the authors, in order to do so it would be necessary to modify the problem formulation, and this is an area of future research.

A number of other works in the area employ formal AI planning techniques and frameworks to create compositions [145, 19, 87]. A visual planning Web service composition approach that allows users to specify con-
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Constraints on the data flow of the solutions (i.e. the routes a message is allowed to take and the manipulations it can undergo) is presented in [120]. For example, consider a Web service composition whose objective is to book a holiday for a customer using flights, accommodation, and map services. If it is possible to book a suitable flight but it is not possible to book a hotel, the customer should not accept the offer. This is the type of requirement addressed in this work by using a data flow modelling language. This is a visual language that supports the definition of inputs/outputs, branching messages, merging messages, operations on messages, etc. By connecting these elements we obtain data nets whose satisfiability can be clearly verified. The composition of Web services is performed using a planning framework that is capable of interpreting and observing the constraints of a data net. Similarly, the works in [177, 1] propose the use of agent-based techniques to plan composition workflows in a distributed fashion. Other works explore the use of hierarchical task networks for the planning process [168, 107].

Hybrid approaches combine AI planning and optimisation techniques to solve the composition problem by producing solutions that are both functionally correct and present the best possible overall QoS [40, 148, 149, 196, 38]. These hybrid approaches are quite similar to each other, relying on a directed acyclic graph as the base representation for a candidate solution, then applying optimisation techniques to this structure. Despite using planning techniques, they do not include any discussion on the issue of producing solutions that include the choice construct. Another commonality between these works is that they require the use of SAWSDL-annotated datasets for testing, which are not widely available to the research community and industry. Therefore, various researchers have developed their own datasets and utilised them as the benchmark with which to evaluate the success of their implementation. In [147] an approach that combines AI planning and an immune-inspired approach is used to perform fully automated QoS-aware Web service composition. One significant contri-
The contribution of this work is the proposal of an Enhanced Planning Graph (EPG), which extends the traditional planning graph structure by incorporating semantic information such as ontology concepts. Given this data structure, the composition algorithm is used to select the best composition solutions from a set of candidates. More specifically, a clonal selection approach is employed to perform the optimisation. Candidates cells (solutions) are cloned, matured (mutated by replacing services with others from the same cluster in the EPG) and the cell most suited to combating the invading organism (i.e. the best solution) is discovered. The work in [148] proposes using a firefly meta-heuristic technique for performing Web service composition, in conjunction with an AI planning strategy that uses an EPG as the basis for solutions. The firefly meta-heuristic is inspired by the behaviour of mating fireflies, which emit a flashing light to attract potential mates. Each artificial firefly investigates the search space, with each position representing a composition solution. The brightness of the firefly is represented by the fitness of the current solution (location) associated with it. Fireflies are attracted to others according to their brightness, which varies with distance. Finally, fireflies move towards the individuals they are attracted to, meaning that small modifications occur in the current solution.

### 2.2.3 Supporting the Choice Construct

Composition requests may involve the creation of workflows with multiple execution branches, meaning that the choice construct must be incorporated into the composition structure. This task focuses on the composition constructs facet, while also considering the functionality facet by ensuring that the inclusion of the choice construct will still result in a working solution. This particular area of Web service composition has not been extensively investigated, and existing techniques are classified in this subsection according to their strategy for incorporating the choice construct.
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Traditional planning approaches have been employed in the creation of Web service composition solutions that support the choice construct. The work in [9] uses a planning approach to create compositions with multiple execution branches. More specifically, it models the task as a Boolean satisfiability problem and it uses a SAT solver to generate several possible compositions. The work in [170] presents an approach that includes user preferences, such as conditional constraints that are encoded by a choice construct, into the process of Web service composition. This is accomplished by relying on a framework written in Golog, a language created for agent programming. Golog is used to specify the particular attributes of generic workflows that represent commonly requested composition procedures (an example of a generic workflow would be one that is dedicated to booking inter-city transportation). This work describes the syntax of a logic-based language that is used to specify user preferences, allowing for branching according to conditions, and for expressing preferences regarding alternative services. Despite supporting branching, only one set of final outputs is allowed, meaning that the branches must be merged before reaching the end node of the composition workflow. The work in [121] tackles the issue of service composition with multiple alternative outcomes by employing a planning framework approach that repeatedly executes a deterministic planner using a set of states and policies, then merges the resulting plans as a decision tree. The decision nodes of this tree are the nondeterministic actions (i.e. the choice constructs).

Graphplan-based approaches have also been investigated, proposing modifications to the traditional Graphplan algorithm in order to create solutions with multiple execution branches. The work in [185] proposes a planning algorithm that differs from other AI planning techniques in the sense it accounts for nondeterministic scenarios, so it can handle the choice construct. For example, in the context of an online purchasing scenario, users may wish to either pay in full or in instalments. This decision is handled by a choice construct leading to different execution branches,
using a UML activity diagram to represent the composition. The work in [74] also proposes a Graphplan-based Web service composition approach, this time dividing the construction of the solution into two phases. In the first phase, an planning graph containing multiple execution branches is created. In the second phase, a feasible solution is extracted from this structure.

2.2.4 QoS Optimisation

In addition to considering the functionality and the structure of compositions, it is also necessary to take their non-functional attributes into account. This task focuses on the QoS facet, since the objective is to optimise the quality of compositions in order to produce composite services with the highest possible quality. Existing techniques are classified in this subsection according to how they optimise the QoS of composite services.

The simple additive weighting (SAW) strategy is a popular way of optimising the QoS of composite services in a single-objective context [28, 188, 215, 113, 39, 190, 204]. The key idea is to aggregate all QoS attribute values into a single score that is then used for the optimisation. Each attribute is associated with a different weight, and these weights are used to express preferences regarding the importance of different QoS attributes. For example, if the user wishes to prioritise the optimisation of a service’s availability, the corresponding weight would be set to be proportionally higher than that of the other QoS attributes. Despite being frequently used in Web service optimisation problems, the aggregated fitness function does not fully handle the independent and often conflicting nature of the different QoS attributes. For example, consider the trade-off between a composition’s financial cost and its execution time. Services with short execution times are likely to be financially more expensive and vice-versa, a trade-off that is not well represented by the single-objective model [77]. To overcome this limitation, researchers have developed techniques that
allow each QoS attribute to be optimised with an independent function, creating a set of candidate solutions that show the various quality trade-off amongst promising solution candidates [109, 213, 202, 212, 52, 200, 197, 36, 43]. The basic idea is to optimise solutions according to a series of objective functions that measure the different QoS attributes to be considered. Candidates are then compared based on whether they dominate each other, where domination is defined as having a candidate with quality scores that are clearly superior to those of another. For example, imagine a scenario where two composition candidates A and B are evaluated according to their execution cost $c$ and time $t$. If $A$ has $(c = 3, t = 1)$ and $B$ has $(c = 4, t = 1)$ we say that $A$ is a dominant solution in relation to $B$, since $A$ has the same execution time and lower execution cost; however, if $A$ has $(c = 3, t = 2)$ then we say that it is a non-dominant solution, since its execution time is longer despite having a better execution cost. When comparing a population of candidates, multi-objective techniques produce a set of globally dominant solutions (that are non-dominant amongst themselves) called a Pareto front. A Pareto front is useful because it presents a set of solutions with quality trade-offs between them, allowing the composition requestor to make the final choice.

NSGA-II and other multi-objective genetic algorithms have been the focus of a number of works on Web service composition [109, 199, 43]. A MO genetic algorithm called E3-MOGA is used in [181] to independently optimise a solution’s QoS attributes, i.e. the throughput, latency, and cost of the composition for different user levels. It is assumed that an abstract workflow has been provided, and the focus is on producing Pareto fronts that are well distributed and that do not overlook extreme trade-off solutions. The work in [205] investigates the problem of QoS-aware and data intensive composition using NSGA-II with a tree-based structure, while [49, 50] consider different relation techniques for non-dominated sorting in the context of Web service composition.

Multi-objective particle swarm optimisation is another interesting ex-
ample of applying MO techniques to Web service composition. The work in [200] proposes HMDPSO, a hybrid multi-objective discrete particle swarm optimisation (PSO) algorithm. The type of composition proposed in this work is SLA-aware, meaning that for the same composition solution there are different user levels with distinct SLA (quality) [90] needs. The work in [156] uses a discrete multi-objective particle swarm optimisation (PSO) approach to solve the Web service composition problem. The PSO algorithm is made multi-objective by adopting a previously proposed mechanism entitled sigma-method, where the local and global guiding particles are selected from a Pareto front kept in an archive. The two optimisation objectives considered in this work are the minimisation of the overall execution time and of the overall cost of solutions, both of which are calculated according to the usual QoS aggregation formulae. Particles are represented as a vector of numbers, where each number corresponds to a concrete service ID, and previously proposed discrete PSO operators have been reworked to use probabilities when selecting a given candidate from the pool of concrete services for each abstract service. The work in [106] describes a lightweight multi-objective PSO approach to Web service composition that uses an approximate calculation of the Euclidean distance in the search space, more efficiently measuring distances between candidates. The objectives considered by this work are cost, delay (execution time), and reliability.

The concept of $\varepsilon$-dominance relation, which is a relaxed form of Pareto dominance, is explored in the context of service composition for cloud manufacturing in [34]. In this problem, the focus is on using services to control underlying hardware, e.g. creating a warehouse fire alarm based on different sensors, bells, cameras, etc. spread throughout the building. Five objectives are optimised in this work (execution time, latency time, cost, reliability, availability), assuming that an abstract workflow has already been provided. One of the key contributions of this work is exploring a technique for preserving the population diversity when performing
A multi-objective version of reinforcement learning is used in [132]. This work models the Web service composition problem as a set of states and actions, creating rules to reap the largest possible rewards. This is advantageous because it eliminates the issues of QoS weights when using single-objective optimisation, as well as preventing solutions in a concave Pareto front from being missed. The multi-objective capabilities are introduced by creating a multi-objective Markov decision process. Two versions of the problem are modelled, one using a single policy and the other using multiple policies.

Differential evolution in a multi-objective context is explored in [216]. Differential evolution is a population-based method that works by visiting new points in the search space, calculating the difference between these new points and existing vectors with some degree of randomness. Each cell in the genotype corresponds to a given concrete service and stores a count specifying the number of instances where it has been included in the solution. Since the original differential evolution is suited to continuous search spaces but the composition problem is discrete, a new mutation operator is proposed. The fitness function checks for service-level agreement violations (i.e. min./max. objective constraint violations) and the distance from the best solution points found so far.

Decomposition-based approaches have shown promise in the context of multi-objective combinatorial optimisation problems [211, 88], and they have also been investigated as an approach for Web service composition. In [175] MOEA/D is hybridised with adaptive heuristics to overcome the difficulty of specifying particular control parameters such as population size and operator probabilities. This adaptation was performed using mechanisms from differential evolution.

Different versions of linear programming have also been investigated in the context of QoS optimisation [11, 63]. The works in [207, 11] employ linear programming approaches to optimise the QoS of service com-
positions, assuming an abstract workflow has been provided. They also consider local and global constraints on the values for different QoS attributes. The work in [65] uses integer linear programming to optimise the QoS of the solution following well-established methods that account for the structure of the workflow, however it also does so in the context of semi-automated composition. [63] uses 0-1 linear programming for determining the structure of a composition workflow. Constraints are defined to ensure that the composition is functionally correct. QoS-based optimisation is used, but the overall QoS attributes are not calculated following well-established methods.

A number of techniques without global optimisation have also been proposed. The work in [4] performs local optimisation of a composition’s QoS. More specifically, it employs a function that ranks the relevance of a given Web service according to QoS when selecting a specific candidate to fulfil a particular abstract service within the composition workflow, not taking into account the global effect of these individual choices. [140] presents a semi-automated QoS optimisation approach that relies on path relinking, a search method that explores a promising subset of composition solutions. [206] uses a planning approach to perform fully automated Web service composition at execution time, taking into account QoS attributes. Services to be added to the composition are identified using a selection policy that considers current and historical QoS information. The work in [69] performs selection of services by ranking them according to QoS attributes. The ranking takes into account user preferences of what QoS attributes to concentrate on, and in which order. [58] discusses a local QoS-aware service selection approach that takes transactional properties into account (e.g. whether the execution of a service can be retried if the initial attempt was unsuccessful).
2.3 Summary

This chapter presented an overview of the recent research conducted on different aspects of the Web service composition problem. The first area explored was that of **semi-automated Web service composition**, where an abstract workflow is provided as part of the composition request. The focus of this group of works is on selecting the best possible concrete services to fulfil the functionality of each abstract service. A number of techniques have been employed for this purpose, with a particular focus on evolutionary computation. Certain approaches have considered dynamic environments where the quality of services changes over time, as well as semantic aspects related to the composition process. A key limitation of these works is that they do not consider alternative structures for the composition workflow, which means that the constructs facet of the composition process is overlooked. This is addressed in all contribution chapters of this thesis (Chapters 3, 4, and 5), which investigate different workflow structures for a particular composition task.

**Fully automated Web service composition** was also discussed in this chapter. In this group of works, the assumption that an abstract workflow has been provided as part of the composition task is removed, meaning that the structure of the composition must be created at the same time that candidate services are selected. A number of strategies are explored for achieving this. In the realm of evolutionary computing, genetic programming has been successfully used to this end, since it allows for tree structures of varying breadths and depths to be produced. The creation of functionally correct candidate trees is done by using problem-specific initialisation and genetic operations, relying on techniques such as context-free grammars and graph-to-tree translations. AI planning and integer linear programming are amongst the other techniques employed for fully automated composition. The key limitation of this group of works is that they do not consider the optimisation of the composition’s overall QoS, instead
focusing on the generation of functionally correct solutions and considering different composition constructs. In order to address this, techniques should be employed to optimise the overall QoS attributes of a composition. This is addressed in all contribution chapters of this thesis (Chapters 3, 4, and 5), which perform fully automated Web service composition while also optimising the overall QoS of solutions.

An important aspect of Web service composition is the creation of independent execution branches within workflows, which is achieved by supporting the choice construct. Specifically, some compositions may require the use of if-else branching, meaning that at some point in the composition workflow there is a choice construct that leads to one of multiple execution paths. The use of the choice construct has not been extensively investigated in the context of Web service composition, and works in the area are generally restricted to the use of traditional planning approaches and the construction of workflows using the Graphplan algorithm. Once again, the key limitation of works that support the choice construct is that they do not attempt to optimise the QoS of compositions, which could be addressed by employing suitable optimisation techniques. In this thesis, this is addressed in Chapter 3 by proposing two approaches that can simultaneously support the choice construct and optimise the QoS of compositions.

QoS optimisation, which aims to create composite solutions with the best possible overall Quality of Service (QoS), is another area of focus of this chapter. Different approaches have been employed to this end, including the use of a simple additive weighting strategy that combines the different QoS attributes into a single optimisation score, NSGA-II, MOEA/D, and differential evolution. Reinforcement learning was also used with QoS optimisation rules. In addition to these techniques, alternative Pareto dominance relations were investigated. Finally, linear programming with QoS-related constraints and local optimisation of particular abstract services within the composition workflow were discussed. One key limita-
tion of most of these approaches is that they assume that an abstract workflow has already been designed. In order to address this issue, optimisation techniques should be employed in a fully automated context, doing away with the assumption that a workflow has already been provided and instead employing candidate representations and operators that allow for the exploration of a variety of service composition workflows during the optimisation. This is addressed in all contribution chapters of this thesis (Chapters 3, 4, and 5), which perform both single-objective and multi-objective QoS optimisation in a fully automated way.

In general, the existing works discussed in this thesis do not consider the three facets discussed earlier and cannot be trivially modified to do so. Thus, they cannot be directly compared to the approaches proposed in this thesis.
Chapter 3

Single-Objective Web Service Composition Approaches

3.1 Introduction

A large percentage of the current work on single-objective Web service composition focuses on semi-automated approaches, which assume an abstract workflow has already been designed to structure the composition [68, 184, 214]. A number of other single-objective approaches do away with this assumption, instead defining the workflow in a fully automated way and at the same time optimising the QoS of the composition [159, 182]. However, enforcing composition constraints while also optimising the quality of solutions is still an open problem in Web service composition. One particular challenge is in maintaining the functional correctness of solutions without overly restricting the optimisation process. In order to address this, approaches that employ expressive individual representations and flexible genetic operators must be proposed. These representations must be able to capture a range of composition constructs, including the choice construct, as well as allowing for a variety of workflow sizes and configurations. In order to guarantee that solutions are always functionally correct, these approaches must satisfy two prop-
properties. Firstly, the chosen population initialisation strategy must produce a set of candidates that are functionally correct. Secondly, any genetic operators applied to functionally correct candidates must produce offspring that is also functionally correct. The use of tree and graph structures is the logical strategy to consider, since they naturally fulfil these requirements. Thus, the overall goal of this chapter is to propose tree-based and graph-based composition approaches, including the use of the choice construct, and to investigate their effectiveness when compared to each other.

The choice construct is considered separately for each approach, since compositions that require this construct are fundamentally different from those that do not. More specifically, a composition request that expects two possible sets of outputs depending on an if-else condition must be fulfilled by a workflow that contains a choice construct. On the other hand, if the composition request only expects one set of outputs then the inclusion of a choice construct in the workflow would be unwarranted. While an initial thought would be to convert a composition problem with the choice construct into several separate composition tasks that do not require the choice construct, this idea has a key limitation. Namely, the services used in the execution branches (i.e. after the choice construct) may be dependent on the services in the common ‘trunk’ (i.e. before the choice construct). This means that it is necessary to simultaneously consider all execution branches in order to adequately optimise the shared parts of the composition workflow. Thus, these two scenarios employ different initialisation strategies and genetic operators, which are discussed individually herein. The following objectives are sought in this chapter:

1. To propose a tree-based composition approach, including a suitable representation, initialisation strategy, and genetic operators to maintain functional correctness during optimisation.

2. To extend the tree-based approach to also consider the choice construct.
3. To propose a graph-based composition approach, including a suitable representation, initialisation strategy, and genetic operators to maintain functional correctness during optimisation.

4. To extend the graph-based approach to also consider the choice construct.

5. To compare the performance of these different composition approaches in order to determine whether a particular one is more promising.

3.2 Chapter Organisation

The remainder of this chapter is organised as follows. Section 3.3 introduces the general evolutionary process employed by all approaches in this chapter. Section 3.4 presents the proposed tree-based composition approach. Section 3.5 extends the tree-based approach to consider the choice construct. Section 3.6 presents the proposed graph-based composition approach. Section 3.7 extends the graph-based approach to consider the choice construct. Section 3.8 performs a conceptual comparison between the tree-based and graph-based approaches. Section 3.9 outlines the experimental design and discusses the experimental results for comparisons between different approaches. Section 3.10 summarises this chapter.

3.3 General Evolutionary Process

The aim of the approaches discussed in this chapter is to generate service composition solutions with the best possible overall QoS, thus a fitness function that evaluates the overall quality of the individuals produced is employed. This follows the problem definition in Subsection 2.1.3. As the tree-based and graph-based approaches aim to find solutions with the highest possible quality, the function maximises the QoS scores of an individual \( i \) [8] according to four QoS attributes:
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$$\text{obj} = \text{Max}(f_i)$$

$$f_i = w_1 \bar{A}_i + w_2 \bar{R}_i + w_3 \bar{T}_i + w_4 \bar{C}_i$$

(3.1)

where $$\sum_{j=1}^{4} w_j = 1$$.

The calculation of each total QoS attribute is performed using the formulae described for each construct in Subsection 2.1.2. When calculating these QoS values in a tree structure, the attributes of each tree node can be computed by using its immediate children as the service nodes; these children may be either atomic (i.e. terminal nodes) or composite services (i.e. non-terminal nodes). In a graph structure, on the other hand, these attributes are directly calculated according to the overall set of vertices and the longest path with regards to execution time. The function produces values within the range [0, 1], with 1 corresponding to the highest possible quality and 0 corresponding to the worst. In order to achieve scores that are within the desired range, overall QoS values are normalised between 0 and 1 (denoted as $$\bar{A}_i$$, $$\bar{R}_i$$, $$\bar{C}_i$$, and $$\bar{T}$$) using the lowest and highest values of the relevant services as lower and upper bounds. In the case of $$T$$ and $$C$$, the upper bounds are the sum of the values from all relevant services. Finally, $$T$$ and $$C$$ scores are offset in the normalisation process to allow the function to perform maximisation as shown in Equations 2.4 and 2.5.

All approaches discussed in this chapter follow the same overall evolutionary process, shown in Algorithm 6. They begin by discovering the relevant services for the composition and initialising a population of individuals using a strategy that is specific to the representation employed (i.e. tree or graph). Then, the fitness of each individual in the initialised population is evaluated using a chosen fitness function that best reflects the optimisation objectives. Once the population has been evaluated, the following steps are performed until the maximum number of generations is met.
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Firstly, individuals are chosen for breeding using a strategy such as tournament selection and offspring is generated by employing representation-specific mutation and crossover operators. Secondly, the fitness of the newly created individuals is evaluated and the offspring individuals are assigned as the new generation. When the maximum number of generations is reached, the individual with the best fitness in the population is returned as the solution. The different approaches discussed in subsequent sections all fit within this general framework.

Algorithm 6: General evolutionary steps for composition approaches.

1. Discover relevant services for the composition.
2. Initialise the population.
3. Evaluate the fitness of the initialised population.
4. Select individuals for breeding from current generation.
5. Perform mutation, crossover, and reproduction on the selected individuals, generating offspring.
6. Evaluate the fitness of the new individuals.
7. Assign the new individuals as the new generation, recording the individual with the best fitness.

return individual with best fitness.

3.4 Tree-based Approach

As previously mentioned, the tree-based approach investigated in this chapter ensures that solutions retain their functional correctness throughout the evolutionary process. This is done by using a population initialisation algorithm that creates functionally correct solutions, and subsequently by employing restricted evolutionary operators that maintain
their correctness. A penalisation mechanism for ensuring functional correctness was initially considered, but preliminary investigations showed that populations using this mechanism only converge to feasible solutions in simpler composition scenarios. In comparison to the work in [159], which at times produces solutions that are functionally correct but that do not fully address the composition task at hand, the advantage of this approach is that any of the compositions produced by it can be used as a solution. Similarly to the approach in [159], individuals are represented using trees where inner nodes consist of parallel and sequence constructs that direct the flow of the composition, and leaf nodes consist of the Web services used as basic components. Each parallel and sequence construct requires a set of inputs and produces a set of outputs according to the nodes that compose its subtree. Then, functional correctness is ensured by controlling the generation of the initial composition individuals and mutating subtrees through the use of a problem-specific operator, as well as restricting the crossover to exchanging functionally equivalent subtrees. More detailed explanations of these techniques are presented in the following subsections. The tree-based representation allows for more flexibility when adding new constructs to the composition tree. A choice (if-else) construct, for example, is commonly supported by composition languages such as BPEL4WS and OWL-S [127], and can be added as an inner tree node with relative simplicity. The following subsections discuss the initialisation strategy and the genetic operators employed by the tree-based approach.

3.4.1 Individual Initialisation

Instead of randomly initiating the first generation of individuals, a problem-specific strategy is employed to create fully functionally correct tree-based individuals for the initial population. At first this initialisation strategy creates compositions represented as a DAG, ensuring that the connections
between services lead to a functionally correct composition, then this DAG is converted to a tree structure. A similar strategy is employed in [182], though in that case the tree representation is entirely different. Consequently, new algorithms had to be designed for this work. Before initialising composition individuals, however, it is necessary to discover all services that could possibly be used for that purpose. Specifically, the objective is to identify services that are reachable based on the inputs provided as part of the composition request at hand. These are referred to as relevant services, and their discovery is performed using Algorithm 7.

### Algorithm 7: Discovery of relevant services.

**Procedure discover()**

**Input:** \( I, O, R \)

**Output:** services \( L \)

1. Initialise output set with \( I \);
2. Find services satisfied by output set;
3. **while** at least one service found **do**
   4. Add services to \( L \);
   5. Add the outputs of these services to the output set;
   6. Find services satisfied by the updated output set;
4. **if** output set satisfies \( O \) **then**
   5. return \( L \);
   6. **else**
   7. Report no solution;

The discovery algorithm requires a set of composition request inputs \( I \), outputs \( O \), and a service repository \( R \). It begins by creating a set of outputs that can be used for discovering relevant services, and initialising it with the input values from the composition task \( I \). It then searches
through the service repository, discovering all services whose input can be satisfied by values in the output set. The output of each discovered service is added to the output set, meaning that it can be used to discover further compatible services. This process continues as long as new services are discovered and returns the service list $L$, provided that the set of discovered services can be used to produce a composition that satisfies the expected output for the composition request ($O$).

After having discovered the relevant services for the given composition request, Algorithm 8 is used to generate a functionally correct composition individual in a DAG form. The algorithm is based on the planning graph approach discussed in the composition literature [76, 53, 182, 35]. There are three main differences between the algorithm presented here and the ones previously proposed: it builds the graph forwards (from the start node to the end node) instead of backwards, therefore it naturally avoids the formation of cycles (if a service already appears in the graph it is never added again, which prevents the scenario where a service would become an ancestor of itself); it does not require building the graph in layers, which simplifies the construction process; it describes the edge configuration when connecting a new node to the graph, which is not shown by the other algorithms.

Algorithm 8 begins by initialising a new graph $G$, as well as $\text{start}$ and $\text{end}$ nodes. Then, it adds the $\text{start}$ node to the graph, marking it as a seen node, keeping track of $\text{start}$’s output as the currently available outputs, and adding some initial candidates to the candidate list to be considered for connection. These candidates are identified using the $\text{findCands}$ function, which discovers relevant services from the repository that have at least some of their input satisfied by the nodes already in the graph. Then the building process begins, continuing as long as the desired composition outputs have not been fulfilled by the currently available graph outputs. In this process, a candidate is selected at random from the candidate list. If it has not already been used in the graph and all of its inputs can be
3.4. **TREE-BASED APPROACH**

Algorithm 8: Initialisation of DAG structure.

**Input**: $I, O, L$

**Output**: individual’s graph $G$

1. Initialise graph $G$;
2. Create $start$ and $end$ nodes, assigning $I$ as $start$’s output and $O$ as $end$’s input;
3. Add $start$ to $G$ and mark it as a seen node;
4. Add $start$’s output to set of currently available outputs;
5. Create a candidate list of services by invoking $\text{findCands}()$;
6. While $end$’s inputs not fully satisfied by currently available outputs do
   7. Retrieve next candidate from candidate list;
   8. If candidate not a seen node and its inputs completely fulfilled by currently available outputs then
      9. Connect candidate to $G$ by invoking $\text{connectNode}(n, G)$;
      10. Add outputs of candidate to currently available outputs;
      11. Mark candidate as a seen node;
      12. Update candidate list by invoking $\text{findCands}()$;
   13. Connect $end$ node to $G$ by invoking $\text{connectNode}(n, G)$;
   14. Remove dangling nodes from $G$;
7. Return $G$;

Procedure $\text{connectNode}(n, G)$

17. Add $n$ to set of nodes in $G$;
18. While $n$ still has unfulfilled inputs do
19. Select the next node from the graph;
20. If node’s outputs fulfil any of $n$’s remaining inputs then
21. Add an edge to $G$ connecting this node to $n$, fulfilling those inputs;
fulfilled by the currently available graph outputs, then it is connected to the graph using the connectNode function. This function identifies a random, minimal set of edges connecting the new node \((n)\) to already existing nodes in the graph so that the inputs of this new node are fully satisfied. After connecting the candidate to the graph, it is marked as a seen node and the candidate list is updated to include services that may be fulfilled by the outputs of this node. Finally, once the composition’s required output has been reached, the end node is connected. This particular graph building algorithm often results in dangling nodes, which are chains of nodes that are connected to the graph but whose output is not used to fulfil any other nodes. Because of this, a routine to remove such chains is executed on the graph before the completed structure is returned. This routine works by recursively identifying and removing the nodes in the graph that do not have any outgoing edges (with the exception of the end node). It is important to highlight that in this algorithm the selection of each candidate to be connected to the graph, as well as the edges that should be used in this connection, is done stochastically, meaning that the resulting graph varies with each run of the algorithm.

Finally, once a composition individual has been created as a DAG, the next step is to convert it to the tree representation that will be used for the GP evolutionary process, as illustrated by Figure 3.1. The resulting tree must have its leaves as Web services and its inner nodes as composition constructs, with each node listing all the inputs required and the outputs produced by its subtree. A notable outcome of this conversion process is that any service nodes with multiple predecessors in the DAG are replicated in the tree, appearing the same number of times as their number of predecessors. This is the case because trees, by definition, can encode at most one predecessor (parent) per node, meaning that multiple subtrees are necessary to accurately translate a service with multiple predecessors. The conversion is accomplished by employing Algorithm 9, a recursive function that takes information from a graph as the input \(\text{from,} \)
the current node being translated, and \textit{start}, the graph’s start node). This function produces a tree $T$ as the output. The function \texttt{graphToTree} traverses the graph in a breadth-first manner, starting from the \textit{start} node and working its way to the \textit{end} node. Since the algorithm should begin at the \textit{start} node, the initial value of \textit{from} is \textit{start}. The algorithm then splits into three cases, which are individually covered below:

1. \textit{from is a leaf}: A node is considered a leaf if its only outgoing edge points to the \textit{end} node. If this is true, then the resulting tree $T$ will simply return the node itself, since all graph nodes represent Web services.

Figure 3.1: Example of a graph composition transformed into the corresponding tree composition.
Algorithm 9: Conversion of DAG to tree structure.

Procedure graphToTree()

Input : from, start

Output: composition tree T

1: if from is a leaf node then
2:   T is from node itself;
3: else if from is the start node then
4:   if from has a single successor then
5:     T is produced by invoking graphToTree() on the
       successor of from;
6:   else
7:     T is produced by invoking createParallelNode() on
       the successors of from;
8: else
9:   Retrieve set of successors of from;
10: if end is a successor of from then
11:   Remove end from set of successors;
12: if remaining set of successors contains a single node then
13:   Produce a right child by invoking graphToTree() on
       the successor;
14:   T is produced by invoking createSequenceNode() 
       providing from as the left child plus the newly created
       right child;
15: else
16:   Produce a right child by invoking
       createParallelNode() on the set of successors;
17:   T is produced by invoking createSequenceNode() 
       providing from as the left child plus the newly created
       right child;
18: return T;
Algorithm 10: Creation of sequence node during conversion of DAG to tree structure.

Function createSequenceNode()

Input: leftChild, rightChild

Output: sequence node N

1: Create sequence node N, using the given leftChild and rightChild;
2: N’s inputs are leftChild’s inputs plus the composition request inputs;
3: N’s outputs are rightChild’s outputs plus those of the leftChild;
4: return N;

Algorithm 11: Creation of parallel node during conversion of DAG to tree structure.

Function createParallelNode()

Input: node, children, start, end

Output: parallel node N

1: Initialise an empty parallel node N;
2: N ← ParallelNode();
3: forall nodes in children do
4: Produce a child T by invoking graphToTree() on the node;
5: T’s inputs are added to N’s inputs;
6: T’s outputs are added to N’s outputs;
7: T is added as a subtree of N;
8: return N;
2. *from is the start node:* It is important to make a distinction between this case and the others, because the *start* node requires a slightly different structure when a parallel node is required. If the *start* node has a single child (i.e. feeds a single node with its output), then *graphToTree* is recursively called on this child and the result is returned as *T*. Otherwise, the *start* has multiple children, so a parallel node should be created to contain these children. Note that this parallel node is not wrapped by a sequence node, as in the next case.

3. **Default case:** The children of *from* are retrieved, and the algorithm checks whether the *end* node is among them. If so, *end* is removed from the list of children, since it should not be included as a leaf in the tree. Subsequently, the number of remaining children is checked. If there is only one child, a sequence node should be created using *from* as the left node and the child tree root as the right node. Otherwise, a parallel node wrapped in a sequence node is created. More specifically, *from* is assigned as the left child of the sequence node, and its children are placed in a parallel node which is assigned as the right child of the sequence node.

Functions for creating sequence and parallel nodes, *createSequenceNode* and *createParallelNode*, are presented separately as Algorithms 10 and 11, respectively. These are described below:

1. *createSequenceNode:* a sequence node is created using the left child and right child provided. The inputs of this node are the combination of those required by the left child and those inherited from the composition request; the outputs are the combination of those produced by the right child and those produced by the left child.

2. *createParallelNode:* a parallel node is created by generating the subtrees for each child provided, assigning these subtrees as children for
the parallel node and combining their individual inputs and outputs into overall parallel inputs and outputs.

3.4.2 Mutation and Crossover

The mutation operation for the tree-based approach ensures that the functional correctness of each individual is maintained. It begins by selecting a random node from the individual’s tree, which is the root of a given subtree. This subtree is then replaced by a new subtree, generated using Algorithms 8 and 9 presented earlier. Since each node carries information about its required inputs and outputs, it is possible to create a substitute tree with a different structure but with equivalent functionality. If the selected node is the root for the individual’s tree, an entirely new composition will be generated; if it is a leaf node, either a new service will be selected or a composition with equivalent functionality will be used. Alternatively, if for a given functionality requirement the services available in the repository can only produce a single suitable composition, then the currently selected subtree will be replaced with a copy of itself, effectively leaving the individual unchanged.

Figure 3.2 provides a visual representation of the mutation process. In this figure, the sequence node in the original individual is chosen as the root for the subtree to be mutated. A new subtree is then generated, under the constraint that it must provide the same functionality as the original subtree. The newly generated subtree has the same overall structure as the original one, with a sequence root and a parallel inner node; however, two of its leaf nodes (services) are different from those included in the original subtree. This likely changes the overall QoS of the solution, while also ensuring that the modified individual remains functionally correct.

The crossover operation also ensures functional correctness, in this case by verifying that the components exchanged by two individuals are functionally equivalent. Given individuals $A$ and $B$, the first step is to select
a depth $d$ within the bounds of both $A$ and $B$ trees. A node $n_A$ is then randomly selected and retrieved from depth $d$ of tree $A$, while the set of all nodes at depth $d$ of tree $B$ are retrieved as $nodes_B$. If there is a node $n_B$ in $nodes_B$ whose inputs and outputs are exactly the same as those of $n_A$, the subtrees represented by $n_A$ and $n_B$ are are swapped in individuals $A$ and $B$. On the other hand, if there is no node in $nodes_B$ that is functionally equivalent to $n_A$, then no crossover occurs. The choice of considering nodes at the same depth of the two parental trees was made in order to
reduce the overall computation cost of performing a full crossover operation — where each node from tree \( A \) is compared to each node from tree \( B \) looking for a functional match, regardless of the tree depth, as also done by [159]. Figure 3.3 provides a visual representation of the crossover process between the right-hand side children of both root nodes. The figure shows two parents and their selected subtrees before the crossover has happened. In this case, the right-hand child of the root of each parent has been selected for the crossover, since these two children are functionally equivalent to each other. Once crossover occurs, two children will be generated by swapping the right-hand children of the two parents. Once again, this operation maintains the functional correctness of the children while likely modifying their QoS. Note that as this crossover operator is subject to stringent conditions, candidates may not actually be modified in certain cases.

3.5 Tree-based Approach with Choice Construct

The tree-based approach discussed in this chapter is extended to include the choice construct as one of the composition components, meaning that
an individual may have multiple execution paths. The inclusion of this construct is important because allowing the creation of multiple independent execution paths is a standard feature of service composition frameworks [179]. In order to support the choice construct, the population initialisation strategy presented in Subsection 3.4.1 has been modified to allow for the encoding of multiple execution paths. Whenever using a choice construct, the algorithm includes a service with multiple output possibilities in the composition. This way, the construct can choose a given execution path according to the output produced by this service. For example, suppose that the service can produce two different subtypes of BalanceCheck — PositiveBalanceCheck and NegativeBalanceCheck. Then, the choice construct could choose a certain execution path depending on whether the subtype of BalanceCheck is a PositiveBalanceCheck. An example of an individual’s tree including a choice construct is shown in Figure 3.4. The following subsections discuss the initialisation strategy and the genetic operators employed by the tree-based approach with the choice construct.

3.5.1 Individual Initialisation

When creating compositions with multiple execution paths, a different composition request is provided. This extended composition request contains a set of available inputs, a condition used for choosing the execution path (e.g. BalanceCheck is a PositiveBalanceCheck), and one set of outputs for each of the execution paths. This request is used by the initialisation strategy to produce an individual encoded as a graph, which is then transformed into a tree. As before, the first step of this initialisation strategy is to discover all relevant services using Algorithm 7. Subsequently, the procedure for creating a composition individual with multiple execution paths is shown in Algorithm 12, which uses the generate() and graphToTree() functions described in Algorithms 8 and 9.
Algorithm 12: Initialisation of tree structure with choice construct.

**Procedure** `condGenerate()`

**Input**: $I, O_1, O_2, C, L$

**Output**: individual’s tree $T$

1. Produce $G_1$ by invoking `generate()`, providing $I$ plus $C$’s if value as the input and $O_1$ as the output;
2. Produce $G_2$ by invoking `generate()`, providing $I$ plus $C$’s else value as the input and $O_2$ as the output;
3. Produce $T_1$ by invoking `graphToTree()` on $G_1$, providing $G_1$’s start and end nodes;
4. Produce $T_2$ by invoking `graphToTree()` on $G_2$, providing $G_2$’s start and end nodes;
5. Create $T_3$ as a new conditional node containing $C$;
6. Assign $T_1$ as the left child and $T_2$ as the right child of $T_3$;
7. Produce $G_3$ by invoking `generate()`, providing $I$ as the input and $C$’s else value as the output;
8. Produce $T_4$ by invoking `graphToTree()` on $G_4$, providing $G_4$’s start and end nodes;
9. Assign probabilities of output of $T_4$ to $T_3$;
10. Create new sequence node $T$, assigning $T_4$ as its left child and $T_3$ as its right child;
11. **return** $T$;
The input required by Algorithm 12 consists of a set of required composition inputs $I$, two sets of outputs $O_1$ and $O_2$ for each execution path, a condition $C$ used for determining the execution path to follow, and the set $L$ of discovered services. This algorithm’s basic idea is to create an individual by connecting independently created parts of the tree. Initially two sub-compositions in graph form, $G_1$ and $G_2$, are created using Algorithm 8 to provide the functionality of the two distinct execution paths selected by the choice construct. These graphs are transformed into a tree format by employing Algorithm 9, yielding $T_1$ and $T_2$, which are then connected to a conditional node representing the choice construct with condition $C$. Next, another sub-composition $G_4$ is generated using Algorithm 8 to connect from the provided composition inputs $I$ to the conditional node created earlier, and $G_4$ is translated into $T_4$ using Algorithm 9. The probability is set in the conditional node using the probabilities from the outputs produced by $T_4$. A sequence node is then set as the composition tree’s root and used to connect $T_4$, the initial part of the composition, to the subtree
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with multiple paths ($T_3$).

3.5.2 Mutation and Crossover

The genetic operators used by the tree-based approach with the choice constructs follow the same ideas proposed in the initial tree-based approach, though this time accounting for the choice construct. The mutation operator is applied to a randomly chosen subtree within the individual’s tree (i.e. a tree node and its children), and it replaces the original subtree with a new one with the same functionality but a different structure. This is done by executing Algorithm 12, ensuring that the newly created subtree has the same inputs and outputs as the original subtree (node) selected. The crossover operator exchanges two service nodes between the two chosen individuals, provided that these two swapped leaves have equivalent functionality (i.e. produce equivalent outputs given equivalent inputs).

3.6 Graph-based Approach

The graph-based approach proposed in this chapter bears many similarities with the tree-based approaches previously discussed. Namely, it initialises a population of individuals that are encoded using non-linear data structures, evolves this population using crossover and mutation operators, and evaluates the quality of each individual based on the nodes included in its structure. However, as opposed to converting composition individuals to trees that correspond to underlying graph structures, the graph-based approach represents them directly as graphs with Web service nodes. Figure 3.5 shows a graph representation example that is equivalent to the individual’s tree shown in Figure 3.6. As a consequence of this direct graph representation, the mutation and crossover operators must be implemented differently. The following subsections discuss the initial-
isation strategy and the genetic operators employed by the graph-based approach.

3.6.1 Individual Initialisation

The initialisation strategy for the graph-based approach performs the same operations as those used in the initialisation of the tree-based approach, except the DAG structure is no longer transformed into a tree. Thus, the initialisation for the graph-based approach simply consists of using Algorithm 7 for identifying the relevant services for the composition, then Algorithm 8 for creating the DAG structure.

3.6.2 Mutation and Crossover

Intuitively, the mutation operator for the graph-based approach implements the same idea of the corresponding mutation for the tree-based approach. Namely, a subgraph of the individual should be removed and replaced with a new randomly generated subgraph, while maintaining the functional properties of the original subgraph (i.e. correct output-input matches where the subpart connects with the main part of the individual). Accomplishing this in a tree representation is quite straightforward, since the only point of dependency between the subtree to be mutated and the overall tree is the selected root node. For a graph, on the other hand, multiple dependency points require more careful consideration. To perform a graph mutation, we begin by randomly selecting a node in the graph (excluding the end node) to act as the ‘root’ of the subpart to be replaced. Subsequently, all nodes that are directly or indirectly dependent on the outputs of this root are also identified, all the way to the end node, as shown in Figure 3.7. These nodes are removed from the graph, and all of their connections (edges) to the main part of the graph are severed. Note that the successors of the root are chosen for removal, rather than the predecessors, because the remaining structure can then be completed us-
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Figure 3.5: Example of a graph-based composition individual.

Figure 3.6: Example of a typical GP composition tree. Adapted from [12].
ing a forward building strategy. Finally, the construction of the incomplete graph is finished by employing Algorithm 8, but beginning execution from the algorithm’s main loop (which checks whether the inputs required by the end node can be satisfied by the current graph structure). This completes the graph and results in an offspring with the same initial part as its parent, but with a distinct final part thanks to the stochastic nature of Algorithm 8.

Figure 3.7: Example of nodes and edges marked for deletion during the graph mutation operation.

Traditionally, the crossover operation involves the exchange of genetic material between two individuals in order to produce offspring with characteristics from both of its parents, thus encouraging further improvements to solutions that may already possess a certain degree of maturity [150]. In the tree-based approach this exchange can be done simply by swapping two subtrees of two distinct individuals [12], however in the graph-based approach doing so would affect dependencies throughout the graph by compromising the correctness of the connections between the outputs and inputs of service nodes. Therefore, the idea of merging and extracting graphs has been employed in the implementation of this operator. The idea is to select two individual’s graphs, merge them into a single structure, and then extract a new individual out of this merged structure. This strategy restricts the offspring to utilise structures already present on either parent, thus achieving a similar outcome as traditional crossover operations.
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Figure 3.8: Example of the merge and extraction process used in the graph crossover operation.

The merging process is depicted in Figure 3.8 and it consists of combining any two nodes that represent the same service into a single node, which maintains all original dependencies from both graphs but results in the presence of redundant nodes and edges. Once the merge has taken place, an offspring can be extracted from this redundant structure to obtain a new non-redundant solution. Algorithm 8 is used for this task, however instead of considering candidates amongst all relevant services in the
repository, only nodes that are present in the merged structure are considered to be added into the final offspring. Figure 3.8 highlights one of the possible solutions that could be extracted from the merged structure.

### 3.7 Graph-based Approach with Choice Construct

The graph-based approach is also extended by allowing the choice construct to be included as part of the graph structure, which enables the representation of compositions with multiple execution branches according to the conditional constraints specified in the composition request. The following subsections discuss the initialisation strategy and the genetic operators employed by the graph-based approach with the choice construct.

#### 3.7.1 Individual Initialisation

Once again, the individual initialisation strategy begins by discovering all relevant services using Algorithm 7. Then the DAG structure is created, this time accounting for the choice construct as shown in Algorithm 13. In order to provide the input to this algorithm, the composition request is represented as a tree. \textit{InputNode} is the tree’s root, which contains the composition request inputs. The child of \textit{InputNode} is a conditional if-else node specifying the branching condition. Finally, this conditional node has two children, an output node for the \textit{if} case and another for the \textit{else} case. The algorithm requires \textit{InputNode} and it proceeds to connect nodes to the graph, one at a time, until a complete solution is found. As explained earlier, the resulting composition will have two branches that can be independently executed, thus the recursive procedure \textit{buildBranch} has been created to handle each part of the composition. Initially a \textit{start} node is created using the values of \textit{InputNode}, and a \textit{TaskNode} is created containing the child of \textit{InputNode}. Then, an empty graph \textit{G} is initialised and \textit{start} is added to it. A set of allowed ancestors is created, initially contain-
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ing start, and a candidate list of services is identified using findCands() with the allowed ancestors. We then execute buildBranch providing the first task it should achieve (i.e. TaskNode, which initially will be a conditional branching node – i.e. a c node), the partially built graph G, the allowed ancestors, and the candidate list. Once the buildBranch procedure has finished executing, the graph G representing the composition will be complete. The graph may contain dangling nodes, which are removed once G is built. Finally, the new individual’s graph is finished and returned.

Algorithm 13 also describes the connectNode function, used for adding a node to an existing graph. In addition to adding the given node n to G, and connecting it using the edges provided in the connections list, this function also checks if the current TaskNode objective has been reached. If the TaskNode represents a conditional node, we check that we are now capable of producing the values required by it. On the other hand, if the TaskNode represents the end of a branch, we check whether G now contains all outputs necessary to satisfy the inputs for that end node.

Algorithm 14 shows the buildBranch procedure, which recursively creates the branched Web service composition. Given a TaskNode, this procedure repeatedly adds services to the graph G, until the TaskNode goal has been reached. More specifically, nodes from the candidate list are considered for addition. A candidate cand is randomly chosen from the candidate list, and it is connected to the graph (using the connectNode procedure) if all of its inputs can be matched by the outputs of allowed ancestors (i.e. the outputs of nodes already present in that particular execution branch). The set of edges in connections, which are used to connect cand to G, is minimal, meaning that the outputs of these edges match all the inputs of cand, but if any connection is removed from the set then that is no longer the case. After each cand service is connected to G, the candidate list is updated to contain any services that have now become executable due to the outputs of cand, and to exclude cand. Once the TaskNode goal has been reached, the connectTaskNode procedure is called to finish the
Algorithm 13: Initialisation of DAG structure with choice construct.

Procedure buildGraph()

Input : InputNode, L

Output: individual’s graph G

1. Create start node, assigning the values of InputNode as its output;
2. Create TaskNode and assign the child of InputNode to it;
3. Initialise empty graph G;
4. Connect start to G by invoking connectNode(), providing an empty set of connections and TaskNode;
5. Create a set of allowed ancestors and add start to it;
6. Create a candidate list of services by invoking findCands() based on the allowed ancestors;
7. Invoke buildBranch(), providing TaskNode, G, allowed ancestors, and the candidate list;
8. Remove dangling nodes from G;
9. return G;

Function connectNode(n, G, connections, TaskNode)

Add n to set of nodes in G;
Add connections to set of edges in G;
if TaskNode is a conditional node then
  if n satisfies TaskNode’s inputs then
    return (true, n);
  else
    return (false, n);
else
  if addition of n to G results in all inputs of TaskNode being fulfilled then
    return (true, n);
  else
    return (false, n);
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construction of that branch, either by connecting an end node to it or by splitting the branch according to a TaskNode condition.

Algorithm 15 is responsible for finishing the construction of a given execution branch, according to one of two scenarios. In the first scenario, TaskNode is a conditional node, meaning that the branch will be split into an if-and-else structure. In this case, the TaskNode is added to $G$, connected through the previously added service in $\text{connResult}$ (i.e. the service that matched the outputs required for the condition to be checked). Since the branching occurs based on the values produced by the service in $\text{connResult}$, the probabilities of producing these different output possibilities are copied from this service into TaskNode. Then, the candidate list is updated and the $\text{buildBranch}$ procedure is invoked twice more, once for the if branch and once for the else branch, providing the appropriate children of TaskNode to the next construction stages. In the second scenario, the TaskNode reached is an output node, meaning that the branch leads to an end node without any further splitting. In this case, the TaskNode is simply connected to $G$, using a minimal set of allowed ancestors which produce all the outputs required by this end node.

3.7.2 Mutation and Crossover

The procedures for performing the mutation and crossover operations are shown in Algorithm 16. Once again, the general idea behind the mutation procedure is to modify a part of the original graph $G$ but maintain the rest of the graph unchanged. In order to do so, a node $n$ is initially selected as the mutation point, provided that it is not an end node or a conditional node. If this node is the start node, an entirely new graph is constructed; otherwise, the TaskNode that $n$ contributes to fulfil is identified (this is either a conditional node or an end node), and all nodes whose input satisfaction depends upon $n$ are removed from $G$ — this includes any subsequent splits of that branch. A set of allowed ancestors is created for the
Algorithm 14: Creation of DAG branch during initialisation of DAG structure with choice construct.

Procedure buildBranch()

Input: TaskNode, G, allowed ancestors, candidate list

1: Initialise empty variable connResult;
2: while TaskNode's inputs have not been fulfilled by G do
3:   foreach cand in candidate list do
4:     if cand's inputs are fulfilled by an existing subset of allowed ancestors in G then
5:        Create a set of connections containing edges between ancestors and cand;
6:        Connect cand to G by invoking connectNode(), providing connections and TaskNode. Save the output of function in connResult;
7:        Add cand to allowed ancestors;
8:     Update candidate list by invoking findCands();
9:     break;
10:    Remove cand from candidate list;
11:   Connect TaskNode to G by invoking connectTaskNode(), providing connResult, allowed ancestors, and candidate list;
Algorithm 15: Termination of DAG branch during initialisation of DAG structure with choice construct.

Procedure `connectTaskNode()`

Input: `TaskNode, connResult, G`, allowed ancestors, candidate list

1. if `TaskNode` is a conditional node then
   2. Add `TaskNode` to `G`’s nodes;
   3. Add an edge to `G` connecting the node in `connResult` to `TaskNode`;
   4. Assign probabilities of output of node in `connResult` to `TaskNode`;
   5. Update candidate list by invoking `findCands()`;
   6. Invoke `buildBranch()`, providing the if child of `TaskNode`, `G`, allowed ancestors, and candidate list;
   7. Invoke `buildBranch()`, providing the else child of `TaskNode`, `G`, allowed ancestors, and candidate list;

else

9. Create a set of connections containing edges between a subset of allowed ancestors in `G` and `TaskNode`;
10. Add `connections` to set of edges in `G`;
11. Add `TaskNode` to set of nodes in `G`;
remaining nodes in $G$, a candidate list is identified based on this set, and the construction of this partially-built graph is finished by invoking the $\text{buildBranch}()$ procedure described in Algorithm 14.

To execute $\text{buildBranch}()$, we provide the original TaskNode ($n$’s objective), $G$, the allowed ancestors, and the candidate list. The mutation operator was designed in this way so that it allows for variations of the original individual, at the same time maintaining the correctness of the connections between services within a given execution branch. In the case of crossover, we once again reuse connection patterns from two existing individuals $G_1$ and $G_2$ in order to create a new child individual that combines elements from these two parents. The key idea is still to merge the two parents and extract a non-redundant offspring from the resulting structure. The initialisation procedure in Algorithm 13 is used to extract a non-redundant offspring from the merged structure. As with the graph-based approach without the choice construct, in the context of the crossover operation the graph-building algorithm only considers nodes present in the merged structure. One of the advantages of this crossover implementation is that it allows for an operation that reuses connection information from both parents.

### 3.8 Conceptual Comparison

Before performing an experimental comparison of the tree-based and graph-based approaches with regards to execution time and the quality of the solutions produced, a conceptual comparison between approaches is performed. This sheds light on the intrinsic strengths and limitations of each approach in the context of EC applied to Web service composition, as well as revealing ideas on how they could be further improved. This comparison is carried out considering four criteria: The simplicity of the genetic operators, the ease when enforcing functional correctness within an individual, the overall size of an individual, and the potential for extension.
Algorithm 16: Mutation and crossover for DAG structures with choice construct.

**Procedure** mutation()

**Input**: $G$, $InputNode$

1. Randomly select a node $n$ from $G$;
2. if $n$ is start then
   3. Invoke $buildGraph()$, providing $InputNode$;
   else
   5. Identify the $TaskNode$ whose inputs $n$ contributes to fulfill. This will be a conditional node if $n$ is in the first portion of the graph, or an output node if $n$ is in either branch;
   6. Remove all nodes that depend on $n$ from $G$;
   7. Create set of allowed ancestors and add remaining nodes in $G$ to it;
   8. Create candidate list by invoking $findCands()$, based on remaining nodes in $G$;
   9. Invoke $buildBranch()$, providing $TaskNode$, $G$, allowed ancestors, and candidate list;

**Procedure** crossover()

**Input**: $G_1$, $G_2$, $InputNode$

**Output**: offspring graph $G$

10. Create a merged structure by combining the nodes and edges of $G_1$ and $G_2$;
11. Extract $G$ from merged structure by invoking $buildGraph()$, providing $InputNode$ and only considering nodes in merged structure;
12. return $G$;
Regarding the simplicity of the genetic operators, they can easily be performed when using the tree-based representation, since any modifications can be directly applied to the subtrees of an individual. This is advantageous because there is a single point of connection between the portion of the tree that is being modified and the remaining structure. The graph-based representation, on the other hand, does not lend itself as easily to modifications, since changes to connections in the graph may impact several regions within an individual.

Regarding the ease when enforcing functional correctness within an individual, the graph-based representation supports the checking and enforcement of correctness constraints, as the connections between the inputs and outputs of each service in the composition are represented as edges and thus can be easily verified within the structure. The tree-based representation, on the other hand, does not directly model the connection between services as edges, meaning that the relationship between produced outputs and required inputs for a given service must be inferred by the surrounding nodes in the tree. This makes the verification of functional correctness constraints much more challenging.

Regarding the overall size of an individual, the graph-based representation is very compact because the structure of the directed acyclic graph directly corresponds to the composition workflow. The tree-based representation, on the other hand, converts the workflow into a tree structure by replicating services nodes whenever necessary. More specifically, the tree initialisation algorithm replicates services with multiple predecessors across different subtrees, once per predecessor. This means that the overall size of the tree structure will quickly grow according to how densely connected the corresponding graph structure is. For example, a composition workflow with 8 fully connected layers, each containing 8 nodes, will translate into a tree structure with over 2 million services nodes ($8^8$ service nodes). Meanwhile, only 64 service nodes are necessary in the corresponding graph-based representation.
Regarding the potential for extension, both representations provide a promising basis for further investigation. The tree-based approach could be extended to perform built-in constraint checking by using a flavour of strongly-typed GP. Though this is an efficient way of automatically enforcing correctness, current strongly-typed GP approaches may struggle with the need to dynamically check whether service input and output types match. The graph-based approach, on the other hand, could have its genetic operations improved by finding ways of performing more controlled modifications to the graph structure. This would likely lead to the identification of solutions with higher fitness, as it would allow for further exploration of promising areas of the search space. However, more controlled operations are likely to be more complex and time consuming.

3.9 Experiments

Three sets of experiments were carried out to evaluate the performance of the tree-based and graph-based approaches, all using a personal computer with an Intel Core i7-4770 CPU (3.4 GHz) and 8 GB RAM. The objective of these experiments is to understand the strengths and weaknesses of the two proposed Web service composition approaches. The following subsections detail the fitness function, datasets, and parameters used for each set of experiments, and discuss the experimental results.

3.9.1 Comparison Against Traditional GP

The first set of experiments compares the performance of the proposed tree-based and graph-based approaches against the traditional GP approach presented in [159], which employs a grammar-based strategy for enforcing the functional correctness of solutions. This was the most up-to-date algorithm identified that could be directly compared against our approaches. The authors who introduced this traditional GP approach presented ex-
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Experimental results of that method’s application using a variety of composition tasks, thus those results will be used as the basis of this comparison. The choice construct is not considered in these experiments. This set of experiments employs a fitness function that seeks to produce solutions with the smallest possible number of service nodes and with the shortest possible paths from the start node to the end node. The rationale behind this decision is that it encourages features indicative of the quality of the overall composition [159]: the number of service nodes indicates the complexity of the overall composition (it should be as small as possible); the length of the longest path from the start node to the end node indicates the execution time of the composition solution, with a shorter path indicating more parallelisation of tasks and consequently a lower execution time. The fitness function is described as follows:

\[
\text{fitness}_i = \omega_1 \cdot \frac{1}{\text{runPath}_i} + \omega_2 \cdot \frac{1}{\#\text{atomicService}_i} \tag{3.2}
\]

where \( \omega_1 + \omega_2 = 1 \), \( \text{runPath}_i \) is the longest path from the start node to the end node of a solution \( i \) (measured using a longest path algorithm), and \( \#\text{atomicService}_i \) is the total number of service nodes included in a solution \( i \). In the original paper, the fitness function also presents a third criterion measuring the degree of input satisfaction for each service node in the solution. In our case, however, this is not necessary, since the techniques used throughout the evolution process of our proposed approaches ensure that the inputs of each service included in a solution are always fully satisfied.

The datasets employed in the first set of experiments were OWL-S TC V2.2 [98] and WSC 2008 [16], both of which present service collections of varying sizes. Tasks 1–5, which are outlined in [159], were also used to test the proposed tree-based and graph-based approaches with the OWL-S TC dataset; tasks WSC 2008-1, WSC 2008-2, and WSC 2008-5 were used for testing with the WSC 2008 dataset. To match the traditional GP approach, the tree-based and graph-based approaches were both run using the pa-
rameters proposed in that work. For both approaches in this chapter, a population size of 200 individuals was evolved during 20 generations for each composition task, and this process was repeated over 30 independent runs. Even though 20 generations may not necessarily lead to convergence to near-optimal solutions, this was kept as in the original work for a fair comparison. The fitness function weights $\omega_1$ and $\omega_2$ were both set to 0.5, the mutation probability to 0.05, the crossover probability to 0.5, and the reproduction probability to 0.45. Finally, individuals were chosen for breeding using tournament selection with a tournament size of 2.

Results for the first set of experiments are presented in Tables 3.1, 3.2, and 3.3, which display the mean number of services in a solution, the mean longest path within a solution, and the mean execution time for each approach, respectively. All means are accompanied by standard deviations. Since all approaches were tested using the same datasets and tasks, as well as employing equivalent fitness functions during the evolutionary process, it is possible to perform a direct comparison on the longest path lengths and the overall number of nodes of the solutions produced. Unpaired t-tests at 0.05 significance level were conducted to verify whether there are statistically significant differences between the results produced by each approach, and the best results for each task are shown in bold. More specifically, the results of each approach were compared to those of all others in a pairwise fashion. The outcome of these comparisons was then used to rank the overall performance of each approach according to its number of wins. Note that the experiments for the traditional GP approach were executed by the original authors in a different environment, therefore the execution time results cannot be directly compared to those of our approaches. Thus, in Table 3.3 the statistical comparison is only between the tree-based and graph-based approaches, though the traditional GP results are still included for reference.

A clear pattern emerges when comparing the mean number of services and the mean longest path produced by the three approaches for
Table 3.1: Mean number of services in solution for traditional GP, tree-based, and graph-based approaches using OWLS and WSC 2008.

<table>
<thead>
<tr>
<th>Task</th>
<th>Traditional GP</th>
<th>Tree-based</th>
<th>Graph-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>OWLS-1 (947)</td>
<td>1 ± 0</td>
<td>2 ± 0</td>
<td>1 ± 0</td>
</tr>
<tr>
<td>OWLS-2 (947)</td>
<td>2 ± 0</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
</tr>
<tr>
<td>OWLS-3 (947)</td>
<td>11.9 ± 0.3051</td>
<td>2 ± 0</td>
<td></td>
</tr>
<tr>
<td>OWLS-4 (947)</td>
<td>5.7 ± 1.19</td>
<td>14.7 ± 0.7022</td>
<td>4.47 ± 0.5074</td>
</tr>
<tr>
<td>OWLS-5 (947)</td>
<td>3.3 ± 0.46</td>
<td>3 ± 0</td>
<td>3 ± 0</td>
</tr>
<tr>
<td>WSC 2008-1 (158)</td>
<td>15.8 ± 5.71</td>
<td>24.7 ± 2.0197</td>
<td>10 ± 0</td>
</tr>
<tr>
<td>WSC 2008-2 (558)</td>
<td>6 ± 0.89</td>
<td>6 ± 0</td>
<td>5 ± 0</td>
</tr>
<tr>
<td>WSC 2008-5 (1090)</td>
<td>49.9 ± 16.84</td>
<td>23.6 ± 1.2758</td>
<td>21.67 ± 0.8023</td>
</tr>
</tbody>
</table>

Table 3.2: Mean longest path in solution for traditional GP, tree-based, and graph-based approaches using OWLS and WSC 2008.

<table>
<thead>
<tr>
<th>Task (Num. services)</th>
<th>Traditional GP</th>
<th>Tree-based</th>
<th>Graph-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>OWLS-1 (947)</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
</tr>
<tr>
<td>OWLS-2 (947)</td>
<td>2 ± 0</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
</tr>
<tr>
<td>OWLS-3 (947)</td>
<td>13.4 ± 1.4044</td>
<td>2 ± 0</td>
<td></td>
</tr>
<tr>
<td>OWLS-4 (947)</td>
<td>15.47 ± 1.6344</td>
<td>2 ± 0</td>
<td></td>
</tr>
<tr>
<td>OWLS-5 (947)</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
</tr>
<tr>
<td>WSC 2008-1 (158)</td>
<td>6 ± 1.26</td>
<td>20.3 ± 4.364</td>
<td>3 ± 0</td>
</tr>
<tr>
<td>WSC 2008-2 (558)</td>
<td>3.5 ± 0.67</td>
<td>6.57 ± 0.6261</td>
<td>3 ± 0</td>
</tr>
<tr>
<td>WSC 2008-5 (1090)</td>
<td>9.2 ± 2.96</td>
<td>17.3 ± 3.153</td>
<td>8 ± 0</td>
</tr>
</tbody>
</table>

Table 3.3: Mean execution time (s) for traditional GP, tree-based, and graph-based approaches using OWLS and WSC 2008.

<table>
<thead>
<tr>
<th>Task (Num. services)</th>
<th>Traditional GP</th>
<th>Tree-based</th>
<th>Graph-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>OWLS-1 (947)</td>
<td>0.75 ± 0.36</td>
<td>4.65 ± 0.51</td>
<td>0.19 ± 0.02</td>
</tr>
<tr>
<td>OWLS-2 (947)</td>
<td>0.48 ± 0.14</td>
<td>4.27 ± 0.5</td>
<td>0.18 ± 0.01</td>
</tr>
<tr>
<td>OWLS-3 (947)</td>
<td>0.47 ± 0.08</td>
<td>9.25 ± 0.63</td>
<td>0.26 ± 0.01</td>
</tr>
<tr>
<td>OWLS-4 (947)</td>
<td>3.01 ± 0.42</td>
<td>9.65 ± 0.58</td>
<td>0.44 ± 0.05</td>
</tr>
<tr>
<td>OWLS-5 (947)</td>
<td>1.1 ± 0.24</td>
<td>5.52 ± 0.45</td>
<td>0.3 ± 0.02</td>
</tr>
<tr>
<td>WSC 2008-1 (158)</td>
<td>6.92 ± 1.61</td>
<td>8.85 ± 1.33</td>
<td>0.5 ± 0.03</td>
</tr>
<tr>
<td>WSC 2008-2 (558)</td>
<td>11.14 ± 3.11</td>
<td>1.95 ± 0.15</td>
<td>0.36 ± 0.03</td>
</tr>
<tr>
<td>WSC 2008-5 (1090)</td>
<td>95.39 ± 43.52</td>
<td>10.91 ± 0.76</td>
<td>0.94 ± 0.05</td>
</tr>
</tbody>
</table>
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Each dataset. Namely, the graph-based approach consistently finds the solutions with the lowest numbers of services and shortest overall paths, which indicates these solutions have a better overall quality. For most of the results produced by the graph-based approach the standard deviation is 0, indicating that the best solutions found by different runs are very consistent. The two exceptions to this are for tasks OWLS-4 and WSC 2008-5, where there is some small variation in the number of services found by the graph-based approach. The tree-based approach, on the other hand, produces the solutions with the highest overall numbers of services and longest path lengths, i.e. the solutions with the lowest quality overall.

Regarding the mean number of services, the tree-based approach only matches the graph-based results for tasks OWLS-2 and OWLS-5, though it also slightly surpasses the traditional GP approach for task WSC 2008-2. Regarding the mean longest path, the tree-based approach matches the graph-based results for tasks OWLS-1, OWLS-2, and OWLS-5. Finally, the traditional GP approach fares somewhat better than the tree-based approach, matching the results of the graph-based approach for a few tasks while surpassing the tree-based approach for most of the others. The notable exception to this is the mean number of services found for task WSC 2008-5, where the traditional GP produces solutions with roughly twice as many services as the other approaches. When comparing the execution time of the different approaches, a similar pattern is observed. The graph-based approach requires significantly less time to execute than the tree-based approach, sometimes by a factor of 10 (task WSC 2008-5). While the execution time of the traditional GP approach cannot be directly compared, results would roughly indicate it once again performs somewhere in between the two others.
3.9.2 Comparing Tree and Graph-based Approaches

The second set of experiments performs a further comparison of the tree-based and graph-based approaches using additional datasets, using the QoS-aware fitness function presented in Section 3.3. The datasets employed in the second set of experiments were WSC 2008 and WSC 2009, taking into account the QoS information from the services. For both approaches, a population of 20 individuals was evolved during 51 generations for each composition task, and this process was repeated over 30 independent runs. This population size was chosen because the tree-based approach could not handle larger populations for certain composition tasks due to memory limitations (caused by the translation of a densely connected graph to its corresponding tree, which results in a large structure with many replicated nodes). For instance, task 2008-3 seems particularly difficult to optimise for many composition approaches. It requires composition solutions consisting of services that are connected to each other in a relatively dense way, which requires more potential combinations of services to be considered and thus incurs additional computational time.

The fitness function weights were all set to 0.25, the mutation probability to 0.1, the crossover probability to 0.8, and the reproduction probability to 0.1. Individuals were chosen for breeding using tournament selection with a tournament size of 2. These parameters are based on those proposed in previous works [97].

Results for the second set of experiments are presented in Tables 3.4 and 3.5, which display the mean fitness of solutions and the mean execution time for each approach, respectively. All means are accompanied by standard deviations. Statistical tests were performed using Wilcoxon rank-sum with a 0.05 significance level to ascertain whether any difference between the results is statistically significant, and the best results for each task are shown in bold. Once again, a clear pattern emerges in the comparison, showing that the graph-based approach produces fitter solutions for all composition tasks while also requiring consistently less
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<table>
<thead>
<tr>
<th>Task (Num. services)</th>
<th>Tree-Based</th>
<th>GraphEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSC 2008-1 (158)</td>
<td>0.42 ± 0.0092</td>
<td>0.47 ± 0.0001</td>
</tr>
<tr>
<td>WSC 2008-2 (558)</td>
<td>0.49 ± 0.0008</td>
<td>0.58 ± 0</td>
</tr>
<tr>
<td>WSC 2008-3 (604)</td>
<td>0.41 ± 0.0014</td>
<td>0.43 ± 0.0016</td>
</tr>
<tr>
<td>WSC 2008-4 (1041)</td>
<td>0.4 ± 0.0063</td>
<td>0.46 ± 0.0028</td>
</tr>
<tr>
<td>WSC 2008-5 (1090)</td>
<td>0.45 ± 0.0047</td>
<td>0.47 ± 0.001</td>
</tr>
<tr>
<td>WSC 2008-6 (2198)</td>
<td>0.44 ± 0.0017</td>
<td>0.47 ± 0.0008</td>
</tr>
<tr>
<td>WSC 2008-7 (4113)</td>
<td>0.45 ± 0.0023</td>
<td>0.48 ± 0.001</td>
</tr>
<tr>
<td>WSC 2008-8 (8119)</td>
<td>0.44 ± 0.0041</td>
<td>0.46 ± 0.0006</td>
</tr>
<tr>
<td>WSC 2009-1 (572)</td>
<td>0.46 ± 0.0062</td>
<td>0.55 ± 0.0047</td>
</tr>
<tr>
<td>WSC 2009-2 (4129)</td>
<td>0.46 ± 0.0028</td>
<td>0.48 ± 0.0006</td>
</tr>
<tr>
<td>WSC 2009-3 (8138)</td>
<td>0.45 ± 0.0049</td>
<td>0.49 ± 0.0009</td>
</tr>
<tr>
<td>WSC 2009-4 (8301)</td>
<td>0.45 ± 0.0025</td>
<td>0.48 ± 0.0006</td>
</tr>
<tr>
<td>WSC 2009-5 (15211)</td>
<td>0.45 ± 0.004</td>
<td>0.47 ± 0.0006</td>
</tr>
</tbody>
</table>

Table 3.4: Mean solution fitness for tree-based and graph-based approaches using WSC 2008 and WSC 2009.

<table>
<thead>
<tr>
<th>Task (Num. services)</th>
<th>Tree-based</th>
<th>Graph-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSC 2008-1 (158)</td>
<td>3.19 ± 1.58</td>
<td>0.22 ± 0.02</td>
</tr>
<tr>
<td>WSC 2008-2 (558)</td>
<td>1.03 ± 0.5</td>
<td>0.15 ± 0.01</td>
</tr>
<tr>
<td>WSC 2008-3 (604)</td>
<td>3684.66 ± 1552.53</td>
<td>0.64 ± 0.05</td>
</tr>
<tr>
<td>WSC 2008-4 (1041)</td>
<td>4.19 ± 1.8</td>
<td>0.24 ± 0.03</td>
</tr>
<tr>
<td>WSC 2008-5 (1090)</td>
<td>3 ± 0.4</td>
<td>0.42 ± 0.04</td>
</tr>
<tr>
<td>WSC 2008-6 (2198)</td>
<td>89.7 ± 244.26</td>
<td>0.93 ± 0.08</td>
</tr>
<tr>
<td>WSC 2008-7 (4113)</td>
<td>45.55 ± 10.13</td>
<td>0.74 ± 0.1</td>
</tr>
<tr>
<td>WSC 2008-8 (8119)</td>
<td>324.7 ± 481.31</td>
<td>0.79 ± 0.1</td>
</tr>
<tr>
<td>WSC 2009-1 (572)</td>
<td>1.08 ± 0.16</td>
<td>0.17 ± 0.02</td>
</tr>
<tr>
<td>WSC 2009-2 (4129)</td>
<td>22.69 ± 3.88</td>
<td>0.5 ± 0.05</td>
</tr>
<tr>
<td>WSC 2009-3 (8138)</td>
<td>32.1 ± 5.17</td>
<td>0.32 ± 0.08</td>
</tr>
<tr>
<td>WSC 2009-4 (8301)</td>
<td>835.19 ± 116.66</td>
<td>1.25 ± 0.14</td>
</tr>
<tr>
<td>WSC 2009-5 (15211)</td>
<td>182.7 ± 31.81</td>
<td>0.97 ± 0.11</td>
</tr>
</tbody>
</table>

Table 3.5: Mean execution time (s) for tree-based and graph-based approaches using WSC 2008 and WSC 2009.
CHAPTER 3. SINGLE-OBJECTIVE WSC APPROACHES

time to execute. The difference in fitness between the two approaches is generally not very pronounced, though for tasks WSC 2008-2 and WSC 2009-1 the difference between scores is of almost 0.1 (i.e. almost a 10% improvement, since scores range from 0 to 1). One likely reason for this difference is in the nature of the tree-based representation, which often repeats workflow substructures across different branches of the tree. This means that when a particular tree branch is modified, the same substructure may still exist elsewhere. Thus, the process of removing unpromising structures from the tree may be slower than it is in a graph, where there is no repetition, and this could account for the observed difference in fitness. The difference in execution times, on the other hand, is quite evident. This is especially the case for task WSC 2008-3, where the tree-based approach requires roughly one hour to execute while the graph-based approach requires less than a second. Further investigation shows that this is the case due to the size of the tree-based individuals for that particular task. The composition workflow for that task is densely connected, with the majority of services having several predecessors. Consequently, when translating the composition from DAG into tree structures, certain services must be replicated throughout several subtrees to adequately depict all relationships between predecessors and successors. Over multiple tree levels, this replication ends up increasing the size of the overall structure exponentially. These large trees, in turn, require additional memory and incur longer initialisation and evolution times.

3.9.3 Comparison Using Choice Construct

The third set of experiments compares the performance of tree-based and graph-based approaches when extended with the choice construct. This set of experiments employs the same fitness function used in the second experiment set. In addition to input information and QoS values for each Web service, the datasets used when testing these approaches with the
choice constructs also require multiple outputs possibilities whenever appropriate, as well as probability values for each of those possibilities. As no datasets were found to provide all of these items, existing datasets were extended to include all of the necessary information. The datasets in question are those used in [182], which are an augmented version of the 2008 Web Service Challenge (WSC 2008) [16] that includes QoS attributes. Those datasets were chosen because they already provide an ontology of input and output value types that could be used to generate multiple output possibilities for a service, as well as QoS values for optimisation.

These datasets were extended in three steps. In the first step, new composition tasks were created for each dataset. As opposed to requiring the production of a single output set, the new tasks demand one of two sets to be produced depending on whether a branching condition is met, as exemplified by Figure 3.9. Each of the tasks was manually checked to ensure it is achievable. In the second step, to ensure that branching could in fact be used in practice, all services in the dataset which produce the output types used in the branching conditions were extended to produce two sets of outputs, one containing an instance of the specific concept (the *if* condition) and another containing an instance of the general concept (the *else* option). Probabilities were randomly assigned to each output possibility, ensuring that the values for the output sets of a same service added up to 1. In the third step, service sets were extended to make the problem more complex by replicating each original service in the repository ten times. The replicated services were then assigned randomly generated QoS values within the original ranges for each quality attribute.

Results for the third set of experiments are presented in Tables 3.6 and 3.7, which display the mean fitness of solutions and the mean execution time for each approach, respectively. All means are accompanied by standard deviations. Statistical tests were performed using Wilcoxon rank-sum with a 0.05 significance level to ascertain whether any difference between the results is statistically significant, and the best results
Figure 3.9: A task containing multiple output possibilities depending on a branching condition. The condition should be read as "if \textit{con1404081368} is of subtype \textit{con202732959} at runtime, then the composition should produce if outputs".
<table>
<thead>
<tr>
<th>Task (Num. services)</th>
<th>Tree-based</th>
<th>Graph-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mod. WSC 2008-1 (1738)</td>
<td>0.85 ± 0.01</td>
<td>0.76 ± 0.02</td>
</tr>
<tr>
<td>Mod. WSC 2008-2 (6138)</td>
<td>0.65 ± 0.00</td>
<td>0.67 ± 0.01</td>
</tr>
<tr>
<td>Mod. WSC 2008-3 (6644)</td>
<td>0.74 ± 0.02</td>
<td>0.72 ± 0.01</td>
</tr>
<tr>
<td>Mod. WSC 2008-4 (11451)</td>
<td>0.77 ± 0.08</td>
<td>0.56 ± 0.01</td>
</tr>
<tr>
<td>Mod. WSC 2008-5 (11990)</td>
<td>0.83 ± 0.01</td>
<td>0.81 ± 0.02</td>
</tr>
<tr>
<td>Mod. WSC 2008-6 (24178)</td>
<td>0.76 ± 0.02</td>
<td>0.77 ± 0.02</td>
</tr>
<tr>
<td>Mod. WSC 2008-7 (45243)</td>
<td>0.90 ± 0.03</td>
<td>0.79 ± 0.02</td>
</tr>
<tr>
<td>Mod. WSC 2008-8 (89309)</td>
<td>0.82 ± 0.04</td>
<td>0.82 ± 0.00</td>
</tr>
</tbody>
</table>

Table 3.6: Mean solution fitness for tree-based and graph-based approaches including the choice construct.

<table>
<thead>
<tr>
<th>Task (Num. services)</th>
<th>Tree-based</th>
<th>Graph-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mod. WSC 2008-1 (1738)</td>
<td>235.2 ± 52.8</td>
<td>11.2 ± 1.5</td>
</tr>
<tr>
<td>Mod. WSC 2008-2 (6138)</td>
<td>609.3 ± 112.7</td>
<td>35.0 ± 3.3</td>
</tr>
<tr>
<td>Mod. WSC 2008-3 (6644)</td>
<td>2264.5 ± 296.2</td>
<td>19.0 ± 1.0</td>
</tr>
<tr>
<td>Mod. WSC 2008-4 (11451)</td>
<td>900.6 ± 138.2</td>
<td>49.1 ± 1.6</td>
</tr>
<tr>
<td>Mod. WSC 2008-5 (11990)</td>
<td>2680.7 ± 217.8</td>
<td>34.9 ± 1.3</td>
</tr>
<tr>
<td>Mod. WSC 2008-6 (24178)</td>
<td>19772.2 ± 2142.7</td>
<td><strong>140.7 ± 21.8</strong></td>
</tr>
<tr>
<td>Mod. WSC 2008-7 (45243)</td>
<td>24467.1 ± 5482.4</td>
<td><strong>345.4 ± 55.5</strong></td>
</tr>
<tr>
<td>Mod. WSC 2008-8 (89309)</td>
<td>51850.3 ± 5768.2</td>
<td><strong>522.1 ± 94.5</strong></td>
</tr>
</tbody>
</table>

Table 3.7: Mean execution time (s) for tree-based and graph-based approaches including the choice construct.
for each task are shown in bold. As expected, the execution times of
the graph-based approach are significantly lower than those of the tree-
based approach for all tasks. Surprisingly, the performance gains of the
graph-based method are more pronounced as the size of the dataset grows,
culminating into a difference of two orders of magnitude for dataset 8.
These results confirm the previous findings, also demonstrating that rep-
resenting solutions directly as a DAG facilitates the enforcement of cor-
rect output-input connections between services, which in turn translates
to lower execution costs. However, results also show that the fitness of
the tree-based solutions is slightly higher for the majority of tasks, though
occasionally the quality of the solutions produced using the graph-based
approach is superior (datasets 2 and 6). These results indicate a trade-off
between the two approaches, depending on whether the objective is to
produce solutions using a lower execution time or to focus on the quality
of these solutions. The rate of improvement for these two aspects should
also be taken into consideration when comparing techniques. While the
tree-based approach may result in solutions with a quality gain of up
to 20% (for task Mod. WSC 2008-4), the execution time required by the
graph-based approach may be as little as 1% (for tasks Mod. WSC 2008-5
to Mod. WSC 2008-8) of that required by the tree-based approach.

3.10 Chapter Summary

The overall goal of this chapter was to propose novel tree-based and graph-
based Web service composition approaches. In order to achieve this goal
a number of objectives were accomplished. (1) A tree-based approach was
proposed, including a problem-specific tree representation and genetic
operators. An initialisation strategy was used to produce functionally
correct tree-based individuals, which consists of creating them as DAGs
first and then transforming them into trees. (2) The tree-based approach
was extended to consider the choice construct, which required the initial-
isation strategy to be adapted. (3) A graph-based approach that represents the composition workflow directly as a DAG was proposed. During the initialisation, the DAGs created were no longer transformed into trees. Instead, new genetic operators were proposed to modify the workflows while retaining their functional correctness. (4) The graph-based approach was extended to consider the choice construct, adapting the initialisation strategy and genetic operators to account for independent subgraphs within the individual’s structure. (5) Experiments were carried out to evaluate the performance of these approaches, first comparing the tree-based and graph-based approaches against a previously proposed traditional GP approach, then further comparing the tree-based and graph-based approaches to each other using a QoS-aware fitness function, and finally comparing the tree-based and graph-based approaches that have been extended to include the choice construct.

In this chapter we learned that the graph-based approach without the choice construct produces solutions with the best overall quality when compared to the tree-based approach without the choice construct, while also requiring less execution time overall. However, the tree-based approach with the choice construct produces solutions with an overall quality that is slightly better than that of the graph-based approach with the choice construct, even though in this scenario the tree-based approach still requires longer to execute.
Chapter 4

Single-Objective Indirect Web Service Composition Approaches

4.1 Introduction

The majority of existing Web service composition works that employ EC techniques are based on a direct (explicit) representation, i.e. directly representing the solutions as graphs or trees [12, 159]. Under such direct representations, it is difficult to maintain the feasibility of the solutions during the crossover and mutation processes, as the process of rearranging services within the composition may accidentally sever necessary connections. When using an indirect representation, on the other hand, solutions can be modified in an unconstrained way and their feasibility is later ensured by using an appropriate decoding strategy. The indirect representation has been extensively employed in constrained optimisation problems [21, 100], and has demonstrated effectiveness in handling feasibility constraints. However, there is no investigation of the use of the indirect representation for automatic Web service composition. Thus, the overall goal of this chapter is to propose an indirect representation-based search framework for automatic Web service composition, and investigate its effectiveness by comparing it against existing approaches. The following
objectives are sought in this chapter:

1. To outline a general sequence-based optimisation framework for Web service composition.

2. To propose variations of the sequence representation, including a novel variable-length sequence.

3. To propose different decoding strategies for producing the corresponding composition for a given sequence.

4. To compare the performance of these different sequence variations and decoding strategies, using a graph-based approach as the baseline.

### 4.2 Chapter Organisation

The remainder of this chapter is organised as follows. Section 4.3 proposes the sequence-based composition framework and its components. Section 4.4 discusses different methods implemented using the framework. Section 4.5 describes the experimental design. Section 4.6 presents and discusses the experiment results. Section 4.7 summarises this chapter.

### 4.3 A Sequence-based Web Service Composition Framework

The key idea of this chapter is to optimise candidates using an encoded representation, then to construct the actual compositions and evaluate their fitness using a decoding algorithm [21, 100]. More specifically, the chosen representation is a sequence of services $Z = [s_i, ..., s_j]$, where $i, j \in \{1, n\}$ and $n$ is the size of a given repository $D$. This sequence acts as a queue
of composition candidates. This queue is used as the input for a graph-building algorithm that produces a functionally correct composition workflow, which is then used for calculating the candidate’s overall fitness. Some of these graph-building strategies also use the layer information of a service, which specifies the minimum required depth of predecessors between it and the start node. For example, in Figure 4.1 the service ZipToStation belongs to the first layer (i.e. it is directly satisfied by the start node), whereas WeatherReport belongs to the second layer (i.e. it requires a service in a previous layer in order to be satisfied) [37].

![Diagram of a graph with nodes and edges labeled ZipToStation and WeatherReport, and input sets (ZipCode, Date) and output sets (Station, Forecast).]

Figure 4.1: An example composition for a given task.

The use of an encoded representation is advantageous because it allows the optimisation to be carried out with fewer restrictions regarding the genetic operations, since functional constraints are subsequently enforced during the decoding step. The evolutionary framework proposed in this chapter is described in Figure 4.2.

The first (optional) step is to identify which layer \( \mathcal{L} \subseteq \mathcal{D} \) a service belongs to and store this information, which can be used in certain decoding strategies. An algorithm is used to identify a set \( \mathcal{L} \) of layers, ensuring that each service \( s \in \mathcal{D} \) belongs to at most one layer. In other words, for all lay-
the order of the services is assigned randomly for each candidate sequence during initialisation. In the main loop of the framework, the following steps are repeatedly executed: firstly, each sequence is decoded into the corresponding composition workflow using a chosen decoding strategy \( f_d : Z \rightarrow G \), which takes a sequence \( Z \) and produces a directed acyclic graph \( G \) representing the composition; then, the fitness of each candidate sequence in the population is calculated; lastly, the relevant candidates in the population must be updated, e.g. by genetic operators of GAs or
A crucial step of the indirect composition framework is the decoding of population candidates, which are sequences of services, into a composition workflow that accomplishes the desired task. The decoding process involves selecting a service from the sequence and adding it to a workflow, gradually building a composition. Once that workflow can produce the expected output for the composition task, the process is stopped.

Throughout the decoding process preference is given to the services with the highest priority (i.e. those closest to the head of the queue). Two main decoding strategies are investigated in this chapter: forward decoding, which builds compositions from the given inputs (i.e. the start) towards the desired outputs (i.e. the end), and backwards decoding, which builds them from the end to the start. These two strategies are particularly helpful due to the way in which they gradually build the workflow from a
fixed direction, which makes it easier to prevent cycles from forming in the structure. They are further explained below.

**Forward Decoding**

The forward-decoding algorithm is based on the Graphplan technique described in [22], and it builds the corresponding composition workflow from the *start* node towards the *end* node. Services from the queue are gradually added to the workflow, provided that their inputs are completely satisfied by the outputs produced by other services already in the composition. As shown in Algorithm 17, to perform each addition the queue is scanned from left to right (i.e. highest to lowest priority) and the first service whose inputs can be completely satisfied is added to the composition, provided it has not been included already. This process is repeated until all required composition outputs can be produced by the services in the composition, at which point the end node is added to the workflow. An example of the forward decoding algorithm is shown in Figure 4.3. First, service \( b \) is added as it is in the beginning in the sequences, and its inputs are satisfied by the provided inputs (outputs of the starting node). Then, service \( d \) is added, and \( c \) is skipped since its inputs are not satisfied yet. After adding services \( a \) and \( e \) into the composition, service \( c \) is checked again and added into the composition as its inputs are satisfied by the outputs of the newly added services \( a \) and \( e \). Finally, the outputs of service \( c \) satisfy the desired outputs, thus \( c \) is linked to the end node. The forward-decoding approach may introduce *dangling* nodes into the composition workflow, which are nodes whose outputs do not contribute to reaching the end node (e.g. service \( b \) in Figure 4.3). These nodes are removed from the workflow after the end node has been added.
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Algorithm 17: Forward-decoding algorithm for service queue [48].

**Input**: $I_0, O_0, \text{queue } \mathcal{Z}$

**Output**: composition graph $G$

1. Create start node $s_0$ with outputs $I_0$ and end node $s_{n+1}$ with inputs $O_0$;
2. Create graph $G$ containing $s_0$;
3. Create set of available outputs containing $I_0$;
4. while available outputs do not satisfy inputs of $s_{n+1}$ do
   5. Get next candidate from $\mathcal{Z}$;
   6. if candidate inputs are satisfied by available outputs then
      7. Connect node to graph by adding edges from services with needed outputs;
      8. Remove it from $\mathcal{Z}$ and go back to the $\mathcal{Z}$’s beginning;
   9. Connect end node by adding edges from services with needed outputs;
10. Remove dangling nodes from graph $G$;
11. Calculate QoS attributes for $G (A, R, T, C)$ and compute fitness $f$;
12. return $G, f$;

Backward (Layered) Decoding

A backward-decoding approach can be used when the layer information for the candidate services is known. The layer information is obtained by using a simple discovery algorithm [182]. Algorithm 18 filters the services in the repository so that only those that are relevant to the composition task at hand are kept, meanwhile also identifying the layers for each service. It repeatedly searches a repository $\mathcal{D}$, each time finding new services whose inputs can be completely fulfilled by the set of available outputs. The set of outputs is initialised to contain the composition inputs $I_0$, and it is updated as new services are found. The filtering process is termi-
Figure 4.3: Forward-decoding strategy for creating a composition [48].

nated once no additional services can be found. The layer information is returned if the desired composition outputs $O_0$ can be completely fulfilled by the services discovered, otherwise the composition cannot be performed using this service repository. The services corresponding to each index in the particle vector can now be grouped according to their layer, creating a series of service segments within the vector.

The backward decoding approach works from the end node towards the start node, progressively fulfilling pending service inputs. Dangling nodes no longer occur when building compositions from the end node, because services must provide useful outputs in order to be included in the composition. In this context, the layer information prevents cycles from forming during the decoding process. Since now there is a guarantee that all services added to the composition will indeed contribute to the final fitness, the overall QoS attributes can be calculated at the same time the decoding process takes place (i.e. whenever a new service is added to the composition, its $A$, $R$, $T$, and $C$ values are added to the corresponding running QoS totals). A final solution is then constructed only once at the end, so that it can be returned in a human-readable fashion to the service requestor.

Algorithm 19 describes the steps for performing the backward decoding of a sequence. The general idea is to keep track of all inputs that have not yet been fulfilled, working from the last layer towards the first until
Algorithm 18: Discovering relevant service composition layers [48].
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\textbf{Input} : \( I_0, O_0, D \)

\textbf{Output}: service layers \( \mathcal{L} \)

1. Initialise \( \mathcal{L} \) as a superset of services (i.e. a set of layers);
2. Initialise output set with \( I_0 \);
3. Discover services satisfied by output set;
4. \textbf{while} at least one service discovered \textbf{do}
5. \hspace{1em} Add set of services as the next layer in \( \mathcal{L} \);
6. \hspace{1em} Add the outputs of these services to the output set;
7. \hspace{1em} Discover additional services satisfied by the updated output set;
8. \textbf{if} Output set satisfies \( O_0 \) \textbf{then}
9. \hspace{1em} \textbf{return} \( \mathcal{L} \);
10. \textbf{else}
11. \hspace{1em} \textbf{Report no solution};

all the inputs are fulfilled. Services from previous layers are selected to be predecessors of current services, and their QoS is added to the running totals for each attribute (in the case of \( T \), the longest time required so far is tracked). Figure 4.4 shows an example of a service queue that has been decoded using this strategy. Firstly service \( c \) is added, as it is the only service whose output can fulfil the inputs of the end node. Then service \( a \) is added, since it is the closest service to the head of the queue with inputs that can be used to fulfil \( c \). Inputs are fulfilled on a layer by layer basis, which means that all the inputs of \( c \) must be satisfied before those from previous layers. This makes \( e \) the next service to be added. Finally, the layer containing \( a \) and \( e \) can be entirely satisfied by the outputs of service \( d \). This concludes the decoding process, since \( d \) can be satisfied by the start node. Note that during this process QoS totals are updated after each
service addition.

Figure 4.4: Backward-decoding strategy for creating a composition [48].

4.3.2 Fitness Function

A number of strategies exist for evaluating the fitness of Web service composition candidates in evolutionary computing, and they can be split into three groups. The first one employs a single-objective fitness function that performs a weighted sum of the QoS attributes of a composition [37]. In this strategy, the users (i.e. composition requestors) can set the weights to specify the relative importance of their associated quality attributes, though it may be difficult to do so precisely. The second strategy employs the same fitness function, but this time it proposes an automated technique that dynamically selects the function weights [204]. The advantage of this approach is that users no longer have to manually choose the weights; the disadvantage is that specifying a good automated weight selection technique is challenging. Finally, the third strategy is to employ a multi-objective optimisation approach where each QoS attribute is improved independently [181]. This means that it is no longer necessary to select weights, and the technique will generate a set of non-dominated compositions to choose from (instead of a single solution).

In this chapter, the first strategy is used due to its simplicity, since the
Algorithm 19: Backward-decoding algorithm for service queue

\[48, 47\].

**Input**: \(I_0, O_0, \text{queue} \ Z, \text{numLayers}\)

**Output**: fitness \(f\)

Initialise variables to keep track of QoS: \(C = 0, A = 1, R = 1\);

Set \(O_0\) as the next concepts to satisfy, associating each concept with time 0 and \(\text{numLayers} + 1\);

for all layers, from \(\text{numLayers} + 1\) to 1 do

Identify the concepts from next-to-satisfy set that correspond to services in this layer;

while not all of these concepts have been satisfied do

Get the next service in \(Z\) whose layer < current layer;

if service outputs satisfy at least one concept then

Update running QoS values with service QoS (add service cost to \(C\), multiply service availability and reliability with running \(A\) and \(R\));

Add the inputs of service to the set of next concepts to satisfy, each associated with (service time + highest time from satisfied concepts) and current layer position;

Find \(T\) as the highest time from the remaining set of next concepts to satisfy;

Calculate fitness \(f\) using total QoS values \((A, R, T, \text{and } C)\);

return \(f\);
focus is on other aspects of the indirect framework. The fitness score $f$ of a composition solution is obtained by calculating the overall normalised $\bar{A}$, $\bar{R}$, $\bar{T}$, and $\bar{C}$ attributes for the workflow based on the configurations of its atomic services (as discussed in section 2.1.2), then combining these attributes into a single score. The combination of attributes is done using the function $f = w_1\bar{A} + w_2\bar{R} + w_3\bar{T} + w_4\bar{C}$, where $\sum_{j=1}^{4} w_j = 1$. As explained before, the weights are selected by the service requestor to reflect the importance assigned to each attribute, and can be modified according to the user’s preference.

The fitness function produces values in the range $[0, 1]$, where 1 corresponds to the best possible composition and 0 to the worst. In order to ensure that the final fitness score is within that range, the four overall QoS attributes are normalised between 0 and 1 (the upper bound of $T$ and $C$ is calculated by finding the individual service with the highest $T$ or $C$ value in the repository, then multiplying that value by the number of services in the repository [182]).

### 4.3.3 Representations

Another important choice of component for the sequence-based framework is in the representation of candidates, as this will influence the optimisation algorithms and operators used. Four representations are investigated in this chapter, each discussed separately below.

#### Weight Vector Representation

The weight vector-based representation makes use of a vector of weights to designate the sequence of services. The length of this vector corresponds to the number of relevant candidate services in the repository. Each of these services is assigned to a fixed index in the vector. Each cell of this vector contains a floating point number between 0 and 1, which is a weight representing the priority of the corresponding service. During
initialisation, these values are generated at random. The weights are used when decoding a candidate into its corresponding composition workflow. The services are ordered according to their correspondent weights, from the highest to the lowest. Whenever two services have the same weight, their priority is considered equivalent and so their final order in the queue may vary. Once this queue has been produced, the candidate is ready to be decoded. An example of this representation is shown in Figure 4.5.

Layered Weight Vector Representation

The layered weight vector based-representation is similar to the weight vector-based representation, with the key difference that in the layered weight vector-based representation the organisation of the vector of services takes into account the composition layer each relevant service in the repository belongs to. The services corresponding to each index in the particle vector are now grouped according to their layer, creating a series of service segments within the vector. This layer information is also used during the decoding process. An example of this representation is shown in Figure 4.6.
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Fixed-length Sequence-based Representation

In the fixed-length sequence-based representation services are organised directly as a queue, as opposed to using priority weights to denote ordering. Each individual has a fixed length, and the layer information is associated with each service within it. The order of the services is assigned randomly for each candidate during initialisation, allowing no service duplicates within the sequence. An example of this representation is shown in Figure 4.7.

![Fixed-length sequence-based representation](image)

Figure 4.7: Example of fixed-length sequence-based representation.

Variable-Length Sequence-Based Representation

The variable-length representation eliminates unused services from the sequence and frees the search to concentrate on more promising areas of the search space. After decoding each candidate, the sequence of services is shrunk to contain only the relevant services in the corresponding composition. The initial sequences are created with their services randomly arranged. Before their fitness is evaluated, each sequence contains all potentially useful services, so they all have the same length. However, after evaluation the unused services are discarded, and the lengths of the sequences in the population are variable from that point onwards. An example of this representation is shown in Figure 4.8.

![Variable-length sequence-based representation](image)

Figure 4.8: Example of variable-length sequence-based representation.
4.4 Implementation Variations of Framework

Based on the representations and search mechanisms discussed, we investigate six different methods, each corresponding to a different combination of representation strategies, decoding, and search mechanism. While these are obviously not an exhaustive enumeration of all possible combinations, they were found to be a varied set that demonstrates the influence each different component to the overall performance of the framework. The criteria used for selecting these methods was that they should utilise each proposed representation and decoding strategy at least once, and that the combination should result in a functional approach with reasonable performance. These methods are summarised in Table 4.1 and discussed in the subsections below.

<table>
<thead>
<tr>
<th>Name (Abbreviation)</th>
<th>Representation</th>
<th>Optimisation technique</th>
<th>Decoding</th>
<th>Local search</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted (W)</td>
<td>Simple weights</td>
<td>PSO</td>
<td>Forward</td>
<td>No</td>
</tr>
<tr>
<td>Layered Weighted (LW)</td>
<td>Layered weights</td>
<td>PSO</td>
<td>Backward</td>
<td>No</td>
</tr>
<tr>
<td>Fixed Length (FL)</td>
<td>Fixed-length sequence</td>
<td>GA</td>
<td>Backward</td>
<td>No</td>
</tr>
<tr>
<td>Memetic Fixed Length (MFL)</td>
<td>Fixed-length sequence</td>
<td>GA</td>
<td>Backward</td>
<td>Yes</td>
</tr>
<tr>
<td>Variable Length (VL)</td>
<td>Variable-length sequence</td>
<td>Linear GP</td>
<td>Backward</td>
<td>No</td>
</tr>
<tr>
<td>Memetic Variable Length (MVL)</td>
<td>Variable-length sequence</td>
<td>Linear GP</td>
<td>Backward</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of methods implemented using the indirect composition framework.

4.4.1 Weighted and Layered Weighted Methods

The Weighted method uses a vector of weights to represent a candidate sequence, with each position having an associated Web service, and each
corresponding weight determining the priority of that service in the sequence. These weights are optimised using particle swarm optimisation (PSO), and are decoded into a composition by using the forward strategy. In addition to an inertia weight $w$ that determines how much the previous velocity for a particle influences the current one [143], PSO uses two other parameters: the cognitive parameter $c_1$, which defines the confidence the particle places on its own observations, and the social parameter $c_2$, which defines the confidence the particle places on the swarm observations [143]. The Layered Weighted uses the same optimisation technique but begins by grouping the services in the given repository into layers. This layer information is then used during the backward decoding of candidates.

### 4.4.2 Fixed Length and Memetic Fixed Length Methods

The Fixed Length directly optimises a queue of services instead of priority weights. In this method, the layer information and backward decoding are still used, but genetic algorithms (GA) are now employed to evolve the vectors. A Memetic Fixed Length method is also investigated, using the same idea as the fixed length method but incorporating local search. Three operators – crossover, mutation, and local search – are employed in these methods, all focused on modifying the order of the services in the sequence with the aim of encountering more promising solutions. In the proposed crossover, which is based on that of [137], two parent sequences are selected and a randomly chosen subsection of the two is exchanged, also ensuring that there are no service duplicates in the sequence children. In the proposed mutation, based on the work of [99], the idea is to select two services in the sequence at random them swap them. Likewise, the proposed local search works by swapping two services in order to create a neighbour of the original sequence. If all possible neighbours were considered for a sequence of length $n$, the resulting neighbourhood would have a size of $\frac{n(n-1)}{2}$, which would make its exploration very computation-
ally intensive. To handle this issue, researchers have considered a number of different strategies for the efficient exploration of the local search neighbourhood. One alternative is to improve the speed of the fitness calculation for a neighbour, which can be achieved by implementing an improved method for fitness calculation. Instead of calculating the neighbour fitness from scratch, this method adjusts the fitness score based on the variations from the original candidate [155]. Unfortunately this idea can hardly be applied in the context of an indirect method, since the structure of a candidate can only be determined after the expensive decoding process. Another possibility is to employ strategies that efficiently explore an entire large neighbourhood [3], however developing suitable methods is quite challenging. Finally, a balance between the quality of the solutions identified and the computation time can be achieved by restricting the exploration to a subset of the neighbourhood [62, 136], and this is the approach chosen for implementing this local search. Initially a fixed swap point is randomly chosen in the sequence, then the partial neighbourhood is generated by going through the sequence from left to right, each time swapping the current service with the fixed point. Each candidate in this neighbourhood is decoded, and the one with the highest overall fitness is chosen to replace the original sequence. The fixed swap point strategy reduces the size of the neighbourhood of a particle to $n - 1$, which translates into substantial computational time savings. Note that other strategies for creating neighbourhood subsets (such as using random swap points) can also be considered during the local search, however they were not the focus of this thesis.

### 4.4.3 Variable Length and Memetic Variable Length Methods

The Variable Length method employs a variable-length service vector instead of a fixed-length one, thus removing redundancy from the candi-
date sequences and potentially improving their effectiveness. A *Memetic Variable Length* method that incorporates local search is also investigated. The variable-length representation requires different operators from the fixed-length representation, since now it is necessary to prevent individuals from becoming infeasible during the modification process. These operators are problem-specific, therefore no suitable design has been found in the literature. Thus, new variable-length crossover and mutation operations are proposed in this chapter. For the crossover operator, a location index is chosen at random within the vector of each parent, as shown in Figure 4.9. The indices are independently chosen for the two parents, since their length will likely be different as well. Each parent is then split at its chosen index, resulting in two pieces: a *prefix* which spans from the beginning of the sequence to the chosen index (exclusive), and a *suffix* which spans from the chosen index (inclusive) to the end of the sequence. In order to create the children, each original parent is enveloped by the prefix and suffix of the other parent, i.e. the prefix is inserted at the beginning of the original sequence, and the suffix is appended. Since sequences are decoded from left to right using the previously discussed backward algorithm, the services at the beginning are the ones most often checked. Thus, adding a prefix to a sequence highly increases the probability that those services will be chosen to take part in the decoded composition workflow. However, the services in the newly added prefix may contain certain inputs that cannot be fulfilled by the services in the original sequence, and that is why the suffix is also appended. By doing this, the functionality of the corresponding solution is preserved, meanwhile its structure is most likely to change. It is important to note that service duplicates may be introduced by using this operator, however the decoding algorithm can handle this without any problems.

The mutation operator follows the same idea as the crossover, inserting a prefix and appending a suffix to the original sequence. This time, however, the prefix consists of $p$ services chosen at random from the relevant
services in the repository (the parameter $p$ is set before execution). The suffix appended consists of a randomly generated sequence comprising all relevant services in the repository. Once again, this is done to prevent the operation from rendering the corresponding composition non-functional. Even though the resulting sequence may be very long and include repeated services after the addition of the suffix, the filtering process performed after the decoding of the sequence will restore a reasonable length and uniqueness. An example of this operator is shown in Figure 4.10.

Figure 4.10: Example of mutation operator for variable-length sequences.

Finally, the local search operator creates its neighbourhood by repeatedly performing actions similar to those in the mutation operator, creating as many neighbours as the number of services in the original sequence. Before beginning the creation of neighbours, a suffix consisting of a random sequence of all relevant services is created. This suffix will be used when creating all the neighbours. Then, for each service $s$ in the original sequence, a group of up to $p$ predecessors of $s$ (where $p$ is the same pa-
rameter set for the mutation operator) is inserted at the beginning of the sequence, the previously defined suffix is appended, and a neighbour is thus created. The predecessors of \(s\) are defined as any services from the repository whose outputs can be used to fulfil at least one of the inputs of \(s\). These predecessors are randomly ordered into the prefix to be inserted. When \(s\) has less than \(p\) predecessors overall, all of them are included in the prefix. An example of this operation is shown in Figure 4.11. As opposed to the mutation operator, where the prefix is chosen entirely at random, in the local search the prefix for each neighbour is chosen exclusively from the set of predecessors for the currently selected service in the sequence.

Figure 4.11: Example of local search operator for variable-length sequences.

4.5 Experiment Design

Experiments were conducted to verify the performance and the quality of the solutions produced by the sequence-based approaches introduced in this chapter. Comparisons were performed using datasets WSC-2008 [16] and WSC-2009 [95], which contain descriptions of each service in the test repository (required inputs, resulting outputs, and QoS attributes). These
datasets were chosen because the generation of meaningful composition benchmarks is not a straightforward task, and because they are the largest benchmarks to have been broadly employed in the composition literature [17, 158, 108]. WSC-2008 and WSC-2009 were developed for the Web Services Challenge, a competition held at the 10th and 11th editions of the IEEE Conference on Commerce and Enterprise Computing [16, 95]. An ontology of concepts is provided for determining which inputs and outputs are compatible, and a number of service composition tasks is also given. WSC-2008 contains 8 service repositories of varying sizes (ranging from 158 to 8119 services in each), each with an associated composition task, while WSC-2009 has 5 repositories with a greater variety of sizes (between 572 and 15211 services in each – with one task per repository also). Seven methods were compared, each of them being run 30 independent times on personal computers with 8 GB RAM and an Intel Core i7-4770 processor (3.4GHz). The graph-based method, which evolves compositions directly in their workflow form, was used as the baseline technique for these experiments. Tournament selection is adopted as the strategy for choosing which candidates to update in population-based approaches, as it has been shown to provide the appropriate selection pressure [128]. The parameter settings for each technique are shown in Table 4.2, and they were based on popular settings discussed in the literature [97, 166].

<table>
<thead>
<tr>
<th></th>
<th>Graph-based</th>
<th>W</th>
<th>LW</th>
<th>FL</th>
<th>MPL</th>
<th>VL</th>
<th>MVL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pop./Swarm Size</td>
<td>300</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Gens./Iterations</td>
<td>51</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Crossover Prob.</td>
<td>0.8</td>
<td>-</td>
<td>-</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Mutation Prob.</td>
<td>0.95</td>
<td>-</td>
<td>-</td>
<td>0.05</td>
<td>0.05</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Prefix Size</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>Reproduction Prob.</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Local Search Prob.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.05</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tournament Size</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Elitism</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$c_1$</td>
<td>1.49618</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$c_2$</td>
<td>1.49618</td>
<td>-</td>
<td>1.49618</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$w$</td>
<td>0.7298</td>
<td>0.7298</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fitness Weights</td>
<td>0.25(all)</td>
<td>0.25(all)</td>
<td>0.25(all)</td>
<td>0.25(all)</td>
<td>0.25(all)</td>
<td>0.25(all)</td>
<td>0.25(all)</td>
</tr>
</tbody>
</table>

Table 4.2: Experimental parameters for approaches considered.
4.6 Results and Discussions

The fitness results displayed in this section were calculated using the following procedure. For each QoS attribute, the highest and lowest raw (i.e. non-normalised) values were identified from the group of solutions produced by the 30 runs of all approaches. These bounds were used to normalise the QoS values of each solution, which were then aggregated by employing the usual weighted sum. Finally, the mean and standard deviation were calculated for each approach. This strategy produces scores that are relative to the approaches being compared, which makes it easier to detect differences in quality. Table 4.3 displays the mean solution fitness and standard deviation for the 30 independent runs of each approach. Table 4.4 displays the mean execution times (in seconds) and standard deviation for the 30 independent runs of each approach, with results for each dataset. Wilcoxon signed-rank tests at $0.05$ significance level were carried out to verify whether fitness and time values were significantly different. For each dataset, pairwise comparisons were carried out for all possible approach combinations. Then, the comparison results were used to rank each approach and identify the top performers. For example, for dataset 09-1 in Table 4.3, MFL’s fitness was significantly higher in all six comparisons against the other approaches, so MFL’s value is displayed in bold. On the other hand, for dataset 09-4 there was no significant difference between MFL and MVL, though both were significantly better than all other approaches. The pairwise comparison results concerning fitness are summarised in Table 4.5, and those concerning time are summarised in Table 4.6. In these tables, each column displays the win/draw/loss scores of an approach compared to the others. A win shows the number of dataset instances for which the current approach (i.e. the approach listed in the column title) outdoes its opponents (i.e. the approaches listed in the row titles), a draw shows the number of instances for which the current approach and the opponents are equivalent, and a loss shows the number of
instances for which the current approach is outdone by the opponents. Results show that the quality of the solutions produced using the sequence-based approaches is generally higher than of those produced using the graph-based approach. However, for some datasets the sequence-based approaches also require a longer execution time, presumably due to the need to decode candidates before each evaluation. Notably, the newly proposed Memetic Variable Length can reach comparable quality to Memetic Fixed Length, even though it requires much shorter execution times. This is supported by the statistical results in Tables 4.5 and 4.6. An example of the convergence behaviour of all approaches for the dataset WSC-2008-5 is shown in Figure 4.12, which displays the mean fitness of each population over time. Note that the fitness values have also been normalised in this analysis, though using boundaries identified from all candidates generated by the 30 runs of all approaches (rather than only using the solutions produced by all approaches, as before). This means that the final fitness values displayed in this analysis are proportionately different to the ones in Table 4.3. As seen in Figure 4.12, a convergence pattern is generally observed for all approaches, and this behaviour is also observed for the other datasets. Experiment findings are analysed in more detail in the following subsections.

4.6.1 Effectiveness of Sequence-based Representation

One of the objectives of this chapter was to investigate the efficacy of sequence-based approaches when compared to a technique that evolves compositions directly as workflows. During initialisation, the graph-based approach ensures that all candidates meet the necessary functional constraints. Then, constrained mutation and crossover operators are applied to individuals in their workflow form, gradually improving their overall QoS. Despite maintaining the correctness of each candidate, this approach could end up overly restricting the solution search space. In contrast,
sequence-based approaches use unconstrained random initialisation and operators, meaning that they will not unwittingly restrict the search space. However, the decoding stage still ensures functional constraints are met for each solution. When analysing the fitness results of the graph-based approach compared to the others, it is clear that the sequence-based approaches produce better solutions for the majority of datasets. For datasets 08-3 to 08-7, the graph-based approach had the lowest fitness values of all techniques despite its appreciably larger population size, although it did produce good quality solutions for datasets 08-1, 08-8, 09-2, and 09-3. This demonstrates that approaches such as the graph-based one do not have the best performance in many situations, though in a number of specific scenarios they can produce reasonable solutions. Sequence-based approaches, on the other hand, mostly produce better results in terms of fitness. Regarding the execution time, results show that sequence-based approaches run significantly faster than the graph-based approach for all datasets except 09-3, where the difference between the time of the graph-

<table>
<thead>
<tr>
<th>Set</th>
<th>Graph-based</th>
<th>W</th>
<th>LW</th>
<th>FL</th>
<th>MFL</th>
<th>VL</th>
<th>MVL</th>
</tr>
</thead>
<tbody>
<tr>
<td>08-1</td>
<td>0.53 ± 0</td>
<td>0.51 ± 0.06</td>
<td>0.46 ± 0.06</td>
<td>0.48 ± 0.07</td>
<td>0.51 ± 0.03</td>
<td>0.49 ± 0.05</td>
<td>0.48 ± 0.04</td>
</tr>
<tr>
<td>08-2</td>
<td>0.4 ± 0</td>
<td>0.39 ± 0.02</td>
<td>0.41 ± 0.07</td>
<td>0.42 ± 0.09</td>
<td>0.41 ± 0.06</td>
<td>0.39 ± 0.03</td>
<td>0.47 ± 0.14</td>
</tr>
<tr>
<td>08-3</td>
<td>0.15 ± 0.05</td>
<td>0.29 ± 0.04</td>
<td>0.37 ± 0.03</td>
<td>0.42 ± 0.04</td>
<td>0.46 ± 0</td>
<td>0.41 ± 0.07</td>
<td>0.43 ± 0.01</td>
</tr>
<tr>
<td>08-4</td>
<td>0.4 ± 0.09</td>
<td>0.6 ± 0.17</td>
<td>0.71 ± 0.05</td>
<td>0.75 ± 0.01</td>
<td>0.76 ± 0</td>
<td>0.74 ± 0.04</td>
<td>0.76 ± 0</td>
</tr>
<tr>
<td>08-5</td>
<td>0.19 ± 0.02</td>
<td>0.27 ± 0.06</td>
<td>0.32 ± 0.06</td>
<td>0.34 ± 0.07</td>
<td>0.38 ± 0.02</td>
<td>0.3 ± 0.05</td>
<td>0.36 ± 0.03</td>
</tr>
<tr>
<td>08-6</td>
<td>0.23 ± 0.02</td>
<td>0.3 ± 0.06</td>
<td>0.33 ± 0.05</td>
<td>0.44 ± 0.1</td>
<td>0.5 ± 0.05</td>
<td>0.32 ± 0.05</td>
<td>0.47 ± 0.06</td>
</tr>
<tr>
<td>08-7</td>
<td>0.2 ± 0.03</td>
<td>0.35 ± 0.06</td>
<td>0.41 ± 0.05</td>
<td>0.4 ± 0.06</td>
<td>0.45 ± 0.03</td>
<td>0.35 ± 0.07</td>
<td>0.44 ± 0.05</td>
</tr>
<tr>
<td>08-8</td>
<td>0.42 ± 0.06</td>
<td>0.41 ± 0.02</td>
<td>0.33 ± 0.08</td>
<td>0.41 ± 0.05</td>
<td>0.47 ± 0.02</td>
<td>0.37 ± 0.08</td>
<td>0.45 ± 0.02</td>
</tr>
<tr>
<td>09-1</td>
<td>0.45 ± 0.1</td>
<td>0.53 ± 0.09</td>
<td>0.51 ± 0.05</td>
<td>0.51 ± 0.07</td>
<td>0.56 ± 0.04</td>
<td>0.53 ± 0.04</td>
<td>0.53 ± 0.01</td>
</tr>
<tr>
<td>09-2</td>
<td>0.46 ± 0.02</td>
<td>0.45 ± 0.04</td>
<td>0.46 ± 0.09</td>
<td>0.5 ± 0.04</td>
<td>0.52 ± 0.01</td>
<td>0.42 ± 0.08</td>
<td>0.48 ± 0.05</td>
</tr>
<tr>
<td>09-3</td>
<td>0.75 ± 0.07</td>
<td>0.79 ± 0.09</td>
<td>0.66 ± 0.23</td>
<td>0.65 ± 0.25</td>
<td>0.76 ± 0.2</td>
<td>0.6 ± 0.21</td>
<td>0.68 ± 0.23</td>
</tr>
<tr>
<td>09-4</td>
<td>0.25 ± 0.01</td>
<td>0.22 ± 0.06</td>
<td>0.39 ± 0.06</td>
<td>0.43 ± 0.08</td>
<td>0.48 ± 0.04</td>
<td>0.36 ± 0.04</td>
<td>0.48 ± 0.04</td>
</tr>
<tr>
<td>09-5</td>
<td>0.39 ± 0.08</td>
<td>0.35 ± 0.03</td>
<td>0.39 ± 0.05</td>
<td>0.46 ± 0.04</td>
<td>0.48 ± 0.02</td>
<td>0.41 ± 0.06</td>
<td>0.46 ± 0.07</td>
</tr>
</tbody>
</table>

Table 4.3: Mean solution fitness for each approach. The significantly highest values are shown in bold for each dataset.
4.6. RESULTS AND DISCUSSIONS

Table 4.4: Mean execution time (s) for each approach. The significantly lowest times are shown in bold for each dataset.

<table>
<thead>
<tr>
<th>Set</th>
<th>Graph-based</th>
<th>W</th>
<th>LW</th>
<th>FL</th>
<th>MFL</th>
<th>VL</th>
<th>MVL</th>
</tr>
</thead>
<tbody>
<tr>
<td>08-1</td>
<td>2.43 ± 0.23</td>
<td>1.17 ± 0.22</td>
<td>0.36 ± 0.07</td>
<td><strong>0.25 ± 0.03</strong></td>
<td>0.38 ± 0.06</td>
<td><strong>0.25 ± 0.04</strong></td>
<td>0.3 ± 0.03</td>
</tr>
<tr>
<td>08-2</td>
<td>1.58 ± 0.2</td>
<td>1.1 ± 0.26</td>
<td>0.41 ± 0.11</td>
<td>0.34 ± 0.04</td>
<td>0.42 ± 0.04</td>
<td><strong>0.34 ± 0.05</strong></td>
<td>0.37 ± 0.06</td>
</tr>
<tr>
<td>08-3</td>
<td>9.7 ± 1.34</td>
<td>2.95 ± 0.32</td>
<td>0.85 ± 0.14</td>
<td>0.72 ± 0.06</td>
<td>2.1 ± 0.19</td>
<td><strong>0.57 ± 0.06</strong></td>
<td>1.22 ± 0.13</td>
</tr>
<tr>
<td>08-4</td>
<td>2.8 ± 0.26</td>
<td>1.31 ± 0.14</td>
<td>0.56 ± 0.12</td>
<td><strong>0.47 ± 0.04</strong></td>
<td>0.66 ± 0.06</td>
<td><strong>0.46 ± 0.07</strong></td>
<td>0.6 ± 0.07</td>
</tr>
<tr>
<td>08-5</td>
<td>4.99 ± 0.33</td>
<td>2.58 ± 0.37</td>
<td>0.91 ± 0.21</td>
<td>0.81 ± 0.1</td>
<td>2.62 ± 0.53</td>
<td><strong>0.7 ± 0.11</strong></td>
<td>0.95 ± 0.11</td>
</tr>
<tr>
<td>08-6</td>
<td>13.31 ± 0.83</td>
<td>11.29 ± 1.22</td>
<td>3.56 ± 0.34</td>
<td>3.38 ± 0.29</td>
<td>17.16 ± 3.23</td>
<td><strong>2.81 ± 0.24</strong></td>
<td>5.56 ± 0.48</td>
</tr>
<tr>
<td>08-7</td>
<td>10.21 ± 1.53</td>
<td>6.71 ± 1.41</td>
<td>2.81 ± 0.45</td>
<td>2.63 ± 0.4</td>
<td>13.24 ± 3.5</td>
<td><strong>2 ± 0.14</strong></td>
<td>2.54 ± 0.25</td>
</tr>
<tr>
<td>08-8</td>
<td>9.28 ± 0.7</td>
<td>10 ± 1.25</td>
<td>6.68 ± 1.25</td>
<td>6.54 ± 1.02</td>
<td>30.7 ± 7.9</td>
<td><strong>4.38 ± 0.67</strong></td>
<td>5.68 ± 0.84</td>
</tr>
<tr>
<td>09-1</td>
<td>1.92 ± 0.21</td>
<td>1.07 ± 0.22</td>
<td>0.46 ± 0.1</td>
<td><strong>0.4 ± 0.1</strong></td>
<td>0.57 ± 0.09</td>
<td><strong>0.38 ± 0.04</strong></td>
<td>0.47 ± 0.07</td>
</tr>
<tr>
<td>09-2</td>
<td>5.89 ± 0.55</td>
<td>10.71 ± 2.39</td>
<td>2.93 ± 0.24</td>
<td>3.04 ± 0.3</td>
<td>9.84 ± 1.86</td>
<td><strong>2.53 ± 0.12</strong></td>
<td>4.27 ± 0.32</td>
</tr>
<tr>
<td>09-3</td>
<td><strong>3.72 ± 0.51</strong></td>
<td>8.3 ± 2.23</td>
<td>4.57 ± 0.81</td>
<td>3.88 ± 0.92</td>
<td>13.96 ± 9.93</td>
<td><strong>3.69 ± 0.35</strong></td>
<td>4.54 ± 0.81</td>
</tr>
<tr>
<td>09-4</td>
<td>18.92 ± 0.59</td>
<td>40.09 ± 6.55</td>
<td>18.77 ± 2.44</td>
<td>18.11 ± 2.02</td>
<td>181.14 ± 36.94</td>
<td><strong>14.63 ± 1.21</strong></td>
<td>30.85 ± 4.57</td>
</tr>
<tr>
<td>09-5</td>
<td>14.05 ± 1.26</td>
<td>32.15 ± 6.06</td>
<td>10.64 ± 1.38</td>
<td>10.78 ± 1.52</td>
<td>54.9 ± 12.37</td>
<td><strong>7.68 ± 0.36</strong></td>
<td>8.9 ± 1.31</td>
</tr>
</tbody>
</table>

Based approach and that of the fastest sequence-based approach (Variable Length) is not statistically significant. Thus, despite taking less time to execute the sequence-based approaches still produce higher quality solutions, particularly in the case of the novel Memetic Variable Length approach.

4.6.2 Effectiveness of Layer Information

The fitness results show that the Weighted approach, which does not use the layer information, produces solutions whose quality is inferior to the other sequence-based approaches, which do use the layer information. The one exception to this is dataset 08-1, where the fitness of Weighted is tied in first place with that of the graph-based approach. In terms of execution time, the results show that Weighted takes significantly longer to execute than the other sequence-based approaches. This is the case for all datasets, showing that benefit of using this information applies even to the smallest repositories. The one exception to this is Memetic Fixed Length,
Table 4.5: Summary of statistical significance tests for fitness, where each column shows the win/draw/loss score of an approach against others for all instances of WSC-2008 and WSC-2009.

<table>
<thead>
<tr>
<th></th>
<th>Graph-based</th>
<th>W</th>
<th>LW</th>
<th>FL</th>
<th>MFL</th>
<th>VL</th>
<th>MVL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>WSC-2008</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8 instances)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph-based</td>
<td>-</td>
<td>5/2/1</td>
<td>6/0/2</td>
<td>6/1/1</td>
<td>7/0/1</td>
<td>5/1/2</td>
<td>7/0/1</td>
</tr>
<tr>
<td>W</td>
<td>1/2/5</td>
<td>-</td>
<td>5/1/2</td>
<td>6/1/1</td>
<td>7/0/1</td>
<td>3/2/3</td>
<td>7/0/1</td>
</tr>
<tr>
<td>LW</td>
<td>2/0/6</td>
<td>2/1/5</td>
<td>-</td>
<td>5/3/0</td>
<td>8/0/0</td>
<td>3/3/2</td>
<td>7/1/0</td>
</tr>
<tr>
<td>FL</td>
<td>1/1/6</td>
<td>1/1/6</td>
<td>0/3/5</td>
<td>-</td>
<td>6/2/0</td>
<td>0/4/4</td>
<td>4/4/0</td>
</tr>
<tr>
<td>MFL</td>
<td>1/0/7</td>
<td>1/0/7</td>
<td>0/0/8</td>
<td>0/2/6</td>
<td>-</td>
<td>0/1/7</td>
<td>0/5/3</td>
</tr>
<tr>
<td>VL</td>
<td>2/1/5</td>
<td>3/2/3</td>
<td>2/3/3</td>
<td>4/4/0</td>
<td>7/1/0</td>
<td>-</td>
<td>5/3/0</td>
</tr>
<tr>
<td>MVL</td>
<td>1/0/7</td>
<td>1/0/7</td>
<td>0/1/7</td>
<td>0/4/4</td>
<td>3/5/0</td>
<td>0/3/5</td>
<td>-</td>
</tr>
<tr>
<td><strong>WSC-2009</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5 instances)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph-based</td>
<td>-</td>
<td>1/2/2</td>
<td>1/4/0</td>
<td>4/1/0</td>
<td>4/1/0</td>
<td>2/1/2</td>
<td>3/2/0</td>
</tr>
<tr>
<td>W</td>
<td>2/2/1</td>
<td>-</td>
<td>2/1/2</td>
<td>3/1/1</td>
<td>3/2/0</td>
<td>2/2/1</td>
<td>3/2/0</td>
</tr>
<tr>
<td>LW</td>
<td>0/4/1</td>
<td>2/1/2</td>
<td>-</td>
<td>2/3/0</td>
<td>5/0/0</td>
<td>1/2/2</td>
<td>3/2/0</td>
</tr>
<tr>
<td>FL</td>
<td>0/1/4</td>
<td>1/1/3</td>
<td>0/3/2</td>
<td>-</td>
<td>5/0/0</td>
<td>0/2/3</td>
<td>1/4/0</td>
</tr>
<tr>
<td>MFL</td>
<td>0/1/4</td>
<td>0/2/3</td>
<td>0/0/5</td>
<td>0/0/5</td>
<td>-</td>
<td>0/0/5</td>
<td>0/1/4</td>
</tr>
<tr>
<td>VL</td>
<td>2/1/2</td>
<td>1/2/2</td>
<td>2/2/1</td>
<td>3/2/0</td>
<td>5/0/0</td>
<td>-</td>
<td>3/2/0</td>
</tr>
<tr>
<td>MVL</td>
<td>0/2/3</td>
<td>3/2/0</td>
<td>3/2/0</td>
<td>4/1/0</td>
<td>4/1/0</td>
<td>0/2/3</td>
<td>-</td>
</tr>
</tbody>
</table>

which takes significantly more time to execute than Weighted for datasets 08-6 to 08-8, and 09-3 to 09-5. This is due to the local search operator used by Memetic Fixed Length, which can be computationally expensive for larger repositories. Thus, the use of layer information contributes to reducing the execution time and improving the quality of compositions. The use of layer information is linked to the choice of decoding strategy, with the backward decoding requiring this information to be available while the forward decoding does not. This means that the backward decoding is more effective than the forward decoding, though the forward decoding can be used in scenarios where the layer information is not known (in that sense, the forward decoding is always effective).
### 4.6. RESULTS AND DISCUSSIONS

<table>
<thead>
<tr>
<th>Method</th>
<th>Graph-based</th>
<th>W</th>
<th>LW</th>
<th>FL</th>
<th>MFL</th>
<th>VL</th>
<th>MVL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>WSC-2008</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph-based</td>
<td>-</td>
<td>7/0/1</td>
<td>8/0/0</td>
<td>8/0/0</td>
<td>5/0/3</td>
<td>8/0/0</td>
<td>8/0/0</td>
</tr>
<tr>
<td>W</td>
<td>1/0/7</td>
<td>-</td>
<td>8/0/0</td>
<td>8/0/0</td>
<td>4/1/3</td>
<td>8/0/0</td>
<td>8/0/0</td>
</tr>
<tr>
<td>LW</td>
<td>0/0/8</td>
<td>0/0/8</td>
<td>-</td>
<td>6/2/0</td>
<td>0/2/6</td>
<td>8/0/0</td>
<td>3/2/3</td>
</tr>
<tr>
<td>FL</td>
<td>0/0/8</td>
<td>0/0/8</td>
<td>0/2/6</td>
<td>-</td>
<td>0/0/8</td>
<td>5/3/0</td>
<td>1/1/6</td>
</tr>
<tr>
<td>MFL</td>
<td>3/0/5</td>
<td>3/1/4</td>
<td>6/2/0</td>
<td>8/0/0</td>
<td>-</td>
<td>8/0/0</td>
<td>8/0/0</td>
</tr>
<tr>
<td>VL</td>
<td>0/0/8</td>
<td>0/0/8</td>
<td>0/0/8</td>
<td>0/3/5</td>
<td>0/0/8</td>
<td>-</td>
<td>0/0/8</td>
</tr>
<tr>
<td>MVL</td>
<td>0/0/8</td>
<td>0/0/8</td>
<td>3/2/3</td>
<td>6/1/1</td>
<td>0/0/8</td>
<td>8/0/0</td>
<td>-</td>
</tr>
<tr>
<td><strong>WSC-2009</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph-based</td>
<td>-</td>
<td>1/0/4</td>
<td>3/1/1</td>
<td>4/1/0</td>
<td>1/0/4</td>
<td>4/1/0</td>
<td>3/0/2</td>
</tr>
<tr>
<td>W</td>
<td>4/0/1</td>
<td>-</td>
<td>5/0/0</td>
<td>5/0/0</td>
<td>1/1/3</td>
<td>5/0/0</td>
<td>5/0/0</td>
</tr>
<tr>
<td>LW</td>
<td>1/1/3</td>
<td>0/0/5</td>
<td>-</td>
<td>2/3/0</td>
<td>0/0/5</td>
<td>5/0/0</td>
<td>1/2/2</td>
</tr>
<tr>
<td>FL</td>
<td>0/1/4</td>
<td>0/0/5</td>
<td>0/3/2</td>
<td>-</td>
<td>0/0/5</td>
<td>3/2/0</td>
<td>1/0/4</td>
</tr>
<tr>
<td>MFL</td>
<td>4/0/1</td>
<td>3/1/1</td>
<td>5/0/0</td>
<td>5/0/0</td>
<td>-</td>
<td>5/0/0</td>
<td>5/0/0</td>
</tr>
<tr>
<td>VL</td>
<td>0/1/4</td>
<td>0/0/5</td>
<td>0/0/5</td>
<td>0/2/3</td>
<td>0/0/5</td>
<td>-</td>
<td>0/0/5</td>
</tr>
<tr>
<td>MVL</td>
<td>2/0/3</td>
<td>0/0/5</td>
<td>2/2/1</td>
<td>4/0/1</td>
<td>0/0/5</td>
<td>5/0/0</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.6: Summary of statistical significance tests for time, where each column shows the win/draw/loss score of an approach against others for all instances of WSC-2008 and WSC-2009.

### 4.6.3 Comparison between Weight Vector-based and Service-based Representations

The fitness results show that solutions of a higher quality can be achieved when representing sequences directly using services instead of weights for all datasets except 08-1, where Weighted reaches a high quality in comparison to the other approaches. Upon closer inspection, it becomes clear that the two approaches that consistently outperform Weighted and Layered Weighted are Memetic Fixed Length and Memetic Variable Length, both of which rely on local search operators during the evolutionary process. Thus, these results reveal that one of the key advantages of representing sequences directly as a vector of services is that it enables the intuitive creation of a neighbourhood of solutions for local search, a process that is
not so straightforward when relying on weights to designate the order of the services. Regarding the execution time, results show that the weight vector-based representations are consistently slower than Fixed Length and Variable Length. However, the weighted approaches can be faster than Memetic Fixed Length and Memetic Variable Length, particularly for datasets 08-7, 08-8, 09-3, 09-4, and 09-5. This is to be expected, since the local search used by the memetic approaches requires additional computation. Thus, these results show that sequence-based representations are more effective than weight vector-based ones when the focus is on quality.
4.6.4 Comparison between Fixed-length and Variable-length Representations

In terms of fitness, results show that the fixed-length approaches (in particular, Memetic Fixed Length) produce solutions with higher quality than the variable-length approaches, even though Memetic Variable Length can occasionally match the quality of Memetic Fixed Length (datasets 08-2, 08-4, 08-7, and 09-4). However, the variable-length representation does improve the efficiency of sequence-based approaches, as shown by the time results. The execution time of Variable Length is significantly lower than that of all other sequence-based approaches for all datasets, except for some of the comparisons with Fixed Length where there is no significant difference. This corroborates the hypothesis that removing the irrelevant services from the sequences would reduce the overall computational time. Significant time savings can also be observed when comparing Memetic Variable Length to Memetic Fixed Length. The mean time savings of Memetic Variable Length are remarkable for larger datasets (08-6 to 08-8 and 09-4 to 09-5), with a difference of over 100 seconds for dataset 09-4. This is because the computational cost of Memetic Fixed Length’s local search grows with the size of the entire repository, whereas the cost of Memetic Variable Length’s local search only grows according to the average size of the resulting compositions. Thus, the choice between fixed-length and variable length presents a trade-off between execution time and solution quality.

4.6.5 Further Analysis

Two solution examples were analysed to illustrate the effects of the composition’s topology on its overall QoS. Figure 4.13 shows an example of a composition solution for produced by Layered Weighted for the dataset WSC-2009-2, while Figure 4.14 shows a composition example produced by Memetic Fixed Length for the same dataset. The solution produced
by Memetic Fixed Length uses fewer atomic services to reach the desired overall output than Layered Weighted (20 versus 22), and also fewer connecting edges (27 vs 30). Notably, the Layered Weighted solution uses the outputs of three different services to fulfil the inputs of `serv1345132045`, whereas Memetic Fixed Length has managed to discover that all the inputs of that service can be fulfilled by `serv2037815869` alone. This simpler and non-redundant composition topology translates into better overall QoS values for Memetic Fixed Length ($T$: 20577.85, $C$: 62.77) than for Layered Weighted ($T$: 20954.30 and $C$: 77.35) with similar $A$ and $R$.

Figure 4.13: Example of solution produced by run 1 of LW for WSC-2009-2.

### 4.6.6 Summary of Evaluation

In addition to showing that the sequence-based approaches are promising for automated Web service composition, the experiments also demonstrate five key points:

- The sequence-based composition approaches can produce solutions with better quality than those of the graph-based approach. Cer-
Figure 4.14: Example of solution produced by run 1 of MFL for WSC-2009-2.

- The backward decoding algorithm performs more efficiently than the forward decoding algorithm.

Given these findings, a general guideline would be to employ a sequential representation with a local search operator if the focus is on max-
imising the quality of the compositions, or to use a variable-length sequential representation with backward decoding if the focus is on minimising the execution time for the framework.

4.7 Chapter Summary

The overall goal of this chapter was to propose a novel sequence-based framework for fully automated Web service composition. In order to achieve this goal a number of objectives were accomplished. (1) A general sequence-based framework was proposed, following the key idea of optimising the encoded candidates in an unconstrained way then decoding them before each fitness evaluation, as this ensures that the corresponding compositions are functionally correct. (2) Variations of the sequence representation were proposed, including sequences of weights, sequences of services with a fixed length, and sequences of services with a variable length. (3) Different decoding strategies for producing a composition from a sequence were proposed, including a forward decoding algorithm and a backward decoding algorithm that relies on the layer information of services. (4) Experiments were carried out to evaluate the performance of several approaches created using this framework, comparing the execution time and solution quality of the various sequence-based methods to a baseline graph-based approach.

In this chapter we learned that the sequence-based approaches are valuable composition techniques to consider, and in some cases the quality of the sequence-based approaches significantly exceeds that of the graph-based approach. Other findings are that the backward decoding strategy is the more efficient of the two decoding alternatives explored, that the use of the layer information significantly improves the performance of the framework, and that representing candidates directly as sequences of services (as opposed to weights) yields higher-quality results. This chapter also demonstrates that certain combinations of framework components lead to
efficient execution with good overall results. Despite the promising performance of the sequence-based approaches, there are still open areas of investigation. In particular, the choice construct has not been considered in these approaches. This would likely require a redesign in the sequence-based representations, as well as different decoding strategies and genetic operators. Thus, the sequence-based approaches do not supplant the previously discussed tree-based and graph-based approaches. In the future, further analysis should be conducted to check the sensitivity of the parameters used for the experiments.
Chapter 5

Multi-Objective Web Service Composition Approaches

5.1 Introduction

Single-objective Web service composition is a popular strategy for optimising service workflows [28, 188, 215], and it consists of employing a fitness function that aggregates the different QoS attributes into a single value. This fitness function associates a different weight to each QoS attribute, and users set these weights to express their preference regarding the importance of each attribute. While this is an effective approach, it requires users to have clear QoS preferences before the composition process has started. However, users often do not have clear preferences before being presented with a number of composition options. Then, it becomes necessary to generate a front of trade-off solutions that users can choose from. Multi-objective optimisation approaches can be used to generate these fronts, so they are a natural choice to tackle this problem. A number of existing works have employed multi-objective techniques to Web service composition [197, 36, 43], though these create the solution in a semi-automated way. Thus, the overall goal of this chapter is to propose multi-objective QoS-aware and fully automated approaches to Web ser-
vice composition, considering different representations, genetic operators, and multi-objective algorithms. The first algorithm, NSGA-II [51], was chosen because it has been previously employed for multi-objective Web service composition [199], though never the fully automated kind. The second algorithm, a NSGA-II and MOEA/D hybrid [124], was chosen because it divides the multi-objective problem into single-objective subproblems, enabling the use of less computationally expensive single-objective strategies. The following objectives are sought in this chapter:

1. To propose three NSGA-II-based Web service composition approaches, each employing a different representation and set of genetic operators.

2. To compare the performance of the NSGA-II-based approaches in order to determine which one is the most promising.

3. To propose two hybrid-based Web service composition approaches, both using the representation to be found most promising. One employs a single-objective local search operator as part of the optimisation, and the other does not.

4. To compare the performance of the two hybrid-based approaches in order to ascertain whether the use of the local search operator is advantageous.

5.2 Chapter Organisation

The remainder of this chapter is organised as follows. Section 5.3 introduces the multi-objective Web service composition problem. Section 5.4 presents an overview of the multi-objective algorithms and fully automated representations that can be combined in order to create a multi-objective approach. Section 5.5 discusses the five multi-objective approaches
investigated in this chapter, each created from combining a given algorithm and representation. Section 5.6 outlines the experiment design for evaluating our proposed approaches. Section 5.7 presents the experimental results. Section 5.8 summarises the chapter.

## 5.3 Problem Definition

The multi-objective QoS-aware Web service composition problem tackled in this chapter optimises the following two independent objective functions.

\[
\min (f_1 = \bar{T} + \bar{C}) \tag{5.1}
\]

\[
\min (f_2 = \bar{A} + \bar{R}) \tag{5.2}
\]

Both of these are minimisation functions that produce values in the range [0,2], with 0 denoting the highest possible quality and 2 denoting the lowest. \(\bar{A}, \bar{R}, \bar{T},\) and \(\bar{C}\) are normalised values for a composition candidate’s availability, reliability, time, and cost, all calculated using the principles described in subsection 2.1.2. Note that \(A\) and \(R\) are probability-based scores, meaning that overall values for those attributes are calculated by multiplying together the individual values from the composition’s atomic services. In the normalisation, \(A\) and \(R\) values are offset so that smaller scores denote better quality. The normalisation bounds are chosen based on values found in the service repository. \(A_{min}\) and \(R_{min}\) are set to 0, while \(T_{min}\) and \(C_{min}\) are both set to be the lowest value found amongst all services in the repository for that attribute. \(A_{max}, R_{max}, T_{max},\) and \(C_{max}\) are all set to be the highest value found amongst all services in the repository for that attribute, with \(T_{max}\) and \(C_{max}\) then being multiplied by the size of the repository [116]. The decision to independently optimise \((T,C)\) and \((A,R)\) was based on previous observations of the optimisation behaviour in a
single-objective space, which showed a conflict between these two groups of attributes – in practice, these QoS attributes could also be paired differently depending on the particular observations of different service repositories. Optimising each QoS attribute in a completely independent way would require four objective functions, thus leading to a many-objective optimisation problem – which is defined as a problem with more than three objectives and with a more complex optimisation behaviour. As fully automated composition had not been previously attempted in the simpler multi-objective context, the decision was to investigate this problem configuration before considering the more complex many-objective and fully automated Web service composition. An overview of the two algorithms employed in this chapter is presented in the following subsections.

5.4 Multi-Objective Web Service Composition Components

Multi-objective Web service composition has two fundamental components. The first is an algorithm that supports the independent optimisation of multiple objectives, and the second is a representation that supports fully automated composition. Each algorithm can be combined with a given representation in order to create a corresponding multi-objective composition approach. Given this flexibility, the aim of this section is to present the different algorithm and representation options considered in this chapter, which will later be combined into specific multi-objective composition approaches.

5.4.1 Algorithms

A key aspect of multi-objective Web service composition is the algorithm employed in the optimisation process. Two multi-objective evolutionary algorithms are considered in this chapter, NSGA-II and a hybridisation of
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NSGA-II and MOEA/D. The key idea of NSGA-II is to evaluate the fitness of individuals in a non-dominated way, which allows for different objectives to be independently optimised. Similarly, the hybrid algorithm employs the idea of non-dominated sorting, however it also allows for the multi-objective problem at hand to be decomposed into a series of single-objective subproblems. This hybridisation was chosen over employing MOEA/D alone because it uses non-dominated sorting, which can naturally handle the optimisation of objectives in different scales. These two algorithms are presented in more detail below.

NSGA-II for Service Composition

NSGA-II, which is introduced in Chapter 2, is employed here in the context of Web service composition. As explained before, the general idea of NSGA-II is to sort candidates using a non-dominated strategy, which allows for different objectives to be independently optimised. A version of NSGA-II for Web service composition is shown in Algorithm 20.

The algorithm begins by initialising a population of composition workflows and performing non-dominated sorting on them. Then, as long as a predefined number of generations has not yet been reached, the following steps are executed. Firstly, the best \( N \) compositions are chosen from the current population according to their rank and crowding distance, which are calculated based on the composition’s QoS attributes. Secondly, compositions are placed in a mating pool from which some candidates are selected. Crossover and mutation operators are applied to these candidates, generating functionally correct offspring. Finally, the mating pool and offspring are combined as the current population, the new crowding distances are calculated for each individual, and non-dominated sorting is performed. The breeding process continues until the predefined number of generations has been reached, at which point a Pareto front consisting of the top-ranked compositions is returned.
Algorithm 20: NSGA-II for Web service composition.

**Input** : R, SR, Population size \( N \)

**Output**: Set of solutions

Initialise the population of composition workflows using selected representation;
Perform non-dominated sorting on workflows using fitness functions;

while number of generations not reached do

Choose \( N \) best compositions from the population according to QoS and place them in a mating pool;
Select compositions from mating pool and apply problem-specific crossover and mutation;
Combine mating pool and offspring as the new population, calculate crowding distance, and perform non-dominated sorting;

return solution set with highest-rank compositions

A Hybrid NSGA-II and MOEA/D Algorithm for Service Composition

The hybrid NSGA-II and MOEA/D algorithm was originally proposed in [124]. While it retains the simple non-dominated sorting strategy from NSGA-II, it also decomposes the problem using the principles of MOEA/D. This enables single-objective local search operators to be employed with a given probability, which is a less computationally expensive alternative to multi-objective local search operators such as Pareto Local Search, which exhaustively searches neighbours to each candidate in the Pareto front until no new solutions can be found [89]. Figure 5.1 and Algorithm 21 show the overall steps of the hybrid algorithm for Web service composition.

Initially uniformly distributed weights are generated for each subproblem, indicating the importance of each objective when evaluated in the context of that subproblem. Once a weight has been assigned to each sub-
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Figure 5.1: Overall logical flow for the hybrid algorithm for Web service composition.
Algorithm 21: Hybrid algorithm for Web service composition.

**Input**: R, SR, Population size $N$, neighbourhood size $T$

**Output**: Set of solutions

Generate $N$ uniformly distributed weight vectors, one for each subproblem;

For each weight vector, find its $T$ closest neighbours;

Randomly initialise a population of $N$ compositions using selected representation;

Assign each composition in the population to a subproblem;

Evaluate $f_1, f_2$ fitness of initial population by calculating the QoS attributes of each composition;

while stopping criterion not met do

    Create an empty set of offspring;

    foreach subproblem do

        Place the subproblem composition plus the neighbourhood compositions in a selection pool;

        Carry out tournament selection, evaluating composition by aggregating objective values using subproblem weights;

        Apply a given genetic operator, randomly chosen according to probabilities, to the tournament winner;

        Evaluate result of genetic operation;

        Add result to set of offspring;

    Combine current generation with offspring set and perform the NSGA-II non-dominated sorting on the whole collection;

    Select top $N$ compositions as the next generation;

return non-dominated set of compositions in final generation;
problem, the Euclidean distance between all pairs of weights is calculated. Using this information, the closest $T$ neighbours to each given weight are identified. Next, a population of $N$ candidates is created at random. Each newly created candidate is assigned to a different subproblem, and the fitness of the newly created candidates is evaluated after calculating their overall QoS. The following steps are then repeated until the stopping criteria are met, which in this case consists of reaching a specified number of generations. Firstly, an empty set of individuals is created to hold the offspring resulting from the breeding process. Secondly, an offspring is created for each subproblem, its QoS is evaluated, and it is placed in the offspring set. The creation of an offspring begins by selecting a parent via tournament selection. This is done by placing the subproblem sequence and its neighbours in a selection pool, then randomly picking some of these individuals for comparison. The individual that is evaluated as having the highest score for that subproblem is the tournament winner, and this is calculated by aggregating the different objectives according to the weight vector for that subproblem, using the Tchebycheff aggregation approach [210]. The winner has a genetic operator applied to it, with the specific operation being decided based on a predefined set of probabilities. The offspring resulting from this operation is then evaluated and added to the offspring set. Thirdly, the offspring set is combined with the current population and the whole collection of individuals is sorted using the non-dominated strategy of NSGA-II, which includes the calculation of the crowding distance. Fourthly, the $N$ individuals with the best ranking after sorting (where $N$ is the population size) are chosen to be the next generation. When the stopping criterion is eventually met, the non-dominated solutions in the final generation are returned as the final set of trade-off solutions.
5.4.2 Representations

Another important aspect of multi-objective Web service composition is the choice of a representation for candidate solutions. Three representations are discussed in this chapter, all presented below.

Fragment-based Representation

The fragment-based representation structures individuals as a series of fragments, where each fragment records the predecessors of a service in the composition. A fragment is identified by its root service, which is the service that receives incoming edges. The fragmented tree representation may be thought of as a series of pieces to be connected, where the predecessor service \( S_n \) of a fragment can be replaced by the fragment where \( S_n \) is the root. A complete composition workflow is produced once all pieces have been connected. One advantage of organising individuals in this fashion is that it facilitates the process of performing genetic operations on them, since updates can easily be applied to individual fragments. Another benefit of this fragment-based representation is that it prevents services from being replicated throughout the candidate, which reduces the space complexity in scenarios with larger composition workflows [116]. Finally, the flexibility of this approach aids in the exploration of different workflow structures, which is ideal for the fully automated composition process. The fragment-based representation was included in this chapter as an additional investigation to those performed in Chapter 3. It has not been added to that chapter because this representation has not been studied as thoroughly as the others. In particular, the use of the choice construct has not been considered and its optimisation behaviour is not as well understood. Still, the fragment-based representation is an interesting contribution and thus it features here. Figure 5.3 shows how a composition example, which is displayed as a workflow in Figure 5.2, is represented using a fragmented tree.
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Figure 5.2: Example of a solution to a Web service composition task (adapted from [45]).

Figure 5.3: Example of a composition using the fragment-based representation (root services are accentuated).

The original composition workflow has four nodes, therefore four fragments are created, each containing information on the root service’s predecessors. For the end node, the outputs of two services (FlightBooking and HotelBooking) are necessary to fulfil its set of outputs, so two predecessors are included. Likewise, HotelBooking requires outputs from two sources (FlightBooking and the start node), so it also has two predecessors. FlightBooking can be executed solely using outputs from the start node, so it has a single predecessor. Finally, the start node has no predecessors, therefore the corresponding fragment only contains a root node.
Sequence-based Representation

The sequence-based representation, which was previously discussed in Chapter 4, encodes a composition as a sequence of services, meaning that a decoding step is necessary in order to obtain the corresponding composition workflow. Figure 5.4 shows an example of this representation, along with its corresponding workflow. A key advantage of the sequence-based representation is that it facilitates the creation of suitable neighbours when performing local search, since the position of services in the sequence can be swapped in order to create a suitable neighbour.

![Diagram of sequence-based representation](image)

Figure 5.4: Example of candidate using sequence-based representation with corresponding composition workflow.

Graph-based Representation

The graph-based representation, which was previously discussed in Chapter 3, structures a composition as a directed acyclic graph, with nodes representing the services included in the composition and edges showing the connections between them. A key advantage of the graph-based representation is that it facilitates the process of checking the correctness of a solution.
5.5 Multi-Objective Web Service Composition Approaches

Five approaches are investigated in this chapter based on the algorithms and representations discussed in the previous section. Each approach is created by combining a given multi-objective algorithm and fully automated representation, also employing that representation’s associated initialisation strategy and genetic operators. These approaches are summarised in Table 5.1 and discussed in the subsections below.

<table>
<thead>
<tr>
<th>Name</th>
<th>Abbreviation</th>
<th>Representation</th>
<th>Algorithm</th>
<th>Local search</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II with Fragments</td>
<td>NSGA-II-F</td>
<td>Fragment-based</td>
<td>NSGA-II</td>
<td>No</td>
</tr>
<tr>
<td>NSGA-II with Sequences</td>
<td>NSGA-II-S</td>
<td>Sequence-based</td>
<td>NSGA-II</td>
<td>No</td>
</tr>
<tr>
<td>NSGA-II with Graphs</td>
<td>NSGA-II-G</td>
<td>Graph-based</td>
<td>NSGA-II</td>
<td>No</td>
</tr>
<tr>
<td>Hybrid with Sequences</td>
<td>Hybrid-S</td>
<td>Sequence-based</td>
<td>Hybrid</td>
<td>No</td>
</tr>
<tr>
<td>Memetic Hybrid with Sequences</td>
<td>Hybrid-L-S</td>
<td>Sequence-based</td>
<td>Hybrid</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 5.1: Summary of multi-objective approaches considered in this chapter.

5.5.1 NSGA-II with Fragments

This approach combines NSGA-II with the fragment-based representation. Before generating candidates, it requires the service repository to be pre-processed once. This is done in order to identify the composition layer of a service, which measures the minimum distance that a service will have from the start node of a composition. In the composition shown in Figure 5.2, for example, the FlightBooking service belongs to layer 1, since its inputs can be entirely fulfilled by the outputs of the start node. The HotelBooking service, on the other hand, belongs to layer 2, since it requires the output of a service from layer 1 in order to be executed. Algorithm 22
shows the steps used to determine the composition layers for the services in the repository. The algorithm begins by initialising a search set with the composition request inputs. Then, the group of services whose outputs can be satisfied by the search set contents is discovered. This process is repeated until no new services are discovered, each time recording the current layer number and updating the search set.

**Algorithm 22:** Steps of the layer identification process.

<table>
<thead>
<tr>
<th>Input</th>
<th>( \text{input}(R) ), ( \text{output}(R) ), ( \mathcal{SR} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialise</td>
<td>search set with ( \text{input}(R) );</td>
</tr>
<tr>
<td>layer counter</td>
<td>to 1;</td>
</tr>
<tr>
<td>Discover</td>
<td>services satisfied by search set;</td>
</tr>
<tr>
<td>while</td>
<td>at least one service discovered do</td>
</tr>
<tr>
<td>Set services' layer number with counter value;</td>
<td>Add the outputs of these services to the search set;</td>
</tr>
<tr>
<td>Discover additional services satisfied by the updated search set;</td>
<td>Increment layer counter;</td>
</tr>
</tbody>
</table>

Once this preprocessing step has taken place, new composition candidates can be generated. This is accomplished by employing Algorithm 23, providing the end service and an empty set of fragments as inputs. This algorithm begins by creating a queue of services for which fragments should be created, initially containing only \( S_i \). It then processes the services in the queue, repeatedly creating fragments for them as required. When creating the fragment for a service \( S_j \), it is necessary to identify a set of suitable service predecessors. This is done by finding services whose layers precede \( S_j \)'s layer (immediately or otherwise), then selecting a subset of these services whose outputs fulfil \( S_j \)'s inputs. The predecessors are then connected to the root and also added to the queue for processing, and this completes the fragment creation process. The algorithm will con-
Algorithm 23: Initialisation of a service composition.

Input: Root service $S_i$, Set of fragments
Output: Updated set of fragments

1. Add start $S_s$ fragment to set, if not already there;
2. Create service queue, and put $S_i$ in it;
3. while queue is not empty do
   1. Remove next service $S_j$ from queue;
   2. if no fragment exists in set for $S_j$ then
      1. Find a random set of predecessor services that satisfy $S_j$;
      2. Create a fragment for $S_j$ using predecessors;
      3. Add $S_j$ fragment to set;
      4. Add predecessors of $S_j$ to queue;
4. return set of fragments

The genetic operators used during the evolutionary process for this approach must ensure that the functional correctness of candidates is maintained throughout the run. For the mutation operator, this is done by employing the same algorithm used during the initialisation to regenerate the chosen fragments. More specifically, the mutation begins by randomly selecting a fragment with a root service $S_n$ to be modified (excluding the start and end fragments). Then, the chosen fragment is removed from the individual, and Algorithm 23 is run with $S_n$ and the individual’s set of fragments as the input. The algorithm will add a newly generated fragment for $S_n$, and also any other fragments that are required as a consequence of that. Figure 5.5 shows a mutation example for fragment 8 of a candidate. Algorithm 23 is invoked and it generates a new fragment for service 8, this time listing service 5 as the only predecessor. The existing set does not include a fragment for service 5, so the algorithm also creates
fragment 5 with the start node as the predecessor. This concludes the mutation process. Fragment 7 is no longer useful after these modifications, as no other fragments contain service 7 as a predecessor. Thus, that fragment is removed from the set.

Figure 5.5: Example of mutation operation on a Fragmented candidate.

The crossover operation begins by randomly identifying a fragment root that is contained in both candidates, then it swaps the corresponding fragments between them. For each candidate, a check is performed to verify whether the newly introduced fragment contains predecessors that have no corresponding fragment of their own in the candidate. If that is the case, the fragment is copied from the other candidate. The check described above is repeated for each newly added fragment, and the process continues until each predecessor has a matching fragment of its own in the candidate. An example of a crossover operation is shown in Figure 5.6, where fragment 4 is selected as the starting point. After making the initial swap, both candidates are checked for missing fragments. Child 1 has a missing fragment 3, so that is copied over from parent 2. Likewise, child 2 has missing fragments 1 and 2, which are copied over from parent 1. Both children are functionally correct after the check, and contain some fragments that have now become useless. These are removed from
the offspring.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{images/crossover OPERATION.png}
\caption{Example of crossover operation between two Fragmented candidates.}
\end{figure}

5.5.2 NSGA-II with Sequences

This approach combines NSGA-II with the sequence-based representation. As before, the service repository must be preprocessed before the evolutionary process takes place. The objective of this preprocessing step is twofold: to identify the services that are relevant to the composition task at hand, which determines the length of a sequence, and to identify the layer information associated with each service, which is used during the
sequence decoding process. The process for the identification of layers has been previously discussed in Algorithm 22. Once layers have been identified, each candidate is initialised by generating a vector containing all relevant services in the repository in a random order.

Before evaluating a sequential candidate, it is necessary to transform the sequence of services into its corresponding composition workflow by using the backward decoding algorithm that is explained in detail in Chapter 4. The key idea of this algorithm is to gradually build a workflow from the end towards the start, repeatedly going through the sequence. The sequence is searched and the services whose outputs can be used to fulfil the pending inputs in the workflow are added to the composition. The order of services in the sequence matters, as the search process always take place left to right (thus giving preference to the leftmost services). The overall QoS attributes for the composition are calculated during the decoding process, then returned and used to calculate two objective values. Finally, the mutation and crossover operators used here are the same as those discussed in Chapter 4 for the fixed-length method.

5.5.3 NSGA-II with Graphs

This approach combines NSGA-II with the graph-based representation. Candidates are initialised by employing the graph-building algorithm discussed in Chapter 3. The idea of this algorithm is to build a composition workflow by gradually adding services, working from the start node towards the end node. The mutation and crossover operators used for the graph-based approach are also detailed in Chapter 3. The mutation operator works by removing a subgraph within the composition workflow and replacing it with a new structure with similar functionality, which partially changes the overall composition and hopefully improves its quality. The crossover operator works by merging two parent graphs by their common nodes and then stochastically filtering out redundancies, which results in
5.5. MULTI-OBJECTIVE WSC APPROACHES

5.5.4 Hybrid and Memetic Hybrid with Sequences

These approaches both combine the Hybrid algorithm with the sequence-based representation. The Hybrid with Sequences approach employs the same preprocessing, initialisation strategy, and genetic operators as the NSGA-II with Sequences approach discussed above. However, it also allows the multi-objective problem to be decomposed into a series of single-objective problems when performing genetic operations, which NSGA-II does not do. The Memetic Hybrid with Sequences approach works just like the Hybrid with Sequences approach, except that it also employs a local search operator.

This local search is based on the one described in Chapter 4 for the memetic fixed-length method, which consists of repeatedly swapping pairs of services as it is done in the mutation operator in order to create a neighbourhood. However, the local search proposed in this chapter will only swap services if two conditions are met: firstly, one of the services being swapped is used in the decoded composition and the other is not; secondly, the service that is not used in the composition has better QoS attributes overall than the service that has been included in the composition. The overall quality score for each particular service is calculated using the two objective functions introduced earlier, this time using the minimum and maximum of QoS values of individual services in the repository as normalisation bounds. The resulting values from these two functions are then combined using the Tchebycheff approach. This local search operator does not fix one of the services, thus the swap of all possible service pairs in the sequence is attempted. As this process could become quite time consuming, a parameter is introduced to limit the maximum number of iterations (i.e. swaps) attempted.

Figure 5.7 shows an example of this operator, where services $a$ and
Figure 5.7: Local search example for a sequence.

$b$ belong to the composition but service $c$ does not. Each service has an associated quality score, and the smaller the score the better the quality. The local search attempts to swap all possible pairs of neighbours in the composition, which in this case amounts to three possible swaps. The first attempted swap (between $a$ and $b$) is not successful because both services already belong to the composition, so neighbour 1 is not considered. The second attempted swap (between $a$ and $c$) is also not successful, this time because service $c$’s quality is worse than $a$’s. The third swap (between $b$ and $c$) is successful because one service belongs to the composition and the other does not, and $c$’s quality is better than $b$’s. Thus, the overall quality of neighbour 3 is assessed and, if better than that of the original candidate, the neighbour replaces it.

5.6 Experiment Design

Two sets of experiments were carried out, both running each approach for 30 independent times and using a personal computer with an Intel Core i7-4770 CPU (3.4GHz) and 8 GB RAM. The goal of the first set of experiments is to determine which composition approach has the best performance in a multi-objective context, and whether this is consistent with the
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single-objective findings in previous chapters. In this set of experiments, the fragment-based, sequence-based, and graph-based representations are combined with the NSGA-II algorithm. The resulting approaches are compared according to their execution time, as well as the IGD and hypervolume [102] of the solutions sets produced. Those metrics provide a comprehensive measure of the performance of each approach [102]. The hypervolume is calculated using (2, 2) as the reference point, and an aggregate Pareto front is used as the reference for the IGD calculations. For each composition request, the aggregate front is created by combining the results of all runs of each approach, then identifying the non-dominated solutions within that group. IGD and hypervolume were chosen because they are commonly used performance metrics for multi-objective optimisation [81].

WSC-2008 and WSC-2009 [16, 95] with the QoS metrics used in [116] were the datasets employed in this comparison, both containing a service repository, a taxonomy of input and output concepts, and a series of composition requests to be fulfilled. The parameters for the three approaches were based on commonly used settings in the literature [97]. For the NSGA-II-F, NSGA-II-S, and NSGA-II-G approaches, 500 candidates were evolved for 51 generations, with a crossover probability of 0.8, a mutation probability of 0.1, and a reproduction probability of 0.1. Tournament selection was employed, with a tournament size of 2.

Having established the most promising representation, the goal of the second set of experiments is to demonstrate that the use of local search can further improve the solutions produced when structuring candidates this way. In this set of experiments, the sequence-based representation, which was shown in the previous set of experiments to have a consistently good performance in a multi-objective context, is combined with the two previously introduced algorithms in order to consider three approaches: NSGA-II-S, Hybrid-S, and Hybrid-L-S. The comparison is conducted on the execution time of each approach, the IGD of the Pareto fronts—which is calculated using an aggregate front made up of the non-dominated solu-
tions from all runs of all approaches for a given dataset—, and the hypervolume of the Pareto fronts—which is calculated using a reference point of (2,2). Once again, the benchmark datasets WSC-2008 and WSC-2009 were used for experiments, with the additional QoS attributes generated in QWS [116]. The parameters used for executing the three approaches were selected based on commonly used settings in the evolutionary computing literature [97]. For all approaches, a population of size 500 was evolved for 51 generations and tournament selection was used with tournaments of size 2. For the NSGA-II-S and Hybrid-S approaches, the genetic operators used were mutation, crossover, and reproduction, with probabilities of 0.1, 0.8, and 0.1 respectively; for the Hybrid-L-S approach, the reproduction operator was replaced with the local search operator using the same probability. The local search stops after performing at most 100 iterations. For the Hybrid-S and Hybrid-L-S approaches, the neighbourhood was set to 500, and dynamic normalisation was used to calculate the fitness of the solutions, as discussed in [116].

5.7 Results and Discussions

5.7.1 Comparison of Multi-Objective Approaches

The first set of experiments compares the performance of the fragment-based, sequence-based, and graph-based representations combined with NSGA-II, with the objective of determining the most promising representation in a multi-objective context. Results for this set of experiments are displayed in Table 5.2, which contains the mean IGD values and associated standard deviation for each approach, Table 5.3, which contains mean and standard deviation regarding hypervolume, and Table 5.4, which contains the mean and standard deviation for the execution time of each approach. The QoS scores for each solution have been renormalised before employing the performance metrics for display purposes, using upper and
lower QoS bounds retrieved from the set of all final compositions produced. Statistical tests were performed using Wilcoxon rank-sum with a 0.05 significance level to ascertain whether any difference between the results produced by the three approaches is statistically significant. For each dataset, the results of each approach were compared to those of all other approaches in a pairwise fashion, without a Bonferroni correction. The outcome of these comparisons was then used to rank the performance of each approach. For example, comparisons reveal that the execution time of NSGA-II-F was significantly lower than both of the others for composition task 08-1, thus it is bolded.

Table 5.2: Mean and standard deviation for IGD scores of each approach.

<table>
<thead>
<tr>
<th>Task (Repo. size)</th>
<th>NSGA-II-F</th>
<th>NSGA-II-G</th>
<th>NSGA-II-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSC2008-1 (158)</td>
<td>0.14 ± 0.02</td>
<td>0.19 ± 0.07</td>
<td>0.13 ± 0</td>
</tr>
<tr>
<td>WSC2008-2 (558)</td>
<td>0.09 ± 0.02</td>
<td>0.09 ± 0</td>
<td>0.09 ± 0</td>
</tr>
<tr>
<td>WSC2008-3 (604)</td>
<td>0.63 ± 0.08</td>
<td>0.72 ± 0.09</td>
<td>0.05 ± 0.03</td>
</tr>
<tr>
<td>WSC2008-4 (1041)</td>
<td>0.28 ± 0.14</td>
<td>0.11 ± 0.03</td>
<td>0.06 ± 0</td>
</tr>
<tr>
<td>WSC2008-5 (1090)</td>
<td>0.46 ± 0.01</td>
<td>0.62 ± 0.05</td>
<td>0.2 ± 0.12</td>
</tr>
<tr>
<td>WSC2008-6 (2198)</td>
<td>0.85 ± 0.05</td>
<td>0.45 ± 0.01</td>
<td>0.06 ± 0.03</td>
</tr>
<tr>
<td>WSC2008-7 (4113)</td>
<td>0.5 ± 0.07</td>
<td>0.41 ± 0.04</td>
<td>0.11 ± 0.04</td>
</tr>
<tr>
<td>WSC2008-8 (8119)</td>
<td>0.35 ± 0.04</td>
<td>0.27 ± 0.09</td>
<td>0.34 ± 0.08</td>
</tr>
<tr>
<td>WSC2009-1 (572)</td>
<td>0.03 ± 0.03</td>
<td>0.04 ± 0.01</td>
<td>0 ± 0</td>
</tr>
<tr>
<td>WSC2009-2 (4129)</td>
<td>0.42 ± 0.04</td>
<td>0.54 ± 0.07</td>
<td>0.11 ± 0.13</td>
</tr>
<tr>
<td>WSC2009-3 (8138)</td>
<td>0.2 ± 0.27</td>
<td>0.11 ± 0.07</td>
<td>0.02 ± 0.02</td>
</tr>
<tr>
<td>WSC2009-4 (8301)</td>
<td>0.27 ± 0.08</td>
<td>0.32 ± 0.05</td>
<td>0.04 ± 0.01</td>
</tr>
<tr>
<td>WSC2009-5 (15211)</td>
<td>0.33 ± 0.08</td>
<td>0.24 ± 0.04</td>
<td>0.02 ± 0.01</td>
</tr>
</tbody>
</table>

The IGD and hypervolume results show that the Pareto fronts generated by NSGA-II-S have generally better quality than those produced by the other approaches. The hypervolume of the NSGA-II-S fronts is significantly higher (i.e. better) than that of NSGA-II-G and NSGA-II-F for all tasks except 08-2, while the IGD of the NSGA-II-S is significantly lower (i.e. better) than that of the other approaches for most of the tasks, also excluding 08-2. The quality of the solution fronts produced for task 08-2
Table 5.3: Mean and standard deviation for hypervolume scores of each approach.

<table>
<thead>
<tr>
<th>Task (Repo. size)</th>
<th>NSGA-II-F</th>
<th>NSGA-II-G</th>
<th>NSGA-II-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSC2008-1 (158)</td>
<td>1.33 ± 0.01</td>
<td>1.31 ± 0.02</td>
<td>1.34 ± 0</td>
</tr>
<tr>
<td>WSC2008-2 (558)</td>
<td><strong>2.06 ± 0.01</strong></td>
<td>2.06 ± 0</td>
<td>2.06 ± 0</td>
</tr>
<tr>
<td>WSC2008-3 (604)</td>
<td>0.13 ± 0.1</td>
<td>0.23 ± 0.18</td>
<td><strong>1.38 ± 0.06</strong></td>
</tr>
<tr>
<td>WSC2008-4 (1041)</td>
<td>1 ± 0.26</td>
<td>1.36 ± 0.03</td>
<td><strong>1.4 ± 0</strong></td>
</tr>
<tr>
<td>WSC2008-5 (1090)</td>
<td>0.36 ± 0.03</td>
<td>0.2 ± 0.03</td>
<td><strong>1.29 ± 0.43</strong></td>
</tr>
<tr>
<td>WSC2008-6 (2198)</td>
<td>0.12 ± 0.15</td>
<td>0.02 ± 0.01</td>
<td><strong>1.06 ± 0.16</strong></td>
</tr>
<tr>
<td>WSC2008-7 (4113)</td>
<td>0.31 ± 0.21</td>
<td>0.5 ± 0.1</td>
<td><strong>1.28 ± 0.13</strong></td>
</tr>
<tr>
<td>WSC2008-8 (8119)</td>
<td>0.46 ± 0.1</td>
<td>0.61 ± 0.37</td>
<td><strong>0.85 ± 0.06</strong></td>
</tr>
<tr>
<td>WSC2009-1 (572)</td>
<td>2.1 ± 0.09</td>
<td>2 ± 0.06</td>
<td><strong>2.19 ± 0</strong></td>
</tr>
<tr>
<td>WSC2009-2 (4129)</td>
<td>0.95 ± 0.09</td>
<td>0.69 ± 0.12</td>
<td><strong>1.63 ± 0.29</strong></td>
</tr>
<tr>
<td>WSC2009-3 (8138)</td>
<td>2.54 ± 0.67</td>
<td>2.91 ± 0.3</td>
<td><strong>3.04 ± 0</strong></td>
</tr>
<tr>
<td>WSC2009-4 (8301)</td>
<td>0.01 ± 0.01</td>
<td>0.01 ± 0.01</td>
<td><strong>0.26 ± 0.23</strong></td>
</tr>
<tr>
<td>WSC2009-5 (15211)</td>
<td>0.31 ± 0.24</td>
<td>0.64 ± 0.12</td>
<td><strong>1.3 ± 0.12</strong></td>
</tr>
</tbody>
</table>

Table 5.4: Mean and standard deviation of execution time (s) for each approach.

<table>
<thead>
<tr>
<th>Task</th>
<th>NSGA-II-F</th>
<th>NSGA-II-G</th>
<th>NSGA-II-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSC08-1</td>
<td>0.65 ± 0.04</td>
<td>1.96 ± 0.14</td>
<td><strong>0.13 ± 0.01</strong></td>
</tr>
<tr>
<td>WSC08-2</td>
<td>0.55 ± 0.02</td>
<td>1.38 ± 0.15</td>
<td><strong>0.13 ± 0.02</strong></td>
</tr>
<tr>
<td>WSC08-3</td>
<td>2.22 ± 0.18</td>
<td>7.72 ± 0.43</td>
<td><strong>0.17 ± 0.01</strong></td>
</tr>
<tr>
<td>WSC08-4</td>
<td>1.5 ± 0.12</td>
<td>2.5 ± 0.17</td>
<td><strong>0.11 ± 0.01</strong></td>
</tr>
<tr>
<td>WSC08-5</td>
<td>1.55 ± 0.12</td>
<td>4.01 ± 0.35</td>
<td><strong>0.16 ± 0.01</strong></td>
</tr>
<tr>
<td>WSC08-6</td>
<td>10.54 ± 0.31</td>
<td>11 ± 0.43</td>
<td><strong>0.29 ± 0.03</strong></td>
</tr>
<tr>
<td>WSC08-7</td>
<td>1.58 ± 0.07</td>
<td>8.34 ± 0.54</td>
<td><strong>0.22 ± 0.01</strong></td>
</tr>
<tr>
<td>WSC08-8</td>
<td>5.66 ± 0.3</td>
<td>9.13 ± 0.53</td>
<td><strong>0.22 ± 0.05</strong></td>
</tr>
<tr>
<td>WSC09-1</td>
<td>0.61 ± 0.05</td>
<td>1.47 ± 0.1</td>
<td><strong>0.17 ± 0.01</strong></td>
</tr>
<tr>
<td>WSC09-2</td>
<td>14.29 ± 0.73</td>
<td>5.15 ± 0.37</td>
<td><strong>0.24 ± 0.04</strong></td>
</tr>
<tr>
<td>WSC09-3</td>
<td>5.82 ± 0.25</td>
<td>3.18 ± 0.21</td>
<td><strong>0.27 ± 0.04</strong></td>
</tr>
<tr>
<td>WSC09-4</td>
<td>19.6 ± 0.73</td>
<td>16.9 ± 1.31</td>
<td><strong>0.5 ± 0.2</strong></td>
</tr>
<tr>
<td>WSC09-5</td>
<td>10.87 ± 0.8</td>
<td>10.98 ± 0.85</td>
<td><strong>0.38 ± 0.15</strong></td>
</tr>
</tbody>
</table>
is practically equivalent for the three approaches. When comparing the IGD and hypervolume results of NSGA-II-F to those of NSGA-II-G, we notice that despite some fluctuations the two produce fronts with equivalent quality. This suggests that if the focus is on producing fronts with the best possible quality, then NSGA-II-S is the most promising. The comparison on the execution time of the three approaches shows that NSGA-II-S has significantly lower times for all tasks considered, despite the need for using a decoding step. When comparing NSGA-II-F to NSGA-II-G, NSGA-II-F produces fronts of roughly equivalent quality while requiring less time to execute for most datasets (except 09-2, 09-3, and 09-4).

The behaviour of each approach was further analysed by observing the position of the population individuals in the objective space at different generations. Figures 5.8, 5.9, and 5.10 show an example of this analysis for task 08-2, presenting a plot of the populations of each approach before, during, and after one run has taken place. In Figure 5.8 the population is randomly initialised for each approach, ensuring that all compositions are functionally correct. As genetic operations are performed, solutions gradually move towards more promising areas of the objective space, as shown in Figure 5.9. Finally, the populations converge to the promising areas displayed in Figure 5.10. The convergence towards a few locations is to be expected, given the highly constrained nature of this problem. One interesting observation is that, while NSGA-II-G and NSGA-II-F converge very quickly during the run (as seen in Figure 5.9), NSGA-II-S manages to maintain a more diverse population. This may account for the NSGA-II-S’s better IGD and hypervolume results.

The impact of a solution’s structure on its overall quality is illustrated by the example in Figure 5.11, which shows two non-dominated solutions produced by NSGA-II-F for task 08-2. Solution (a) has an overall $T$ of 8258.76, which is comparatively lower than the $T$ of 13761.16 from solution (b). This difference is likely a result of the increased parallelisation observed in solution (a). Solution (a) also has a lower overall $C$ (14.47 versus
Figure 5.8: Position of each approach’s population in the objective space at generation 1 for task 08-2.

Figure 5.9: Position of each approach’s population in the objective space at generation 5 for task 08-2.

Figure 5.10: Position of each approach’s population in the objective space at generation 51 for task 08-2.
Figure 5.11: Examples of non-dominated solutions produced by NSGA-II-F for task 08-2.

21.87) and a higher overall $A$ (0.013 versus 0.001) than solution (b), though this time the advantage is in its combination of atomic services. Despite these drawbacks, solution (b) has a very high overall $R$ (0.356) due to the higher individual $R$ scores of its atomic services, which is not the case for solution (a) ($R$ of 0.082). The average individual $R$ for the atomic services of solution (b) is 81.4, while for solution (a) it is only 62.2. This difference is magnified when aggregating the individual scores through multiplication. These examples demonstrate the complexity involved in optimising Web service compositions, as well as the intrinsic relationship between a solution’s structure and its quality.
5.7.2 Comparison for Local Search

The second set of experiments compares the performance of Hybrid-L-S, NSGA-II-S, and Hybrid-S, demonstrating that the local search operator can be employed in a multi-objective context to improve the quality of solutions. Results for this set of experiments are displayed in the following tables. The overall execution time in seconds for each approach is shown in Table 5.5, which contains the mean and standard deviation for each composition task. Wilcoxon rank-sum testing with a significance level of 0.05 was used to identify which approaches produce the statistically best results for each composition task, and these results are bolded in the table. More specifically, a pairwise comparison of approaches without Bonferroni correction was carried out, then approaches were ranked according to the number of times they were found to be better, similar, or worse than the others. The IGD results are displayed in a similar fashion in Table 5.6, and the hypervolume results are shown in Table 5.7. To clearly display the difference between the quality of the solutions produced by the different approaches, the objective values for all solutions were reset using QoS normalisation bounds retrieved from the set of all final compositions. Namely, the lower bounds for each QoS attribute are the lowest overall values found amongst all final compositions, and the upper bounds are the highest.

The execution time results show that NSGA-II-S and Hybrid-S are equivalent in performance for tasks 08-1, 08-2, 08-3, 08-8, 09-2, 09-3, 09-4, and 09-5, though for the remaining tasks NSGA-II-S is significantly faster. Hybrid-L-S, on the other hand, takes the longest to execute for all tasks due to the use of local search. In particular, tasks 08-6 to 08-8 and 09-3 to 09-5 are time consuming for Hybrid-L-S due to the high number of services in their repositories, which translates into longer sequences and higher numbers of possible neighbours during local search. Regarding the quality of the Pareto fronts produced, IGD results show that NSGA-II-S has significantly better values for 8 out of the 13 tasks and hypervolume results show that
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<table>
<thead>
<tr>
<th>Task (size)</th>
<th>NSGA-II-S</th>
<th>Hybrid-S</th>
<th>Hybrid-L-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>09-5 (15211)</td>
<td>0.64 ± 0.05</td>
<td>0.62 ± 0.05</td>
<td>4.15 ± 0.58</td>
</tr>
<tr>
<td>08-2 (558)</td>
<td>0.75 ± 0.1</td>
<td>0.73 ± 0.09</td>
<td>4.52 ± 0.81</td>
</tr>
<tr>
<td>08-3 (604)</td>
<td>3.63 ± 0.17</td>
<td>3.7 ± 0.17</td>
<td>24.06 ± 1.31</td>
</tr>
<tr>
<td>08-4 (1041)</td>
<td>1.09 ± 0.06</td>
<td>1.28 ± 0.1</td>
<td>6.51 ± 0.33</td>
</tr>
<tr>
<td>08-5 (1090)</td>
<td>5.08 ± 0.52</td>
<td>5.68 ± 0.93</td>
<td>39.95 ± 4.33</td>
</tr>
<tr>
<td>08-6 (2198)</td>
<td>16.3 ± 1.66</td>
<td>18.59 ± 2.74</td>
<td>133.75 ± 15.87</td>
</tr>
<tr>
<td>08-7 (4113)</td>
<td>16.62 ± 2.2</td>
<td>18.61 ± 2.18</td>
<td>136.45 ± 20.78</td>
</tr>
<tr>
<td>08-8 (8119)</td>
<td>56.2 ± 6.79</td>
<td>59.03 ± 6.96</td>
<td>382.8 ± 75.39</td>
</tr>
<tr>
<td>09-1 (572)</td>
<td>0.72 ± 0.06</td>
<td>0.76 ± 0.06</td>
<td>4.53 ± 0.51</td>
</tr>
<tr>
<td>09-2 (4129)</td>
<td>16.36 ± 2.6</td>
<td>16.92 ± 3.27</td>
<td>111.88 ± 22.34</td>
</tr>
<tr>
<td>09-3 (8138)</td>
<td>14.18 ± 1.79</td>
<td>15.2 ± 2.09</td>
<td>202.29 ± 35.74</td>
</tr>
<tr>
<td>09-4 (8301)</td>
<td>125.55 ± 13.79</td>
<td>128.8 ± 13.37</td>
<td>835.39 ± 102.76</td>
</tr>
<tr>
<td>09-5 (15211)</td>
<td>62.21 ± 10.42</td>
<td>64.34 ± 10.81</td>
<td>407.73 ± 47.31</td>
</tr>
</tbody>
</table>

Table 5.5: Mean and standard deviation for the execution time (s) of each approach.

<table>
<thead>
<tr>
<th>Task (size)</th>
<th>NSGA-II-S</th>
<th>Hybrid-S</th>
<th>Hybrid-L-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>08-1 (158)</td>
<td>0.05 ± 0.01</td>
<td>0.16 ± 0.02</td>
<td>0.16 ± 0.01</td>
</tr>
<tr>
<td>08-2 (558)</td>
<td>0.14 ± 0</td>
<td>0.34 ± 0.2</td>
<td>0.35 ± 0.22</td>
</tr>
<tr>
<td>08-3 (604)</td>
<td>0.03 ± 0.02</td>
<td>0.06 ± 0.02</td>
<td>0.04 ± 0.02</td>
</tr>
<tr>
<td>08-4 (1041)</td>
<td>0.18 ± 0</td>
<td>0.02 ± 0.03</td>
<td>0.01 ± 0.01</td>
</tr>
<tr>
<td>08-5 (1090)</td>
<td>0.18 ± 0.11</td>
<td>0.1 ± 0.11</td>
<td>0.04 ± 0.03</td>
</tr>
<tr>
<td>08-6 (2198)</td>
<td>0.07 ± 0.03</td>
<td>0.08 ± 0.06</td>
<td>0.06 ± 0.05</td>
</tr>
<tr>
<td>08-7 (4113)</td>
<td>0.05 ± 0.02</td>
<td>0.03 ± 0.02</td>
<td>0.03 ± 0.01</td>
</tr>
<tr>
<td>08-8 (8119)</td>
<td>0.07 ± 0.02</td>
<td>0.17 ± 0.17</td>
<td>0.08 ± 0.11</td>
</tr>
<tr>
<td>09-1 (572)</td>
<td>0.04 ± 0.01</td>
<td>0.01 ± 0.01</td>
<td>0.02 ± 0.02</td>
</tr>
<tr>
<td>09-2 (4129)</td>
<td>0.05 ± 0.07</td>
<td>0.22 ± 0.06</td>
<td>0.2 ± 0.07</td>
</tr>
<tr>
<td>09-3 (8138)</td>
<td>0.01 ± 0.01</td>
<td>0.02 ± 0.01</td>
<td>0.01 ± 0</td>
</tr>
<tr>
<td>09-4 (8301)</td>
<td>0.09 ± 0.02</td>
<td>0.13 ± 0.03</td>
<td>0.11 ± 0.03</td>
</tr>
<tr>
<td>09-5 (15211)</td>
<td>0.02 ± 0.01</td>
<td>0.09 ± 0.02</td>
<td>0.09 ± 0.02</td>
</tr>
</tbody>
</table>

Table 5.6: Mean and standard deviation for the IGD of each approach.
Table 5.7: Mean and standard deviation for the hypervolume of each approach.

<table>
<thead>
<tr>
<th>Task (size)</th>
<th>NSGA-II-S</th>
<th>Hybrid-S</th>
<th>Hybrid-L-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>08-1 (158)</td>
<td>1.17 ± 0.01</td>
<td>1.13 ± 0.03</td>
<td>1.14 ± 0.01</td>
</tr>
<tr>
<td>08-2 (558)</td>
<td>1.6 ± 0</td>
<td>1.59 ± 0.03</td>
<td>1.62 ± 0.06</td>
</tr>
<tr>
<td>08-3 (604)</td>
<td>1.2 ± 0.06</td>
<td>1.12 ± 0.06</td>
<td>1.18 ± 0.06</td>
</tr>
<tr>
<td>08-4 (1041)</td>
<td>1.24 ± 0</td>
<td>1.39 ± 0.01</td>
<td>1.39 ± 0.01</td>
</tr>
<tr>
<td>08-5 (1090)</td>
<td>1.19 ± 0.33</td>
<td>1.47 ± 0.32</td>
<td>1.59 ± 0.05</td>
</tr>
<tr>
<td>08-6 (2198)</td>
<td>1.02 ± 0.12</td>
<td>0.92 ± 0.24</td>
<td>1.05 ± 0.21</td>
</tr>
<tr>
<td>08-7 (4113)</td>
<td>1.35 ± 0.13</td>
<td>1.42 ± 0.1</td>
<td>1.45 ± 0.01</td>
</tr>
<tr>
<td>08-8 (8119)</td>
<td>0.78 ± 0.02</td>
<td>0.77 ± 0.17</td>
<td>0.87 ± 0.11</td>
</tr>
<tr>
<td>09-1 (572)</td>
<td>1.99 ± 0.02</td>
<td>2 ± 0.01</td>
<td>2 ± 0</td>
</tr>
<tr>
<td>09-2 (4129)</td>
<td>1.36 ± 0.14</td>
<td>1.06 ± 0.12</td>
<td>1.1 ± 0.15</td>
</tr>
<tr>
<td>09-3 (8138)</td>
<td>2.46 ± 0</td>
<td>2.48 ± 0.01</td>
<td>2.48 ± 0</td>
</tr>
<tr>
<td>09-4 (8301)</td>
<td>0.25 ± 0.14</td>
<td>0.21 ± 0.16</td>
<td>0.3 ± 0.22</td>
</tr>
<tr>
<td>09-5 (15211)</td>
<td>1.21 ± 0.1</td>
<td>1.27 ± 0.01</td>
<td>1.28 ± 0.01</td>
</tr>
</tbody>
</table>

Hybrid-L-S has significantly better or equivalent values for 10 out of 13 tasks. Finally, in comparison with NSGA-II-S the Hybrid-S approach produces fronts that are equivalent in quality to each other overall, despite fluctuations within individual tasks.

In the original set of experiments the NSGA-II-S and Hybrid-S approaches execute significantly faster than the Hybrid-L-S approach, though Hybrid-L-S produces solutions with significantly higher quality. To verify whether the other approaches could achieve equivalent quality to that of Hybrid-L-S given longer execution times, NSGA-II-S and Hybrid-S were rerun for 200 generations instead of 51, while the original settings were kept for Hybrid-L-S (all other parameters were unchanged). Figures 5.12 and 5.13 depict the mean convergence of the IGD and hypervolume values for the NSGA-II-S, Hybrid-S, and Hybrid-L-S approaches when running task 08-5, in which Hybrid-L-S produced solutions with significantly better IGD and hypervolume values. The plots included here were produced based on this experimental rerun. The IGD plot in Figure 5.12 shows that
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Figure 5.12: Mean IGD convergence over time for non-dominated solutions, for task 08-5. Smaller values indicate better quality.

Figure 5.13: Mean hypervolume convergence over time for non-dominated solutions, for task 08-5. Larger values indicate better quality.
even given additional time, NSGA-II-S cannot reach the same IGD levels as the other approaches. The Hybrid-S approach, on the other hand, almost arrives at the IGD level of the Hybrid-L-S approach, but it eventually converges to a local optimum. The hypervolume in Figure 5.13 shows a similar pattern for NSGA-II-S, though this time the Hybrid-S approach converges faster than Hybrid-L-S and reaches an equivalent hypervolume to it.

5.8 Chapter Summary

The overall goal of this chapter was to propose multi-objective QoS-aware and fully automated approaches to Web service composition. In order to achieve this goal a number of objectives were accomplished. (1) Three NSGA-II-based composition approaches were proposed, the first using a novel fragmented representation and operators, the second using the sequential representation and operators, and the third using the graph-based representation and operators. (2) The performance of the three NSGA-II-based approaches was compared to determine which one is the most promising, with the sequential NSGA-II-based approach being found to produce solutions with better quality and to require less time to execute. (3) Two hybrid-based Web service composition approaches were proposed, both using the sequential representation and operators. One of the hybrid-based approach employs a single-objective local search operator, whereas the other does not. (4) The performance of the two hybrid-based approaches was compared to determine whether the use of the local search operator is advantageous.

In this chapter we learned that the sequential NSGA-II-based approach produces solutions with better quality and also requires less time to execute, which is consistent with the findings in the previous chapter. Additionally, we learned that the quality of the solutions produced by the sequential hybrid-based approach was improved by the use of local search
in a multi-objective context, though this operator also incurs a higher execution time. Despite this, the use of local search still fits within a reasonable time budget, so the ideal usage scenario for it is when the focus is on the quality of the generated solutions as opposed to the algorithm’s overall execution time. In the future, the results of these multi-objective approaches should also be compared against those of single-objective methods.
Chapter 6

Conclusions

The overall goal of this thesis was to propose a Web service composition strategy that produces solutions with coherent connections between services and that are optimised according to their QoS attributes. This was fulfilled by combining evolutionary computation techniques, which are used for the QoS optimisation, with AI planning techniques, which are used to ensure that the structure of the resulting composition is functionally correct. To achieve this, initially two different approaches were proposed, each combining EC and AI planning in a different way through the use of specialised initialisation strategies and genetic operators. Subsequently, a composition framework that encodes solutions as sequences of services was proposed. This allows the optimisation to be carried out without having to enforce functionality constraints. These are checked during the decoding step, which is executed before candidates are evaluated. Finally, multi-objective and fully automated Web service composition approaches were proposed, including the use of local search.

The remainder of this chapter is organised as follows. Section 6.1 outlines the objectives that were achieved in this thesis. Section 6.2 presents the main conclusions reached in this work. Section 6.3 explores possible future work directions based on the contributions in this thesis.
6.1 Achieved Objectives

The following objectives were achieved in this thesis.

1. This thesis has proposed two approaches for performing Web service composition (Chapter 3), including different representations and operators. The tree-based approach represents compositions with the inner nodes of the tree denoting the possible composition constructs and the leaf nodes denoting the atomic services included in the solution. The initial tree-based approach proposes a novel constrained optimisation strategy, restricting the population initialisation and subsequent genetic operations to maintain the correctness of candidates. More specifically, this approach adopts a more strict enforcement of correctness than existing works in the field, while also employing the particular tree representation previously described. This approach was then extended to also allow the choice construct as part of a candidate’s structure. The graph-based approach evolves solutions directly as graphs, which had never been attempted before in the context of fully automated EC-based Web service composition. The initial graph-based approach represents compositions as directed acyclic graphs (DAGs), where the nodes denote the atomic services included in the workflow and the edges denote the output-input connections between two services. One of the key contributions of this approach is in proposing constrained genetic operators that can modify the structure of a DAG while preserving its functional correctness. This was accomplished by employing the concepts of rebuilding partially complete graphs, as well as merging and filtering two existing structures. This approach was then extended to also allow the use of the choice construct. Experiments showed that the graph-based approach produced solutions that reach either equivalent or better fitness to those produced by tree-based approach, meanwhile also requiring less time to execute. They also showed
that the graph-based approach with the choice construct requires significantly less time to execute than its tree-based equivalent, though in some cases this does come at the expense of the overall solution fitness. Finally, they established that the graph-based approach is more effective than a previously proposed fully automated composition approach.

2. This thesis has proposed a framework for evolving solutions using a sequence-based approach, which had never been done before in the Web service composition domain in this manner (Chapter 4). The key idea of this framework is to encode solutions as sequences of services and freely evolve them in this format, later decoding them into the corresponding composition workflow. The decoding process ensures that solutions are functionally correct, which frees the initialisation process and genetic operations from having to consider correctness constraints. Additionally, the simplicity of the sequential representation facilitates the creation of a local search operator, as neighbours can be naturally generated by modifying the order of sequences. However, the decoding must be performed before every fitness evaluation, which incurs additional execution time. This framework allows for different encodings and decoding strategies, and a number of variations were proposed in this thesis. Experiments showed that sequence-based approaches with certain encodings can produce solutions with better quality than graph-based composition approaches. Regarding the overall execution time, sequence-based approaches can execute faster than graph-based approaches depending on the chosen encoding and on whether the local search operator is employed.

3. This thesis has proposed multi-objective and fully automated evolutionary approaches for performing QoS-aware Web service composition constrained to functionally correct candidates (Chapter 5).
This particular area had never been extensively researched previously. The first goal in this chapter was to propose the use of NSGA-II with different fully automated Web service composition representations, simultaneously optimising two QoS-based objectives independently and allowing for solutions of varying configurations to be created. This investigation established the sequential representation as the most promising in a multi-objective context. Based on this finding, the second goal of the chapter was to combine the sequential representation with an optimisation algorithm that hybridises NSGA-II and MOEA/D. This hybrid algorithm decomposes the multi-objective optimisation problem into a series of single-objective subproblems, thus enabling a simple local search operator to be applied to a specific subproblem while also preserving the non-dominated sorting strategy employed in the original NSGA-II algorithm. Experimental results demonstrated that fully automated Web service composition can be successfully performed in a multi-objective context, with the NSGA-II-based sequential approach producing the solutions fronts with the best quality overall. Results also showed that the use of the hybrid optimisation algorithm allowed the local search operator to work effectively and improve on the quality of the solution fronts.

6.2 Main Conclusions

This section outlines the main conclusions reached in the major contribution chapters presented in this thesis (Chapter 3 to Chapter 5).

6.2.1 Compact and Intuitive Representation

This thesis proposed a number of novel ways in which to represent Web service compositions so that they can be optimised using evolutionary
computing techniques. This included a tree-based approach, where inner nodes denote structural composition constructs and leaf nodes denote the atomic services included in the solution, a graph-based approach, where the workflow structure is explicitly represented as a DAG where each node is a service, and a sequence-based approach, where a queue of services must be decoded into the corresponding composition workflow. The graph-based representation was found to be the most intuitive, since it directly models the connections between the services in the composition. This representation is also compact, which limits memory consumption, and does not require any form of decoding in order to produce the final solution. The sequence-based representation, on the other hand, was found to yield the best quality results after optimisation.

6.2.2 Complexity of Genetic Operations

This thesis also proposed novel approach-specific genetic operators to be used during the evolutionary process, putting forth modification strategies with varying levels of complexity. In the case of the tree-based approach operations are relatively easy to design, since each subtree can be thought of as a composite service with an overall set of inputs and outputs. Then, the fundamental idea is to replace a subtree with another that has compatible inputs and outputs to that of the original. The operations for the graph-based approach, on the other hand, are more complex to design despite the intuitiveness of this representation. That is because graphs require multiple connections between services to be severed and reformed. Predictably, the simplest approach with regards to genetic operators is the sequence-based, since it does not require any service connections to be considered. The only constraint observed by the fixed-length sequence-based approach is that all relevant service candidates appear exactly once in the composition.
6.2.3 Ensuring Functional Correctness

One of the key concerns in this thesis was producing solutions that are functionally correct, meaning that they can be executed in its entirety at runtime using the provided inputs to produce the expected outputs. All of the approaches discussed in this thesis ensure the functional correctness of the final solutions. Out of all of them, the sequence-based approach is the most elegant in ensuring that functional correctness is achieved. This is because it relies on a simple decoding algorithm to generate a solution, which also means that the search is less likely to be overly constrained by accident as may happen when genetic operators are required to ensure correctness.

6.2.4 Independent QoS Optimisation

This thesis proposed the use of multi-objective evolutionary computing techniques for independently optimising the overall QoS attributes of Web service compositions, using a fully automated approach. A number of different composition approaches were combined with NSGA-II, and the sequential approach was found to yield the best results. This approach was also combined with a previously proposed algorithm that hybridises NSGA-II and MOEA/D, allowing for a local search operator to be incorporated into the optimisation process. One of the key contributions of this thesis is that multi-objective and QoS-aware optimisation can be successfully employed in the context of fully automated Web service composition.

6.2.5 Guidance for Practitioners

Crucially, the results in this thesis show that it is possible to automate Web service composition while also taking into account the quality of the resulting solution. This is advantageous for composition practitioners because automating this process dramatically reduces the time required for
6.3 Future Work

This thesis proposes a number of novel EC-based approaches for fully automated Web service composition, and as a result it reveals several additional avenues of investigation for Web service composition methods and techniques. This section discusses some of the open research directions to be tackled by future works in this area, which were identified based on the work presented in this thesis.

6.3.1 Improved Genetic Operators

Genetic operators are one of the main search mechanisms used in the all approaches proposed in this thesis, and as such the opportunities for performing future work that improves on their effectiveness are plentiful. When applying operations to composition workflows, one of the key challenges is in performing localised changes to the candidates that enable the search to proceed in a gradual manner. Many of the operators used in this thesis modify large portions of solutions at once due to the need
to preserve their functional correctness, but this may impair the overall effectiveness of the search process. For example, the mutation operator used by the sequence-based approach performs a seemingly small operation, simply swapping the position of two candidate services in the queue. However, this minor modification at the genotype level may have a significant impact at the phenotype level. Thus, future work in this area could focus on developing more controlled operation strategies.

6.3.2 Alternative Decoding Algorithms

The sequence-based framework proposed in this thesis allows for the use of different components, in particular alternative decoding strategies and sequential encodings. The decoding process must be executed before each fitness evaluation, meaning that it heavily impacts the overall optimisation time. Thus, future work in this area could investigate alternative decoding algorithms to reduce the optimisation’s overall execution time. One possible improvement would be to cache the partially built service workflow equivalents for given sequence prefixes, and then reuse the pre-built structures as the corresponding prefixes reappear throughout the decoding process. Another possible improvement would be to design a variation of the sequence encoding that simplifies the decoding process, potentially by further exploring the idea of keeping sequences sorted according to the layers each atomic service belongs to. Of course, one should ensure that the overhead associated with maintaining the sequence sorted in this fashion when combined with the decoding overhead is still advantageous.

6.3.3 Many-Objective Optimisation

This thesis performed multi-objective Web service composition by considering two independent objective functions, one focused on improving the combined cost and time of a solution and the other focused on im-
proving the combined availability and reliability. While this did allow for quality trade-offs to be considered and for some more independence during the optimisation process, each function still combined two independent and potentially conflicting QoS attributes. Future work could investigate strategies for optimising each QoS attribute in a completely independent way with a dedicated objective function. In this thesis four QoS attributes are considered, meaning that four objective functions would need to be used. Simultaneously optimising four or more independent functions would require the investigation of appropriate many-objective techniques, which can cope with the additional complexity.

### 6.3.4 Learning Techniques

As populations of candidate workflows are optimised, promising substructures within certain compositions begin to reoccur. These substructures may be pivotal to improving the overall quality of solutions for a particular composition task, therefore effectively learning and reusing them could be beneficial to the overall optimisation process. Future work in this area could incorporate learning techniques into the composition process, aiming to identify which service subgroups lead to the best possible overall QoS. The chosen candidate representation would clearly influence the performance of the learning process, so choosing structures that naturally divide atomic services into subgroups would be ideal. For example, the fragment-based representation discussed in Chapter 5 would be a good starting point, since each fragment intrinsically isolates a coherent group of atomic services.
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