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Abstract

The main focus of this thesis was the physical interpretation of the pumping cross-section. This was achieved by performing a statistical analysis of single molecule vibrational pumping events in which both the SERS and pumping cross-sections could be measured simultaneously. Samples were constructed in which small aggregates of silver colloids were evenly distributed on a dry surface. The sample was then cooled to 77K so that the main mechanism for creating a vibrational population was through Stokes scattering. Spatial mappings were then performed which measured how the SERS spectrum varied with position on the sample and the single molecule events were identified. The SERS cross-sections were determined from the Stokes intensity while the pumping cross-sections were determined from the ratio of the anti-Stokes and Stokes peaks. It was observed that the pumping cross-section was often significantly larger than the SERS cross-section, as much as four orders of magnitude in some cases. Several attempts were made to explain this discrepancy including the possibility of the surface plasmon resonance favouring anti-Stokes scattering, underestimated lifetimes for the vibrational modes, and additional pumping from fluorescence. However, the most likely candidate was non-radiative Stokes scattering by the observed molecule which would increase the vibrational population but would not increase the Stokes intensity.

To estimate the proportion of scattered light that is radiative or non-radiative, single molecule measurements were performed under both surface-enhanced and unmodified conditions. By comparing the fluorescence and Raman intensities under these scenarios, it was possible to estimate the radiative and non-radiative enhancement factors. It was found that the non-radiative SERS cross-section was typically much larger than the radiative cross-section for samples consisting of aggregated silver colloids. The discrepancy between the pumping and SERS cross-section (which is the radiative cross-section) could therefore be explained by non-radiative scattering dominating the creation of the vibrational population, along with an additional contribution due to the plasmon resonance favouring certain vibrational modes. Furthermore, the lifetime of a molecule after it has been excited to the first electronic state was estimated to be as short as 25 fs. It would be impossible to measure lifetimes of this order of magnitude in single molecules using time-resolved techniques. Furthermore, to the very best of our knowledge, this is the first time that an experimental determination of the non-radiative SERS cross-section has been made.
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Introduction

Motivation and Goals

Initially, we had a goal to continue the research that was begun by Maher et al. [1], in our laboratory, in the area of vibrational pumping in SERS. This included addressing the questions:

- How can we accurately measure the vibrational lifetime?
- Is the measured pumping cross-section a good representation of the SERS cross-section? While the SERS cross-section only contains a contribution from radiative Stokes scattering, the pumping cross-section also has a contribution from non-radiative Stokes scattering.
- What effect does the dispersion in the plasmon resonance have on the cross-section estimate?

With these problems in mind, I began a series of extensive high resolution temperature dependent measurements. This often involved days of sitting in the dark, taking temperature dependent measurements of SERS spectra. During this time we addressed the first problem but we struggled to reach any conclusions on the final two.

Sometime during my second year of PhD research, the laboratory had to be shut-down for several months so that refurbishments could be made. During this time I took the opportunity to address a problem that is common in many spectroscopic applications: background removal. I was drawn to this problem for several reasons:
• it gave me an opportunity to practice a skill that I enjoy but have very little experience with: programming;

• the theory of wavelet transforms was very appealing;

• the problem was not unique to SERS.

This project consisted of creating a MatLab\textsuperscript{TM}-based program which utilised wavelet transforms to accurately fit the background. For our purposes, the attraction of an algorithm for background removal came from the fact that we could use it to separate the signal contribution due to fluorescence and Raman scattering. There were some difficulties associated with this project, however, which were mainly due to our lack of knowledge in the field of signal processing and wavelet transforms in particular. After some period of learning though, we managed to produce an automated algorithm for background subtraction using wavelet transforms, which is freely available and fully explained in a companion publication in Applied Spectroscopy [2]. This publication turned out to be very important for the final aim of the thesis: the origin of the non-radiative cross-section. This project required accurate estimates of fluorescence and Raman intensities for thousands of spectra which could only be achieved with this algorithm.

Soon after we returned to the laboratory, we made our first observations of single molecule vibrational pumping [3]. These observations were very important as they allowed us to measure both the pumping and SERS cross-section simultaneously. It was found that the two cross-sections were in fact different and that there was a substantial effect due to the dispersion in the plasmon resonance. While these results addressed some of our original problems, they did not explain why the cross-sections were different.

We hypothesised that the discrepancy was due to non-radiative Stokes scattering increasing the vibrational population but not being observed as a Stokes event (as the Stokes photon was not detected). To prove this was the case, the final months of my PhD research consisted of taking single molecule SERS spectra and separating them into their fluorescence and Raman components (using our algorithm). By comparing the relative intensities of these two processes, it was possible to estimate both the radiative and non-radiative SERS cross-sections and provide a completely new insight into the SERS process.
Thesis Outline

The thesis will begin with a chapter on the interaction of light with matter (chapter 2) specifically fluorescence and Raman scattering. In this chapter I will discuss the basic states of a molecule and how photons interact with them.

This discussion will be extended in chapter 3 to molecules that are located close to metallic nano-particles. The theory of how the fluorescence and Raman scattering intensity is modified by the presence of the metal will be given. Furthermore, I will discuss how effective different nano-particle structures are for enhancing the SERS signal.

Chapter 4 will introduce the concept of vibrational pumping and how it can be used to estimate pumping cross-sections. An investigation into the anharmonic coupling between vibrational modes will be given along with an explanation of how we can use that knowledge to accurately measure vibrational lifetimes. In addition, I will describe how it is possible to observe the dispersion in the plasmon resonance distribution using a novel technique involving vibrational pumping, in which the population is excited with one laser and observed with another (two laser pumping).

Wavelet transforms and an explanation of why they are effective for fitting spectroscopic backgrounds will be given in chapter 5. An algorithm (developed in this thesis) will be described which involves iteratively performing a discrete wavelet transform to obtain the best possible background fit. Also included will be a demonstration of the algorithm’s effectiveness using simulated and real SERS spectra with varying backgrounds.

Finally the results of the single molecule vibrational pumping measurements will be presented in chapter 6. An overview of single molecule SERS will be given and the pumping theory will be adapted for single molecule events. Chapter 6 will also include an investigation into the effect of non-radiative processes on SERS and fluorescence for molecules that are directly adsorbed onto the surface of silver nano-particles.

The Background of Vibrational Pumping

Vibrational pumping was first proposed by Kneipp et al. in 1996 [4]. Kneipp presented results showing the variation in the anti-Stokes and Stokes intensity ratio with the incident laser power. Kneipp observed that the ratio increased linearly with power and theorised that the SERS cross-section could be esti-
mated from the slope. However, the results were met with a lot of scepticism from the SERS community due to the extremely large enhancement factors they predicted. While the measured cross-sections were slightly larger than expected, the large enhancement factor estimation was mainly due to the cross-section being normalised with respect to a non-resonant molecule, which has a much smaller bare Raman cross-section than the molecule actually observed. In addition, the results were criticised for their inability to rule out the effect of laser heating. The results presented in Kneipp’s paper were taken at room temperature, where the pumped population can be several orders of magnitude smaller than the population that is created through thermal excitation. At these temperatures, an increase in the incident laser power will increase the effective temperature of the observed molecules, which will subsequently increase the thermal population. The variation of the anti-Stokes to Stokes intensity ratio with laser power was predicted to vary in the same manner for both laser heating and vibrational pumping.

In 2006, Maher et al. presented observations of anti-Stokes scattering at very low temperatures $\sim 10$K [5–8]. At these temperatures, the thermally excited population should be well below the noise level and anti-Stokes scattering should not be observable unless there is an additional population created through another mechanism, i.e. vibrational pumping. In addition, they showed that the variation in the anti-Stokes to Stokes intensity ratio varied with temperature in exactly the same way as predicted if vibrational pumping is present. It was again proposed that the SERS cross-section could be predicted from the fitting parameters. However, the measured cross-sections were similar to those predicted by Kneipp et al. It was much more difficult for the SERS community to discount these measurements as laser heating is not important at low temperatures. As a result, the assumption that the pumping cross-section was the same as the SERS cross-section became questionable. In fact, the resolution of this problem is one of the major results of this thesis.
Chapter 2

The Interaction between Light and Matter

The aim of this chapter is to give an introductory theoretical overview of the interaction between light and matter. A description of the energy states of a molecule and possible transitions will be given including an explanation of vibrational modes. Furthermore, a brief overview of the classical theory of Raman scattering will be provided along with how it is modified with the semi-classical theory. Finally, a discussion of absorption and fluorescence spectroscopy will be presented, including an explanation of why it is important in Raman scattering.

2.1 Molecular Transitions

As we know from quantum mechanics, a molecule has discrete energy levels that it may exist in. For a single atom, there are only electronic states available (ignoring energy states of the nucleus). However, for a polyatomic molecule there are also vibrational and rotational states. These states are coupled to the electronic states of the molecule, as the occupied electronic orbitals will affect the binding strength between nuclei and modify the vibrational energy. The energy required to excite a molecule between vibrational states is of the order of \( \sim 100 \text{ meV} \), which is in the infrared (IR) wavelength range for excitation by direct absorption. The electronic transitions, on the other hand, are much larger in energy (\( \sim 1 \text{ eV} \)) and often excitable by direct absorption in the visible wavelength range (400 – 700 nm).
At low amplitudes, the vibrational modes can be approximated as harmonic oscillators. However, as the amplitude increases, the structure of the molecule is distorted and the vibration becomes anharmonic [9–11]. If we take the simplified case of a molecule with three electronic states and one vibrational mode (with many quantum levels), the molecular energies can be pictured as shown in figure 2.1.

For the work carried out in this thesis, there are two types of electronic states that are important, singlet and triplet. Singlet states have a total spin of zero while a triplet state has a total spin of one. It is often the case that a singlet and a triplet state will partially overlap (as shown in figure 2.1), however, the molecule cannot easily switch between them. Typically, a molecule will make a transition between states by emitting or absorbing a photon. However, a photon cannot
solely facilitate a transition between the singlet and triplet states as it cannot flip the spin of an electron. Nevertheless, the molecule may undergo a radiationless transition by reversing the spin of an electron via external interactions, but this has a low probability of occurring for fluorescent molecules \[10\]. This is known as *inter-system crossing*. For each electronic state there are many vibrational levels which correspond to different amplitudes of the same vibration.

### 2.2 Molecular Vibrations

A vibrational or rotational mode is the movement of the particles within a molecule without perturbing the centre of mass. Each atom has 3 degrees of freedom which it can move in. A molecule consisting of \(N\) atoms will therefore have \(3N\) total freedoms of motion. However, three of these freedoms will be translational freedoms of the molecule resulting in a movement of the centre of mass. For a non-linear molecule there are also three rotational freedoms. The remaining degrees of freedom must therefore correspond to deformations of the molecule, of which there will be a total of \(3N - 6\). For a linear molecule, we lose one of the rotational freedoms and instead have \(3N - 5\) vibrational modes.

For small molecules consisting of two or three atoms, it is relatively straightforward to determine the possible vibrational modes. In the case of a diatomic molecule (two atoms) there must be one vibration (as it is linear). This vibration is shown in figure 2.2(a) and consists of the two atoms moving in opposite directions along the bond axis. The relative movement of each atom will depend on the difference in their masses. For a triatomic molecule like water (\(\text{H}_2\text{O}\)) there must be three vibrational modes. The vibrational modes are shown in figures 2.2(b)-(d). For larger molecules it becomes much more difficult to determine the vibrational frequencies and techniques such as density functional theory (DFT) \[12–14\] are often used to calculate them from the electronic structure.

Each of the vibrational modes have an energy associated with them which is proportional to the frequency of the vibration. It is common in Raman spectroscopy to refer to a *Raman Shift* which are in units of wavenumbers (\(\text{cm}^{-1}\)) and proportional to the frequency of the vibration:

\[
\Delta \nu = \frac{E_L - E_S}{hc} = \frac{\omega_\nu}{2\pi c},
\]

where \(\omega_\nu\) is the angular frequency of the vibration, \(E_L\) is the energy of the incident photons and \(E_S\) is the energy of the scattered light. The rotational
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Figure 2.2: The vibrational modes of (a) a diatomic molecule, and (b)-(d) a non-linear water-like triatomic molecule.

modes all have relatively small energies being below $100 \text{cm}^{-1}$. The vibrational modes are all found in the region between $0 - 3500 \text{cm}^{-1}$. However, apart from a few exceptions (including hydrogen mode and triple bonds), most of the vibrations are less than $1650 \text{cm}^{-1}$ in organic molecules.

There are several characteristic vibrations that have predictable vibrational energies:

Hydrogen Stretching Modes These are localised vibrations within the molecule that involve the displacement of a hydrogen atom with respect to its surroundings [15]. Because the mass of hydrogen is so small, the frequency of these kinds of vibrations are relatively large. Hydrogen stretching modes have an energy around $\sim 3000 - 3500 \text{cm}^{-1}$ which is isolated from the other vibrational energies.

Breathing Modes These are found in molecules that have carbon rings, most often Benzene rings. The overall movement of the atoms that form the ring is radial, resulting in an increase and decrease in the radius of the ring. These vibrations typically have energies around $\sim 1500 - 1600 \text{cm}^{-1}$.

Triple Bond Modes These are localised vibrations that involve stretching of the triple bonds. As with the hydrogen stretching modes, these are high energy vibrations and are found in the region between the breathing modes and the hydrogen stretching modes $\sim 2000 \text{cm}^{-1}$. Triple bond modes are typically the only vibrations found in this region.

Most of the molecules used in this thesis can be thought of as having a dense region of vibrational modes between $0 - 1650 \text{cm}^{-1}$, and a small region close to $3000 \text{cm}^{-1}$ that corresponds to hydrogen stretching modes. None of the observed molecules have triple bonds but they do have breathing modes.
Breathing modes are often ideal for Raman spectroscopy due to their large cross-sections.

Once a vibration is created, it will not remain indefinitely. Due to the anharmonic nature of the vibrations, they interact with each other. This is known as anharmonic coupling [9]. A vibration will therefore decay by transferring its energy to lower energy vibrations that it is coupled to, as long as energy is conserved during the process. It is also possible for a vibration to decay via interactions with other molecules. The interaction between vibrations will be re-addressed in section 4.4.

2.3 The Raman Effect

Rayleigh [16] and Raman scattering [17] are two-photon instantaneous processes in which the incident photon does not need to correspond to a possible transition of the molecule [18–20]. Consequently, these types of scattering can occur at any frequency. However, the probability that a photon will be scattered in this way will be wavelength dependent. In the case of Rayleigh scattering, the scattered photon has the same energy as the incident photon. The state of the molecule is therefore unchanged. Raman scattering, on the other hand, is an inelastic process and the scattered photon will have either less or more energy than the incident photon. As a result, the state of the molecule will be different. In order to conserve energy, the difference in energy between the incident and scattered photons must be equal to a molecular transition within the molecule. Figure 2.3 shows a Jablonski diagram of Rayleigh and Raman scattering interacting with a virtual state which is possible as the process is instantaneous.

There are two types of Raman scattering processes, Stokes and anti-Stokes scattering. In the former case, the molecular energy is increased and the scattered photon will have less energy than the incident photon. For anti-Stokes scattering, the scattered photon has more energy than the incident photon and the molecular energy is decreased. In order for anti-Stokes scattering to occur, the molecule must already be in an excited vibrational state. Consequently, the probability that anti-Stokes scattering will occur is proportional to the average population of the vibrational mode.
2.3.1 A Classical Theory of Raman and Rayleigh Scattering

There are three treatments for building a mathematical theory of Raman and Rayleigh scattering: a completely classical treatment in which the electromagnetic radiation and material are treated classically, a semi-classical treatment in which the electromagnetic radiation is treated classically but the material is treated as a quantum mechanical system, and a fully quantum mechanical treatment with both the radiation and material treated with quantum mechanics. For a full description of these theories I direct the reader to literature such as [19] which gives a full overview of these treatments. Here I will give a brief overview of the classical treatment and describe how it is modified by taking into account the quantum mechanical nature of the system.

In the classical and semi-classical treatments, the system is considered to be the oscillating electric and magnetic multipole moments induced in the molecule by the electromagnetic field of the incident light waves. The oscillating electric dipole contribution is the dominant term with the other multipole terms being several orders of magnitude smaller. We therefore restrict ourselves to assuming that the molecule acts like an oscillating electric dipole [21]. The time-averaged power per unit solid angle radiated by the molecule, which is induced by the electric field of the incident radiation with frequency $\omega_L$, is therefore given by:

\[
P_{\text{class}} \propto \left| \langle \sigma | \mathbf{E} \rangle \right|^2 \frac{4\pi}{c^2} \left( \frac{\omega_c^2 - \omega_L^2}{\omega_c^2} \right) \frac{1}{\omega_c^2 + \omega_L^2}
\]

where $\mathbf{E}$ is the electric field, $\sigma$ is the scattering cross-section, $\omega_c$ is the critical frequency, and $c$ is the speed of light.
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\[ I = \frac{\omega_S^4 p_0^2 \sin^2 \theta}{32\pi^2 \epsilon_0 c^4}, \tag{2.2} \]

where \( p_0 \) is the amplitude of the induced electric dipole, \( \omega_S \) is the frequency of the dipole, and \( \theta \) is the angle in spherical coordinates representing the colatitude with the dipole pointing along the \( \theta = 0 \) axis. Consequently, \( \theta \) can vary between 0 and \( \pi \). The objective of the different theories is to find how the values of \( \omega_S \) and \( p_0 \) are determined by the properties of the molecule and the radiation.

For the case of the classical treatment, the electric dipole moment can be approximated, to first order, as being linearly dependent on the incident electric field:

\[ \mathbf{p} = \alpha \cdot \mathbf{E}, \tag{2.3} \]

where \( \alpha \) is the linear polarizability tensor of the molecule. If the molecule is free to vibrate around an equilibrium position, the variation of the polarizability due to the vibration can be expressed by expanding each component of \( \alpha \) by a Taylor series with respect to the normal coordinates of the vibration as:

\[ \alpha_{ab} = (\alpha_{ab})_0 + \sum_k \left( \frac{\partial \alpha_{ab}}{\partial Q_k} \right)_0 Q_k + \ldots, \tag{2.4} \]

where the \((...)_0\) corresponds to the value in the brackets at the equilibrium position, and \( Q_k \) are the normal coordinates of the molecular vibration with frequency \( \omega_k \). There are also higher order terms but they are several orders of magnitude smaller and will be ignored at this time. Assuming simple harmonic motion of the vibration:

\[ Q_k = Q_{k0} \cos(\omega_k t + \phi_k), \tag{2.5} \]

and an electric field of the form:

\[ \mathbf{E} = \mathbf{E}_0 \cos(\omega_L t), \tag{2.6} \]

the electric dipole moment can be written as:

\[ \mathbf{p} = \mathbf{p}^{\text{Ray}} \cos(\omega_L t) \]
\[ + \mathbf{p}^{\text{Ram}} \left[ \cos((\omega_L - \omega_k) t - \phi_k) + \cos((\omega_L + \omega_k) t + \phi_k) \right], \tag{2.7} \]
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Figure 2.4: Incident light of frequency $\omega_L$ being scattered by an electric dipole vibrating at a frequency $\omega_k$. The scattered light will either have a frequency of $\omega_L$ (Rayleigh scattering), $\omega_L - \omega_k$ (Stokes Raman scattering), or $\omega_L + \omega_k$ (anti-Stokes Raman scattering).

where:

$$p_{\text{Ray}} = \alpha_0 \cdot E_0,$$

(2.8)

and

$$p_{\text{Ram}} = \frac{1}{2} Q_k \left( \frac{\partial \alpha}{\partial Q_k} \right)_0 \cdot E_0.$$

(2.9)

The molecule which is perturbed by a vibration therefore has three frequency components in the electric dipole moment: a component with frequency $\omega_L$ which corresponds to Rayleigh scattering, a component with frequency $\omega_L - \omega_k$ which corresponds to Stokes Raman scattering, and a component with frequency $\omega_L + \omega_k$ which corresponds to anti-Stokes Raman scattering. Figure 2.4 shows the type of scattering that will occur for a dipole that is vibrating with a frequency $\omega_k$.

Taking a closer look at equations 2.7-2.9 we see that Rayleigh scattering can only occur if the polarizability tensor (at the equilibrium position) is non-zero in at least one component, which is always the case. Raman scattering, however, requires that the derivative of the polarizability tensor, with respect to the normal coordinate of the vibration, is non-zero in at least one component. This may not always be the case and some vibrational modes may not be observable with Raman scattering. This is what defines the Raman selection rules in the classical treatment. At this point it is useful to define the Raman tensor for a single vibration with frequency $\omega_k$ as:
If this tensor is non-zero, the vibration is referred to as “Raman active”. It is interesting to note that a vibration may still be excitable through direct absorption in the IR wavelength range even if the vibration is not Raman active. In contrast to Raman scattering, IR absorption may occur for a certain vibration as long as the derivative of the electric dipole moment is non-zero at the equilibrium position. For most SERS probes, the majority of the vibrational modes will be both Raman and IR active, but some will be more susceptible to IR scattering than Raman and vice versa. Consequently, the spectrum observed under an IR excitation may be substantially different to that observed under an excitation that is in the visible wavelength range. If the molecule has a centre of inversion, the Raman and IR spectra are mutually exclusive. This is a well-known result of group theory which will not be expanded here any further.

Using the theory outlined in this section, and knowledge of the vibrational states and polarizability tensor, it is possible to calculate the Raman tensor for each vibration using equation 2.10 and determine which are Raman active.

### 2.3.2 Limitations of the Classical Theory

There are several limitations to the classical theory:

- It does not account for rotational modes of the molecule.
- It assumes prior knowledge of the polarizability tensor and the vibrational modes of the molecule. However, these can only be estimated with a quantum mechanical understanding of the properties of the molecule. A popular technique for calculating these properties is DFT [22].
- The frequency dependence of Rayleigh scattering is correct, but not necessarily for Raman scattering especially at frequencies close to an electronic transition where resonance effects start playing a role.
- The Stokes intensity predicted in the classical theory does not account for spontaneous creation of a vibration. Furthermore, the classical theory does not correctly address anti-Stokes scattering.
- The Taylor expansion in equation 2.4 is not valid when the incident frequency coincides with an electronic transition (resonance phenomena).
Figure 2.5: A surface-enhanced Raman spectrum of Rhodamine 6G taken at room temperature (\(\sim 300\) K). The central peak corresponds to light scattered at the laser frequency (Rayleigh scattering). A positive Raman shift corresponds to scattered light with less energy (Stokes scattering), and a negative Raman shift corresponds to scattered light with more energy (anti-Stokes scattering).

However, the classical treatment (with its limitations) is enough to understand the phenomena described in this thesis.

2.3.3 Stokes and anti-Stokes Scattering

In the semi-classical treatment, Stokes scattering occurs when the interaction results in the excitation of a vibration within the molecule. Consequently, the scattered light has less energy than the incident light. Anti-Stokes scattering, on the other hand, occurs when the interaction results in the absorption of a vibration that is already present. The scattered light therefore has more energy than the incident light. Figure 2.5 shows an example of a “surface-enhanced” Raman spectrum for the Rhodamine 6G molecule. Each of the peaks correspond to scattering via a Raman active vibrational mode of the molecule. It can be shown in the semi-classical theory of Raman that the Stokes and anti-Stokes intensities, for each mode, are related to the cross-section via:

\[
I_S = N(1 + n) \frac{d\sigma_S}{d\Omega} P_{\text{inc}}, \quad (2.11)
\]

\[
I_{aS} = N\eta \frac{d\sigma_{aS}}{d\Omega} P_{\text{inc}}, \quad (2.12)
\]
where $d\sigma_{S}/d\Omega$ is the differential Stokes Raman cross-section, $d\sigma_{\alpha S}/d\Omega$ is the differential anti-Stokes Raman cross-section, $n$ is the ensemble-averaged vibrational population of the mode, and $N$ is the number of molecules being observed. The differential Raman cross-section is an intrinsic property of the molecule, which represents the probability that Raman scattering will occur for a specific incident frequency (see appendix A for a discussion on cross-sections). Typically the cross-section will vary with $\omega^{4}$ due to the electric dipole nature of the molecule. However, if the frequency of the incident radiation is close to an electronic transition in the molecule, the cross-section will be much larger. This is called resonant Raman scattering and will be discussed later in the chapter. In addition, the cross-sections are orientationally averaged.

Because the Stokes and anti-Stokes scattered light are different in frequency, the cross-sections will rarely be the same. This will become more pronounced for the larger energy vibrations, as the frequency difference between the anti-Stokes and Stokes scattered photons is much larger than for the low energy vibrations. Theoretically it is possible to derive the Raman cross-section from the structure of the molecule. However, due to the complexity of the molecules often measured, this may not be possible and other techniques are necessary. A common technique for measuring the cross-section is to compare the Raman intensity of the molecule with the intensity of another molecule, that has a known cross-section, under the same experimental conditions. This is explained in appendix C.

The ensemble-averaged vibrational population is a measure of the average vibrational level that all of the molecules exist in. For example, if we consider a single vibrational mode (as in figure 2.3), a value of $n = 2$ will mean that, on average, the molecules will be in the $v = 2$ vibrational state. While each molecule must have a discrete vibrational population at any one time, the ensemble-averaged vibrational population can be any positive real number. Most molecules have many vibrational modes and the vibrational population will depend on the vibration being observed. At typical experimental temperatures ($\sim 300$ K), the dominant mechanism of vibrational excitation is through thermal effects. However, it can be shown that the thermally excited population is much smaller than one at these temperatures and typical vibrational energies (see section 2.1).

One might expect that the Stokes intensity in equation 2.11 will be independent of the vibrational population but there is a modification due to stimulated scattering. However, because $n << 1$ for most cases, we can simplify equation
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2.3.4 Types of Raman Scattering

There are selection rules in photon scattering that govern the likelihood that a certain transition will occur as a scattering process. The most likely scattering mechanism is Rayleigh scattering for situations where there is no absorption. Raman scattering, resulting in a transition between adjacent states (for example, from the $v = 1$ to the $v = 2$ state), is the second most likely process but this is several orders of magnitude weaker than Rayleigh scattering. Additionally, there are higher order Raman processes [23,24] that are much rarer but can be observed under certain situations.

Overtones and Combinations

Overtones and combinations are multi-phonon Raman processes and correspond to the higher order terms in equation 2.4.

For overtones, the frequency of the phonons are the same and, consequently, the transition involves a single vibrational state that jumps between non-adjacent levels. Figure 2.6 shows a Jablonski diagram of an overtone Raman process. The probability that an overtone process will occur is related to the difference in the phonon number, $\Delta v$. As a result, an event with $\Delta v = 2$ is much more likely than an event with $\Delta v = 3$.

For combinations, the phonon frequencies are different and multiple vibrations are excited simultaneously. This becomes rarer as the number of excited vibrations increases. As a result, the most common combination process will create two vibrations. If the vibrations have a frequency of $\omega_k$ and $\omega_p$, the Stokes scattered photon will have a frequency of $\omega_S = \omega_L - \omega_k - \omega_p$, where $\omega_L$ is the frequency of the incident light.

It is also possible to have anti-Stokes scattering of overtones and combinations. Furthermore, it is possible to have difference processes in which a vibration is absorbed (similar to an anti-Stokes process) and a second one is excited simultaneously. In this case the scattered light will have a frequency of $\omega_S = \omega_L + \omega_k - \omega_p$, where $\omega_k$ is the frequency of the absorbed vibration, and $\omega_p$ is the frequency of the excited vibration. Unlike overtones and combinations,
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Figure 2.6: Jablonski diagram of overtone Raman scattering in which the molecule is excited from the \( v=0 \) state to the \( v=2 \) state.

difference scattering will depend on temperature as a vibrational mode must first be populated.

Hyper-Rayleigh and Hyper-Raman Scattering

Hyper-Rayleigh and hyper-Raman scattering are multiple photon processes and come from the non-linear electric field terms in the electric dipole moment which become important only at large laser powers:

\[
p = \alpha \cdot E + \beta \cdot EE + \gamma \cdot EEE + \ldots
\]  

(2.14)

For first order hyper-Raman scattering, it is the hyper-polarizability tensor, \( \beta \), that determines the hyper-Raman tensors. Hyper-Rayleigh and hyper-Raman scattering consist of two incident photons undergoing a single scattering process with a single scattered photon as shown in figure 2.7(a) and (b). In the case of hyper-Rayleigh scattering (see figure 2.7(a)), the scattered photon has twice the frequency of the incident light, \( \omega_S = 2\omega_L \), while for hyper-Raman scattering (see figure 2.7(b)) with a vibration of frequency \( \omega_k \), the scattered photon has a frequency of \( \omega_S = 2\omega_L - \omega_k \).

It is also possible to have scattering of three incident photons called second-order Hyper-Raman (or Rayleigh), scattering. This involves the second-order polarizability tensor, \( \gamma \). Similarly, there is higher order hyper-Raman scattering with even larger numbers of incident photons. However, higher order hyper-
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Figure 2.7: Jablonski diagram of (a) hyper-Rayleigh scattering, and (b) hyper-Raman scattering.

Raman scattering is very weak and, in fact, there are very few cases of even first order hyper-Raman scattering (two incident photons) being observed [25].

2.3.5 Resonance Raman Scattering

For a simple electric dipole, the radiated intensity has a $\omega^4$ dependence. However, this approximation is no longer valid for molecules that are radiating close to an electronic transition (resonance condition). In this situation, a quantum treatment of the electronic structure of the molecule must be performed in order to estimate the linear polarizability. Without going into the details, the Raman cross-section is greatly enhanced close to this excitation frequency, resulting in a scattering intensity that may be many orders of magnitude larger than expected for an electric dipole. This is known as resonance Raman scattering as the excitation is in resonance with an electronic transition.

In resonance Raman scattering, the virtual state no longer exists and the incident light interacts with a real state of the molecule. It is this interaction that causes the large enhancement in the scattering intensity. Because of this effect, many Raman experiments are carried out on dye molecules which absorb light in the visible wavelength range. A typical visible laser can therefore take advantage of the intrinsic resonance properties of the molecule to obtain very detailed Raman spectra. The absorption spectrum of some of the dyes used throughout this thesis are shown in figure 2.8 and have been chosen as most of the experiments will be performed under resonant conditions.

There are however complications that arise when exciting molecules close to
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![Absorbance spectra for Rhodamine 6G (green curve), Crystal Violet (violet curve) and Nile Blue (blue curve), in water. The curves have been scaled so that they are similar in height for ease of comparison. Noted are the wavelengths that correspond to maximum absorption for each dye.](image)

**Figure 2.8:** Absorbance spectra for Rhodamine 6G (green curve), Crystal Violet (violet curve) and Nile Blue (blue curve), in water. The curves have been scaled so that they are similar in height for ease of comparison. Noted are the wavelengths that correspond to maximum absorption for each dye.

The absorption resonance. One such complication is that the Raman tensors are modified under resonant conditions and become polarized along the same axis. Furthermore, the relative scattering intensities of the vibrational modes may be modified.

Another complication (from the point of Raman) that arises under resonant conditions is fluorescence. Fluorescence occurs when a molecule is excited to a higher electronic state. One of the ways that the molecule can return to the ground state is to emit a fluorescence photon. This will be discussed in more detail in the next section. By tuning the incident frequency to the electronic transition, we are not only allowing resonant Raman scattering to occur, but also fluorescence. Furthermore, even with the enhancement of the Raman cross-section, the fluorescence cross-section will typically be much larger (except in special cases) and spectrally overlapping. Consequently, the Raman signal may be drowned out by fluorescence and not observable.

Despite these complications, the cross-section enhancement is a very attractive property for a molecule. This is especially true in surface-enhanced Raman scattering where the effect of fluorescence can be reduced. Under these condi-
tions it is possible to increase the cross-section sufficiently that single molecules become observable. I will return to this topic in chapter 6.

### 2.4 Absorption and Fluorescence Spectroscopy

#### 2.4.1 Decay Rates

Let us consider the case in which the incident photon coincides with a transition between two singlet states. In this situation there is a high probability that the molecule will completely absorb the photon as shown in figure 2.9. At this point, the molecule will quickly decay to the minimum energy of the excited singlet state. This will typically occur within $\sim 0.1 - 10$ ps of the initial absorption for most polyatomic molecules [26]. In order for the molecule to return to the ground state, it must decay either by radiating a photon or non-radiatively by distributing the energy internally within the molecule or externally by interacting with nearby molecules (this is also known as intrinsic non-radiative decay). The former process is called fluorescence and the radiated light is called a fluorescence photon. Each of these processes has an associated decay probability rate which is the reciprocal of the average lifetime that the molecule will remain in the excited state before undergoing the associated relaxation process:

\[
\Gamma_{\text{Rad}} = \frac{1}{\tau_{\text{Rad}}}, \quad (2.15)
\]

for fluorescence, and:
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\[ \Gamma_{NR}^0 = \frac{1}{\tau_{NR}} \]

for non-radiative decay. \( \Gamma_{Rad} \) is the radiative decay rate which has a lifetime of \( \tau_{Rad} \), and \( \Gamma_{NR}^0 \) is the intrinsic non-radiative decay rate which has a lifetime of \( \tau_{NR}^0 \).

It is useful at this point to define the intrinsic quantum yield of the molecule as:

\[ Q^0 = \frac{\Gamma_{Rad}}{\Gamma_{Tot}} \]

(2.17)

where \( \Gamma_{Tot} = \Gamma_{Rad} + \Gamma_{NR}^0 \), and is known as the total decay rate. The intrinsic quantum yield is the probability that an absorbed photon will be re-emitted as a fluorescence photon and, consequently, must always be less than or equal to one.

2.4.2 The Fluorescence Spectrum

When a molecule fluoresces, the molecule will decay from the bottom of the excited singlet state to anywhere in the ground singlet state. As a result, the frequency of the fluorescence photons will cover a wide range of frequencies. Furthermore, because the vibrational states of the ground and excited singlet states are roughly the same, the absorption and fluorescence spectra have a similar shape, but inverted (see figure 2.10). Moreover, the fluorescent photons are Stokes-shifted (have less energy than the absorbed photons) which is clear as energy is lost when the molecule relaxes within the first excited state.

The overall fluorescence intensity (integrated over all scattering wavelengths) can be expressed in terms of the fluorescence cross-section as:

\[ I_{Fluo} = N \frac{d\sigma_{Fluo}}{d\Omega} I_L \]

(2.18)

where the total fluorescence cross-section (integrated over all scattering directions) is related to the absorption cross-section and quantum yield by:

\[ \sigma_{Fluo} = Q^0 \sigma_{Abs} \]

(2.19)

In the case of Raman scattering, it is advantageous to use molecules that have extremely small quantum yields. This is especially the case when observing resonant Raman scattering in which the fluorescence photons overlap with
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Figure 2.10: The absorbance (green curve) and fluorescence (red curve) spectrum at 633 nm for Crystal Violet. Due to thermal excitation of vibrations, there is an overlap between the two spectra. Furthermore, there are Raman peaks on top of the fluorescence spectrum which are observable due to the low quantum yield of Crystal Violet. Also included are Jablonski diagrams showing schematically some of the possible transitions for absorption and fluorescence.
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Figure 2.11: Jablonski diagram of Phosphorescence.

The Raman photons and may overwhelm the signal. By using a molecule with a small quantum yield, most of the excited molecules will relax via non-radiative processes and the Raman intensity may be observable above the fluorescence background. This becomes less of a problem in surface-enhanced Raman scattering as other, more efficient, non-radiative processes become available (this will be explained in the next chapter).

2.4.3 Interactions with the Triplet State

One of the mechanisms for internal relaxation of the molecule is via the interaction with the triplet state. A transition from the singlet state to the triplet state is generally forbidden. However, the energy of the first singlet state and the first triplet state overlap for many molecules as was shown in figure 2.1. As a result, spin-orbit or intramolecular interactions will often allow the molecule to undergo inter-system crossing to the triplet state \[10,11,26\]. At this point, the molecule is trapped and cannot easily relax to the ground singlet state. During this time, the molecule will no longer fluoresce but it may still undergo Raman scattering. This is known as “fluorescence blinking” \[27, 28\]. The molecule may remain in this state for a relatively long time (as long as seconds) but it will eventually decay, either radiatively by emitting a photon or non-radiatively through other mechanisms. Radiative emission of this form is known as phosphorescence (see figure 2.11) and is possible due to additional interactions which facilitate the changing of the electron spin.

When the molecule is in a triplet state, it typically has a high chemical reac-
tivity with oxygen [29,30] which can often lead to the destruction of the molecule (also called photo-bleaching). As a result, the photo-bleaching rate will often depend on the transfer rate to the triplet state and the lifetime of the molecule when it is in the triplet state. Furthermore, photo-bleaching rates can generally be reduced with a reduction of oxygen content in the environment. On the other hand, non-resonant molecules have been observed to photo-bleach under SERS conditions and, consequently, there must be additional photo-bleaching mechanisms that are not well understood.
Chapter 3

The Surface Enhancement

In the previous chapter I gave an overview of the theory of Raman scattering and fluorescence. This chapter will extend that discussion by investigating how fluorescence and Raman scattering are modified when the molecule is placed close to a metallic surface [9,31–38]. I will begin by introducing the concept of surface plasmon resonances which can be utilised to create extremely large localised electromagnetic fields. A discussion on how the fluorescence and Raman spectrum are modified for molecules positioned in these regions will then be presented. Finally, I will investigate how effective certain nano-particle systems are for creating these large localised fields.

3.1 Surface Plasmon Resonances

Surface plasmon resonances (SPRs) create the large Raman signals observed in SERS. It is therefore very important that we understand the mechanics of SPRs if they are to be effectively utilised.

3.1.1 Surface Plasmons

A plasmon is a quasi-particle, representing the excitation of oscillations of the charges within a plasma [39–42]. In the case of SERS, the plasma is the free electrons within the metal. If an electromagnetic field is applied to the metal, it is possible to excite plasmon-polaritons, which are photons that are coupled to the charge oscillations. It is possible for the electromagnetic waves to propagate through a metal and share energy between the electromagnetic field oscillations.
and the excitation of the internal degrees of freedom of the metal. The optical response of the system in the IR and visible wavelengths are typically dominated by plasmon-polaritons for most metals.

There are two types of plasmons that exist; bulk plasmons which correspond to oscillations of the electrons within the bulk of the material, and surface plasmons [43–45] which correspond to the propagation of longitudinal charge density waves on the boundary between metals and dielectrics. Bulk plasmons can either be “pure” (exist by themselves) or exist in the form of plasmon-polaritons. Surface plasmons, on the other hand, are almost always associated with transverse electromagnetic waves and can only exist as pure plasmons in limited cases. Consequently, they are technically surface plasmon-polaritons but for simplicity I will often refer to them as surface plasmons.

3.1.2 Localised Surface Plasmons

In the case of SERS we are typically interested in surface plasmons that form on localised structures; for example, metallic nano-particles [46–51], roughened substrates [52, 53], metallic tips [54] or specialised substrates made with nanolithography [55–57]. Furthermore, the dimensions of the structures are often at a similar order to the wavelength of the incident light. The plasmon-polaritons that form in these circumstances are called localised surface plasmon-polaritons (LSPs) and are radiative in nature; they have electric field components that exist in the far field. The most important surface plasmon mode, for SERS, has a relatively low frequency (compared to other LSP modes) and a scattered field that is the same as an electric dipole. As a result, it is often referred to as a dipolar LSP. It is also possible to have LSPs that have scattered fields that correspond to quadrupoles, octupoles or higher order multipoles.

The frequency of the LSP will be very dependent on the geometry and properties of the nano-particle [58]. If we take the simple case of a metallic sphere, the frequency of the LSP will decrease with increasing diameter and shift more to the red end of the visible spectrum. For more complicated systems, the surface plasmons have the same qualitative features but their frequencies will depend on the shape of the nano-particle.

In addition to single nano-particles, it is possible to have systems with nano-particles that are very close together; within a couple of nanometres. In this case, the surface plasmons will interact, as the scattered field from one nano-particle will overlap with other particles that are sufficiently close. The resulting
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Surface plasmons will therefore be coupled and dependent on the strength of the interaction. In some regions, particularly in the gap between the particles, this interaction can create local electric fields that are extremely large. Using this effect, the sensitivity of SERS can reach a level where single molecules can be observed.

The LSP of a nano-particle can be excited by incident radiation that has the appropriate polarisation and frequency. As a result, there will be a resonant optical response at the LSP frequency. The resonance will have a width which will depend on the properties of the nano-particle. Because LSPs are radiative, the resonant characteristic of the system will not only be observed as a peak in the absorption by the metal, but also in the scattering coefficient. However, a large absorption coefficient does not necessarily correspond to a large electric field at a specific point on the surface of the metal (i.e. where a molecule might be) [59].

3.1.3 The Effect of the Dielectric Function

The local dielectric function for any material can be expressed in terms of a real and an imaginary component as:

$$\epsilon(\omega) = \epsilon'(\omega) + i\epsilon''(\omega),$$  \hspace{1cm} (3.1)

where $\epsilon'$ is the real component and $\epsilon''$ is the imaginary component.

The real component of the dielectric function determines the resonant frequency of the LSPs. For many nano-particles, there is a maximum in the polarizability which is determined by the real component of the dielectric function. This maximum corresponds to a LSP resonance which we can tune to by adjusting the frequency of the incident radiation such that $\epsilon(\omega)$ matches the resonant conditions. The dielectric function is only dependent on the type of metal used (for example, gold or silver), however, the value of $\epsilon(\omega)$ that will cause a resonance in the polarizability will depend on the geometry of the nano-particle. A more detailed discussion on the resonant properties for different geometries will be given later in the chapter.

While the real component of the dielectric function determines the resonant frequency of the structure, the strength of the surface fields will depend largely on the imaginary component. The imaginary component determines how lossy the material is; i.e. how much of the incident light is absorbed by the metal. As a result, metals that are lossy will lose a lot of energy to optical absorption.
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Instead of enhancing the surface fields, the largest surface fields will, therefore, form on metals that are not very lossy in the region that a resonance occurs.

Two metals commonly used in SERS are gold (Au) and silver (Ag). Experimental measurements of the dielectric function have been made in references [60] and [61] and are shown in figure 3.1. Also included are fits to the real and imaginary components. For Au, the best analytical representation of the dielectric function is [50, 61]:

\[
\epsilon_{\text{Au}}(\lambda) = \epsilon_{\infty} \left( 1 - \frac{1}{\lambda_p^2 \left( \frac{1}{\lambda^2} + \frac{i}{\mu_p \lambda} \right)} \right) + \sum_{n=1,2} A_n \frac{e^{i\phi_n}}{\lambda_n - \frac{1}{\lambda} + \frac{i}{\mu_n}} + \frac{e^{-i\phi_n}}{\lambda_n + \frac{1}{\lambda} + \frac{i}{\mu_n}} , \tag{3.2}
\]

with fitting parameters: \( \epsilon_{\infty} = 1.54 \), \( \lambda_p = 177.5 \text{ nm} \), \( \mu_p = 14500 \text{ nm} \), \( A_1 = 1.27 \), \( \phi_1 = -\pi/4 \), \( \lambda_1 = 470 \text{ nm} \), \( \mu_1 = 1900 \text{ nm} \), \( A_2 = 1.10 \), \( \phi_2 = -\pi/4 \), \( \lambda_2 = 325 \text{ nm} \) and \( \mu_2 = 1060 \text{ nm} \). The first term in equation 3.2 is the “Drude” contribution while the other terms are critical points in the electronic structure of Au. For Ag, the best analytical representation of the dielectric function is [62]:

\[
\epsilon_{\text{Ag}}(\lambda) = \epsilon_{\infty} \left( 1 - \frac{1}{\lambda_p^2 \left( \frac{1}{\lambda^2} + \frac{i}{\mu_p \lambda} \right)} \right) , \tag{3.3}
\]

with fitting parameters: \( \epsilon_{\infty} = 4 \), \( \lambda_p = 282 \text{ nm} \), \( \mu_p = 17000 \text{ nm} \).

Focusing only on the imaginary components, Ag has a minimum close to 300 nm which then increases with wavelength. Au, on the other hand, has a relatively large \( \epsilon'' \) at low wavelengths with a minimum at 700 nm. Consequently, Au is very lossy at low wavelengths and Ag is a much better option for resonances in this region. However, if the resonance frequency can be red-shifted to longer wavelengths, close to 700 nm, Au and Ag become comparable.

The real components of the dielectric functions are quite similar, both are negative over the visible and IR range and decrease with increasing wavelength. Consequently, it is the imaginary component that differentiates the two metals. There are, however, additional factors that are not related to the dielectric function that may make one metal preferable over the other. For example, Au nano-particles are more stable than Ag as Ag is more susceptible to oxidation. Furthermore, Au has a higher bio-compatibility than Ag and, consequently, is
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Once the surface fields are enhanced through the LSPs, the question becomes “how does the presence of the metal affect a molecule that is placed on the surface”? There are two processes that are important in this thesis and which have been discussed in the previous chapter, Raman scattering and fluorescence. Each of these processes is affected by the presence of the metal but somewhat differently [9,63].

3.2.1 Surface Enhanced Raman Scattering

A brief overview of the SERS enhancement factor will be given in this section. A more detailed discussion can be found in literature such as [9]. In this thesis, I will take the approach that the SERS enhancement is purely due to electromagnetic effects. However, additional chemical mechanisms [64,65] may also be widely used in biological applications.
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present in some cases. Raman scattering consists of two related processes, (i) excitation and (ii) emission. Each of these processes is enhanced by the LSP in the following ways.

**The Local Field Intensity Enhancement Factor**

Without the presence of the metallic nano-particle, the molecule will experience an electric field of $E_{Inc}$. However, once the molecule is adsorbed onto the surface of a metallic nano-particle, the polarization and strength of the electric field will be modified by the LSP, and the field experienced by the molecule will become $E_{Loc}(\omega_L)$, where $\omega_L$ is the frequency of the incident radiation. The local field, at the molecule location, will then induce a Raman dipole of $p_R = \alpha_R E_{Loc}(\omega_L)$. The Raman dipole is, therefore, enhanced by a factor $|E_{Loc}(\omega_L)|/|E_{Inc}|$. However, the energy radiated by a dipole is proportional to $|p_R|^2$ and, consequently, the enhancement associated with the excitation of the vibration will be given by:

$$M_{Loc}(\omega_L) = \frac{|E_{Loc}(\omega_L)|^2}{|E_{Inc}|^2}.$$  (3.4)

This is known as the *local field intensity enhancement factor*.

**The Radiation Enhancement Factor**

Because the Raman dipole radiates in close proximity to the metal, there is a further modification to the emission spectrum. This is known as *modified spontaneous emission* and it affects the dipole emission in two ways. Firstly, the radiation pattern is modified. Secondly, and most importantly for SERS, the total radiated power is modified. One might expect that the dipole is unaffected by the metal and it is only the dipole radiation that is modified. However, in actuality, the emission process itself is directly affected by the metal.

This modification to the emitted radiation is dependent on the scattered frequency and, consequently, the vibrational modes will be modified differently. This enhancement is called the radiative enhancement factor, $M_{Rad}(\omega_R)$ ($\omega_R$ is the frequency of the scattered light), where the superscript $d$ refers to the direction in which the radiation is being detected. To a good approximation, the radiative enhancement can be assumed to be the same as the local field enhancement with a dependence on the scattered frequency [66,67]:

$$M_{Loc}(\omega_L) = \frac{|E_{Loc}(\omega_L)|^2}{|E_{Inc}|^2}.$$  (3.4)
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\[ M^d_{\text{Rad}}(\omega_R) \approx \frac{|E_{\text{Loc}}(\omega_R)|^2}{|E_{\text{Inc}}|^2}. \quad (3.5) \]

The scattered light can be either Stokes- or anti-Stokes-shifted from the incident wavelength.

The SERS enhancement factor

The overall single molecule enhancement to the Raman signal of a vibrational mode with frequency \( \omega_\nu = \omega_L - \omega_R \) is:

\[ M_{\text{SERS}} = M_{\text{Loc}}(\omega_L) M^d_{\text{Rad}}(\omega_R). \quad (3.6) \]

Using the approximation in equation 3.5 we can rewrite this as:

\[ M_{\text{SERS}}(\omega_L, \omega_R) \approx M_{\text{Loc}}(\omega_L) M_{\text{Loc}}(\omega_R) = \frac{|E_{\text{Loc}}(\omega_L)|^2 |E_{\text{Loc}}(\omega_R)|^2}{|E_{\text{Inc}}|^2 |E_{\text{Inc}}|^2}, \quad (3.7) \]

which can be simplified for negligible Raman shifts to:

\[ M_{\text{SERS}}(\omega_L) \approx \frac{|E_{\text{Loc}}(\omega_L)|^4}{|E_{\text{Inc}}|^4}. \quad (3.8) \]

This approximation is valid to within an order of magnitude for many LSP modes and vibrational states. Equation 3.8 is often referred to as the \( |E|^4 \)-approximation in the literature [68]. The Stokes or anti-Stokes cross-section is now given by:

\[ \frac{d\sigma_{\text{SERS}}(\omega_R)}{d\Omega} \approx M_{\text{SERS}}(\omega_L) \frac{d\sigma_{\text{Raman}}(\omega_R)}{d\Omega}. \quad (3.9) \]

3.2.2 Surface Enhanced Fluorescence

As in the previous section, only a brief introduction to surface enhanced fluorescence (SEF) will be given and the reader is directed to literature such as [9] for a more detailed overview of the technique. Surface enhanced fluorescence is very similar to SERS in that it consists of both an excitation of the molecule followed by the emission of a photon which is shifted from the wavelength of the incident radiation [69–72]. The key difference in the two processes is that the two events are instantaneous for Raman scattering but there is a delay for fluorescence. As a result, for fluorescence, the two steps occur independent of
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each other.

The Absorption Enhancement

The first step in the fluorescence process is the absorption of an incident photon and the excitation of the molecule to the first electronic state. As in Raman scattering, the absorbed power is proportional to the square of the electric field. The enhancement in absorption is therefore just the local field intensity enhancement factor discussed previously in section 3.2.1 and given in equation 3.4. The surface modified absorption cross-section is therefore given by a factor:

\[ \sigma_{\text{Abs}}^M = M_{\text{Loc}}(\omega_L)\sigma_{\text{Abs}}, \]  

(3.10)

where \( \sigma_{\text{Abs}} \) is the unmodified absorption cross-section.

Modified Fluorescence

Because there is a delay from when a photon is absorbed and a fluorescence photon is emitted, it is impossible to enhance the fluorescence cross-section such that it is greater than the modified absorption cross-section shown in equation 3.10. There will, however, be a modification to the decay rates of the various relaxation processes. The two processes that are available under unmodified conditions, fluorescence decay (\( \Gamma_{\text{Rad}}^M \)) and intrinsic non-radiative decay (\( \Gamma_{\text{NR}}^0 \)) (see section 2.4), are still present, but the radiative decay rate is enhanced by a factor \( M_{\text{Rad}} \) so that \( \Gamma_{\text{Rad}}^M = M_{\text{Rad}}\Gamma_{\text{Rad}} \) (\( \Gamma_{\text{Rad}} \) is the unmodified radiative decay rate). This is the radiative enhancement factor discussed in section 3.2.1 but averaged over all scattering wavelengths and directions. The reason that we have the same enhancement factor as for Raman scattering is because fluorescence is similarly affected by modified spontaneous emission. However, in the case of fluorescence, it is the decay rate that is modified, while for Raman scattering it is the radiated power that is modified. Unlike Raman scattering, fluorescence occurs over a continuous range of wavelengths that can be over 100 nm in width. As a result, the LSP resonance will tend to favour certain fluorescence frequencies more than others resulting in a modified fluorescence spectral shape [73].

In contrast to fluorescence decay, the intrinsic Non-Radiative decay rate is unmodified by the presence of the metal. This is because \( \Gamma_{\text{NR}}^0 \) is determined by interactions between states within the molecule and interactions with the
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A new decay process becomes available in the surface modified case, non-radiative emission, $\Gamma_{EM}^{NR}$. A fraction of the radiated light will be absorbed by the metallic nano-particle and, consequently, not observed in the far field. It is therefore a non-radiative process [9,70] which enhances the unmodified radiative decay rate as there is an initial emission by the molecule before the radiation is absorbed by the metal. Hence, the non-radiative emission decay rate is given by $\Gamma_{EM}^{NR} = M_{NR} \Gamma_{Rad}$, where $M_{NR}$ is the non-radiative enhancement factor.

While the local and radiative enhancement factors are related to the electric field strength, the non-radiative enhancement factor is mostly dependent on the distance between the molecule and the metal. For a dipole close to a metallic surface, $M_{NR}$ is approximately given by [74]:

$$M_{NR} \approx 1 + \frac{3\kappa}{8(k_M d)^3} \text{Im} \left( \frac{\epsilon - \epsilon_{M}}{\epsilon + \epsilon_{M}} \right), \quad (3.11)$$

where $k_M = (\omega/c)\sqrt{\epsilon_M}$ ($\omega$ is the excitation frequency and $\epsilon_M$ is the dielectric constant of the medium), $d$ is the distance between the dipole and the surface, $\kappa$ can vary between 1 (dipole parallel to surface) and 2 (dipole perpendicular to surface), and $\epsilon$ is the dielectric function of the metal.

It is important to note that, as in the case of the SERS, the presence of the metal directly affects the emission properties of the molecule itself. However, it is the decay rates that are modified under fluorescence as the number of scattered photons must be equal to or less than the number of absorbed photons. This is not the case for Raman as the absorption and emission is instantaneous and cannot be de-coupled. One might expect that the emission decay rate is unaffected by the metal and it is only the fact that some of the radiated photons must pass through the metal that creates this new decay process. However, as with the radiative enhancement factor, the total emission rate (non-radiative + radiative) from the molecule is directly modified by the presence of the metal. This is a well known result from electromagnetic theory in which a dipole is radiating close to a plane metal surface [9].

Using these decay rates, we can express the surface modified quantum yield as:

$$Q^M = \frac{\Gamma_{Rad}^M}{\Gamma_{Rad}^M + \Gamma_{EM}^{NR} + \Gamma_{NR}^0}, \quad (3.12)$$

which can be written in terms of the unmodified decay rates, enhancement
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factors and the unmodified quantum yield (see equation 2.17) as:

\[ Q^M = \frac{M_{\text{Rad}} \Gamma_{\text{Rad}}}{M_{\text{Tot}}(\omega_S) \Gamma_{\text{Rad}} + \Gamma_{\text{NR}}^0} \]

\[ = \frac{M_{\text{Rad}}}{M_{\text{Tot}} + (Q^0)^{-1} - 1} \]  \hspace{1cm} (3.13)

where \( M_{\text{Tot}} \) is the total emission enhancement factor and defined as the sum of the non-radiative and radiative enhancement factors, \( M_{\text{Tot}} = M_{\text{Rad}} + M_{\text{NR}} \). If \( (Q^0)^{-1} \ll M_{\text{Tot}} \) then this equation can be simplified to:

\[ Q^M = \frac{M_{\text{Rad}}}{M_{\text{Tot}}} \]  \hspace{1cm} (3.14)

The fluorescence cross-section for a specific scattering wavelength and under surface-enhanced conditions can now be given as:

\[ \frac{d\sigma_{\text{SEF}}(\omega_S)}{d\Omega} \approx \frac{M_{\text{Rad}}^d(\omega_S)}{M_{\text{Tot}}} \sigma_{\text{Abs}} \]  \hspace{1cm} (3.15)

It is important to note that \( \sigma_{\text{SEF}} \) is dependent on \( M_{\text{Rad}}^d(\omega_S) \) as we are observing the scattered light at a specific direction and frequency. Comparing this with equation 2.19 from the previous chapter we can obtain a fluorescence enhancement factor of:

\[ M_{\text{SEF}} \approx \frac{M_{\text{Loc}}(\omega_L) M_{\text{Rad}}^d(\omega_S)}{Q^0 M_{\text{Tot}}} \]  \hspace{1cm} (3.16)

Despite the fact that we refer to fluorescence close to a metallic surface as “surface-enhanced fluorescence”, it is possible to have an enhancement factor that is less than one, resulting in a quenched fluorescence signal. This will occur if \( Q^0 M_{\text{Tot}} > M_{\text{Loc}}(\omega_L) M_{\text{Rad}}(\omega_S) \) which may happen if non-radiative emission is substantially larger than radiative emission. This will typically occur when molecules are adsorbed very close to the metallic surface. Consequently, SEF is often performed on molecules that are suspended several nanometers from the surface [75–77]. Although many aspects of this model have been measured experimentally [70, 73, 74, 78], reliable measurements of the total decay rate for molecules directly adsorbed on metallic surfaces are yet to be achieved. I will return to this problem in a later chapter.
3.3 Examples of SERS Enhancements

There are several basic nano-particle geometries that are very important for SERS and SEF, all of which are based on the basic metallic sphere. The experiments carried out in this thesis consist of substrates formed by aggregates of Ag colloids which can be modelled closely by metallic spheres. The aim of this section is, therefore, to give a basic overview of the enhancement properties of these systems.

3.3.1 The Metallic Sphere

A metallic sphere isolated within a dielectric medium is a relatively simple system that has been investigated in great detail. The simplest theory for the enhancement properties of a metallic sphere is obtained with an electrostatic approximation of the incident field. However, in order to understand the enhancement factor distribution for real systems, a full Mie theory treatment is required.

Electrostatic Approximation Solution

Within the electrostatic approximation, it can be shown that the dipolar polarizability of the sphere is given by [9]:

\[ \alpha_{\text{ES}} = 4\pi\epsilon_0\epsilon_M a^3 \beta_S(\omega), \]  

where:

\[ \beta_S(\omega) = \frac{\epsilon(\omega) - \epsilon_M}{\epsilon(\omega) + 2\epsilon_M}, \]  

\[ \alpha_{\text{ES}} \]

\( a \) is the diameter of the sphere, \( \epsilon_M \) is the dielectric constant of the medium, and \( \epsilon(\omega) \) is the dielectric function of the metal. For the electrostatic case, the system will have a resonance when the real component of the dielectric function is \( \epsilon(\omega) = -2\epsilon_M \) (due to the denominator in equation 3.18). Furthermore, the resonance frequency is independent of the dimensions of the sphere and only varies with the properties of the metal itself. It is now possible to write the absorption and scattering coefficients as:

\[ Q_{\text{Abs}} = \frac{\sigma_{\text{Abs}}}{\sigma_{\text{Geom}}} = 4k_M a \text{Im}(\beta_S), \]  
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Figure 3.2: Plots of the wavelength dependence of the extinction coefficient for an (a) Ag and (b) Au metallic sphere immersed in water with diameters: 20 nm, 50 nm and 100 nm. The calculations were performed using Mie theory. This figure was adapted from figure 6.4 in reference [9].

\[ Q_{\text{Sca}} = \frac{\sigma_{\text{Sca}}}{\sigma_{\text{Geom}}} = \frac{8}{3} (k_M a)^4 |\beta_S|^2, \quad (3.20) \]

where \( \sigma_{\text{Geom}} \) is the actual geometrical cross-section of the sphere. There are however, a couple of problems associated with the electrostatic approximation solution:

- Energy conservation is not fulfilled. There have been several proposals [79, 80] for a modification to \( \beta_S \) that will conserve energy but it is uncertain how useful they are.

- The fact that the polarizability is scale invariant does not agree with experiment, especially at dimensions that approach the wavelength of the incident radiation.

Consequently, this approximation is only valid if the dimensions of the nanoparticle are much smaller than the wavelength of the incident radiation.

**Mie Theory Solution**

With a structure as simple as a metallic sphere, an analytical solution can be determined with a complete electromagnetic treatment. To avoid unnecessary details, only the results of Mie theory calculations are given. A more comprehensive overview can be found in literature such as [9]. Because LSPs affect both the absorbed and scattered energy, the extinction coefficient, \( Q_{\text{Ext}} \), is sufficient for revealing the resonance nature of the sphere. Figure 3.2 shows the
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Figure 3.3: The wavelength dependence of the local field enhancement factor at four different locations on a Ag sphere, in water, with a diameter of 50 nm. The y-axis is logarithmic while the x-axis is linear. Also included is a figure showing the position of the points on the sphere, and the incident angle and polarization of the excitation radiation. This figure was adapted from figure 6.8 in reference [9].

distribution of the extinction coefficient with the wavelength of the incident radiation for a metallic sphere (Ag and Au) in water, and three different sphere diameters.

For both Ag and Au, the resonance shifts to longer wavelengths as the diameter increases. This is due to retardation effects. Furthermore, the resonance is shifted more to the red end of the visible spectrum for Au than Ag. This is fortunate as Au is not as lossy at longer wavelengths. However, it is still short of the region where Au becomes comparable to silver (in terms of absorption) and, consequentially, the local field enhancement will not be as strong as Ag.

Figure 3.3 shows the local enhancement, $M_{\text{Loc}}$, at four different locations on a silver sphere with a diameter of 50 nm, in water. For most positions, there are two major resonances and one minor resonance, each of which occur at a similar wavelength for the different locations. The longest wavelength resonance ($\sim 420$ nm) corresponds to a dipolar LSP whilst the shorter wavelength resonance ($\sim 370$ nm) corresponds to a quadrupolar LSP. At larger diameters, the wavelength that corresponds to the largest local field may vary slightly depending on the surface location being observed [9].

The magnitude of the local field enhancement, for any sphere diameter, will vary with the position on the surface. The largest electric fields will typically form in regions where the surface is perpendicular to the incident field polariza-
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...tion (point A). One might assume that the local field at points B (at the front of the nano-particle) and C (at the back) would have the same distribution. While they do have the same general shape, due to the k-vector of the incident light point B receives a larger enhancement. In fact, the maximum enhancement for the resonance at $\sim 370\text{ nm}$ occurs at point B. Finally, point D, where the field is parallel to the surface, has a similar enhancement factor distribution to B and C but without the large resonance at low wavelengths. This is not surprising as the incident field is also parallel to the surface at point D.

3.3.2 The Metallic Dimer

The SERS enhancement factors that can be achieved with a metallic sphere are relatively low, ranging from $10^5 - 10^6$ [9]. In order to get the large enhancements that are necessary for single molecule measurements, we need enhancement factors closer to $10^9 - 10^{10}$. One of the most effective ways to obtain these large enhancements is to aggregate metallic nano-particles. The LSPs will interact with each other and create extremely large electric fields in the regions in between the particles; called *hot-spots*. The simplest system of aggregated particles is the metallic dimer which consists of two symmetric metallic spheres of diameter $a$ and separated by a distance $d$. While this system is much more complicated than a single metallic sphere, a numerical solution can be found using generalized Mie Theory (GMT) [81]. As in the previous section, I will not go into the detail of the theory, but give the results and refer the reader to literature such as [9] for a more detailed overview of the topic.

**Gap Dependency**

A determination of the resonance wavelength can be made from the wavelength dependence in the extinction coefficient. For the case of a dimer, the resonance wavelength will not only vary with the particle diameter, as it does for a single sphere, but also the gap size. The distribution in the extinction coefficient with wavelength for a 50 nm diameter Ag and Au dimer for several different gap sizes are shown in figure 3.4. In these simulations, the polarization of the incident radiation is set parallel to the dimer axis as to efficiently couple to the LSPs that enhance the electric field in the gap region. Also included is the extinction coefficient spectrum for a single 50 nm sphere. For both metals, the main resonance shifts to longer wavelengths as the nano-particles get closer together. In addition, there are several other resonances that appear as the...
Figure 3.4: Plots of the wavelength dependence of the extinction coefficient for an (a) Ag dimer and an (b) Au dimer. The diameter of the spheres are 50 nm with gap sizes 1 nm, 3 nm and 10 nm. Also included is the single sphere extinction coefficient spectrum for both Ag and Au but magnified by a factor of two. This figure was adapted from figure 6.19 and 6.20 in reference [9].

For the case of Au, the resonance location can be red-shifted close to \(~\sim 700\) nm which is in the region where Au is not particularly lossy (relative to Ag at least). Consequently, the local field enhancement for Au dimers with gap sizes close to \(~\sim 1\) nm should be comparable to that which can be achieved with a Ag dimer. Smaller gap sizes may not be physical as SERS analytes, which need to fit in the gap, often have widths around this size. Furthermore, generalized Mie theory may no longer be accurate for gap sizes smaller than 1 nm.

Often the suitability of a particular substrate for SERS applications lies not in the location of the resonance, but in the size of the local field enhancement. Figure 3.6 shows the SERS enhancement factor on the surface of one of the spheres at the gap location for Ag and Au, and several gap sizes. As the gap size decreases the SERS enhancement factor increases and the maximum is shifted to longer wavelengths. This is not surprising as the coupling strength of the LSPs will depend on how close they are and, as we have seen from the extinction coefficient, the resonance shifts more to the red end of the visible spectrum as the gap size decreases. The presence of the shorter wavelength resonances is
Figure 3.5: A schematic of a metallic dimer with the direction of incident light \( k \) and polarization, \( E_{\text{Inc}} \). Also shown is the polarization of the LSPs when the excitation wavelength matches the red-shifted resonance. At other excitation frequencies, the LSP polarization will be similar (for this incident polarization) but with a smaller amplitude as the incident light cannot couple to the LSPs that are perpendicular to the gap axis.

also apparent, especially in the case of Ag. Also included in the plots is the average enhancement over the whole surface, for a gap size of 2nm. For both metals, the gap SERS enhancement is more than two orders of magnitude larger than the average, demonstrating the sensitivity of these systems to molecules located in the gap regions.

For both Ag and Au, the maximum SERS enhancement that can be achieved is \( \sim 10^{11} \) which is 5 – 6 orders of magnitude larger than what is achievable with a single Ag sphere. For the case of Au, the advantage of LSP coupling is particularly apparent as the SERS enhancement is eight orders of magnitude larger than a single Au sphere. This is due to the red-shifting of the resonance wavelength to a region where the metal is not so lossy. However, if gap sizes this small cannot be obtained in practice, Ag will typically be the best choice of metal.

Using an electromagnetic package called FemLab® [82] it is possible to simulate the electromagnetic field in the region between the metallic spheres. Figure 3.7 shows the distribution of SERS enhancements, within the electrostatic approximation, in the gap region for a Au dimer in air with parameters \( a = 60 \text{ nm} \) and \( d = 2 \text{ nm} \) and an excitation wavelength of 559 nm (the main coupled-LSP resonance wavelength). The maximum SERS enhancement for this system is \( 10^8 \). However, this greatly depends on the location of the molecule. If the
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Figure 3.6: Plots of the wavelength dependence of the SERS enhancement factor on the surface of the metal and in the centre of the gap for both an (a) Ag dimer and an (b) Au dimer. The polarization of the incident light is aligned with the axis of the gap as in figure 3.5. The diameter of the spheres is 50 nm and the enhancement factor spectrum is calculated for several gap sizes. Also included is the SERS enhancement factor on the surface of a single sphere (of the same diameter) at the location where the surface is perpendicular to the incident electric field. Furthermore, the average SERS enhancement factor integrated over the whole surface, for the 2 nm gap dimer, is shown (the bold dashed curve). This figure is taken from figures 6.19 and 6.20 in reference [9].
molecule moves away from the gap by only 3 nm, the SERS enhancement will decrease by an order of magnitude. Consequently, the SERS enhancement for these systems are very sensitive to the location of the molecule.

**Polarization Effects**

For a metallic sphere, the size of the local field enhancement and wavelength of the resonance are independent of the polarization of the incident radiation. Only the surface position that corresponds to maximum enhancement will change. This is not the case for a metallic dimer. The largest enhancements will typically occur at the gap location, independent of the incident polarization [83,84]. However, the strength of the coupled-LSP will vary with polarization [85]. Figure 3.8 shows the wavelength dependence of the local field enhancement factor at the gap location for an Ag dimer in air, with a diameter of 50 nm and a gap size of 2 nm. Three different incident angles and two different polarizations ($E_p$ and $E_s$) are taken as shown in figure 3.8(a).

The red-shifted resonance corresponding to the coupled-LSP shown in figure 3.5 can only be observed if the incident light has an electric field component along the gap axis. This occurs for two of the six cases; $E_p$ in figures 3.8(b)
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Figure 3.8: The wavelength dependence of the local field enhancement factor at the surface and in the centre of the gap for different polarizations and incident angles. (a) shows a schematic of the incident angle and the two polarizations. The local field enhancement is expressed as the ratio of the surface intensity to the field intensity if the spheres were not there, which are equivalent (see equation 3.4). The incident angle is taken at (b) 0°, (c) 45°, and (d) 90°. This figure was taken from figure 1 in reference [85].
and (c). For these two cases, the maximum local field enhancement is very similar and most of the resonance wavelengths are the same. There is, however, an additional resonance when the incident light has an angle of $\theta = 45^\circ$ close to 310 nm which corresponds to a single-sphere dipolar LSP. The LSP in this case has a polarization that is perpendicular to the gap axis (see figure 3.9) and, hence, the coupling strength between spheres is very weak. The system therefore acts as a single sphere at this wavelength for certain polarizations (all cases apart from $E_p$ in figure 3.8(b)). It is possible to excite this LSP mode if the incident light has an electric field component that is perpendicular to the gap axis. There are also several medium wavelength resonances between 320 nm and 420 nm which correspond to higher order coupled-LSPs. These resonances are very case dependent and have resonant wavelengths that vary with polarization. Furthermore, some of these resonances will only be observable for particular polarizations and incident angles.

An interesting feature of these systems is the relationship between the incident polarization and the polarization of the electric field in the gap region. Figure 3.10 shows the ratio of the $z$-component of the electric field intensity and the total intensity in the gap for the three incident angles and only an $E_p$ polarization. We have taken the $z$-component because the gap axis is the $z$-axis. For incident angles of $\theta = 0^\circ$ and $45^\circ$, the gap field is mostly along the $z$-direction for incident wavelengths above 320 nm; apart for some minor perturbations cor-
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Figure 3.10: Plots of the ratio of the field intensity along the gap axis (the z-axis) and the total intensity in the gap of the Ag dimer shown in figure 3.8. The ratio is plotted as a function of wavelength. The polarization is along $E_p$ for all cases and the incident angle is taken at (a) $0^\circ$, (b) $45^\circ$, and (c) $90^\circ$. This figure was taken from figure 2 in reference [85].

responding to higher order LSP couplings. For the red-shifted resonance, all of the gap field is polarized along the gap axis. Unsurprisingly, the gap field has no component along the gap axis for an incident angle of $\theta = 90^\circ$ as the incident light also has no component along that direction.

For SERS applications we are typically interested in the red-shifted coupled-LSPs as these correspond to the largest local field enhancements. In these cases, the polarization of the incident light does not matter as long as there is a component along the gap axis. Furthermore, the electric field that a molecule in the gap experiences will always be along the gap axis at sufficiently long wavelengths.

3.3.3 Large Colloidal Aggregates

It is rarely the case that a single metallic dimer is observed. All of the experiments performed in this thesis consist of SERS measurements performed on Ag colloidal aggregates that can consist of many nano-particles (see figure 3.11). As a result, we do not observe a single hot-spot that has formed between two spheres but many hot-spots, all with comparable local field enhancements. For these systems, the hot-spots will tend to form in the gap between the nano-
particles for reasons discussed in the previous section. However, the resonance wavelength will vary due to gap and nano-particle sizes. The distribution of hot-spots will therefore be dependent on the excitation wavelength.

The Dispersion in the Enhancement Factor Distribution

Figure 3.12 shows a simple two dimensional simulation (performed using FemLab®) consisting of a series of randomly positioned Au nano-particles which have the same diameter (60 nm). Because the particles sizes are all the same, one of the variables that modifies the resonant wavelength is lost, but it will still be modified by the gap size. The simulations were performed with five different excitation wavelengths.

Irrespective of which wavelength is used, hot-spots will form in a few of the gap regions. However, as the wavelength is varied, the location of the hot-spots changes. The distribution of hot-spots is therefore dependent on the incident wavelength. If we consider a SERS experiment performed on this system, with the SERS analyte uniformly adsorbed onto the surface of the nano-particles, the molecules that largely contribute to the SERS signal at one wavelength may contribute very little at another wavelength.

Compared to substrates that are created with techniques such as nano-lithography, these systems have the disadvantage that we have very little control over the LSPs. However, it is not currently possible to obtain the local field enhancement factors achievable with these structures using more customised substrates. This is very important for applications such as single molecule SERS.
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Figure 3.12: A two dimensional simulation of the SERS enhancement for an array of 35 Au nano-particles with 60 nm diameters and randomly positioned. The incident field is electrostatic and along the vertical axis but the dielectric function of the particles are the same as Au. The colour corresponds to the magnitude of the local enhancement on a log scale with red corresponding to an extremely large enhancement and blue corresponding to a small enhancement. A simulation is performed for five different excitation wavelengths: (a) 416 nm, (b) 438 nm, (c) 456 nm, (d) 475 nm and (e) 504 nm.
The Average Enhancement Factor and Long-Tail Statistics

It is useful at this point to discuss the interpretation of the enhancement factor that we measure in SERS. Typically, many molecules contribute to the observed SERS signal. The fraction of the overall signal that each molecule contributes will be proportional to the SERS enhancement factor it experiences. However, the local enhancement is extremely sensitive to the local environment and, consequently, will vary dramatically. It is therefore possible to define a single molecule enhancement factor (SMEF) which is dependent on the location of the molecule within the system and calculated using equation 3.8. Furthermore, we can define an average enhancement factor (AEF) which is the average SMEF for all molecules contributing to the signal. Typically we will measure the AEF unless single molecule measurements are performed.

In section 3.3.2, it was shown that the local enhancement factor decreases very quickly as the molecule moves away from the centre of the gap. The area of the colloid that is considered part of the hot-spot is therefore very small $\sim 4 \text{ nm}^2$. For a sphere of diameter 50 nm, the fraction of the molecules that are in the hot-spot will be $\sim 1/1000$. As a result, only an extremely small fraction of the molecules adsorbed on the surface (assuming a uniform distribution) will experience the largest enhancements. Studies have shown that for many common SERS substrates (like the ones used in this thesis), the distribution of enhancement factors follows a long-tail distribution with very few molecules experiencing extremely large enhancement factors and many molecules experiencing relatively small enhancement factors [86, 87]. For such systems, it takes an extremely large number of events for the average to converge which makes SERS statistics inherently difficult. However, it is because of this long-tail distribution that single molecule SERS can be performed. This will be discussed in a later chapter.
Chapter 4

Vibrational Pumping

4.1 Introduction

Vibrational pumping is the creation of a vibrational population through Stokes Raman processes. Kneipp et al. [4] first proposed vibrational pumping as a means to measure SERS cross-sections by observing the power dependence of the anti-Stokes to Stokes intensity ratio. However, this technique failed to rule out other effects that may create a similar power dependency; namely laser heating and resonance effects [88–91]. Measurements by Kneipp et al. were taken at room temperature where the population created by vibrational pumping is only a small proportion compared with a large thermally excited population. Instead of measuring the power dependency of the intensity ratio, Maher et al. [5, 7, 8] proposed that measuring the variation with temperature would give much more convincing results. At sufficiently low temperatures, the population created through thermal excitation is extremely small and the effects of vibrational pumping can be easily observed as an increase in the anti-Stokes intensity. As the temperature is increased, the mechanism of population excitation changes from being dominated by pumping to thermal excitation. By measuring how the anti-Stokes to Stokes intensity ratio changes as the temperature increases, it is possible to estimate the pumping cross-section (within certain approximations to be discussed later).

This chapter will give a detailed overview of the theory of vibrational pumping and also the experimental equipment and sample preparation techniques that will be used throughout this thesis. Also included is an investigation into
the coupling between the vibrational modes of a molecule and how it is possible to use that knowledge to measure the vibrational lifetimes necessary for accurate cross-section estimates. Finally, an application of vibrational pumping will be discussed in the form of two-laser pumping which allows the measurement of the dispersion in the plasmon resonance distribution without calibrating the response of the system.

### 4.2 The Theory of Vibrational Pumping

#### 4.2.1 The anti-Stokes and Stokes Intensity

As discussed in section 2.3.3, the Stokes and anti-Stokes intensities, for a single molecule, are dependent on the average vibrational population of the mode for each molecule, $n$, the Stokes or anti-Stokes differential cross-section $d\sigma/d\Omega$, and the laser power density $P_L$:

\[
I_S = \frac{d\sigma_R}{d\Omega} P_L, \quad (4.1)
\]

\[
I_{aS} = n \frac{d\sigma_{aS}}{d\Omega} P_L. \quad (4.2)
\]

The superscript $R$ on the cross-sections corresponds to radiative Stokes or anti-Stokes scattering in which the scattered light is detected in the far field. It is also possible to have non-radiative Raman scattering where the scattered light is absorbed by the metallic nano-particles. This will be discussed later in the chapter.

Due to the dependence on the vibrational population in equation 4.2, the anti-Stokes intensity will typically be much smaller than the Stokes intensity. There are three processes that will affect the size of the population: thermal excitation, vibrational pumping (the population created through Stokes scattering), and relaxation. The thermal excitation rate will follow a Boltzmann distribution in relation to temperature, while the excitation rate, due to Stokes scattering, will depend on the Stokes cross-section and the incident photon density. The overall rate of change of the average vibrational population is therefore given by:

\[
\frac{dn}{dt} = \frac{\sigma_T}{\hbar \omega_L} P_L + \frac{\exp(-\hbar \omega_L / k_B T)}{\tau} \cdot \frac{n}{\tau}, \quad (4.3)
\]
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where \( \tau \) is the lifetime of the vibration, \( \omega_L \) is the excitation frequency, and \( \omega_v \) is the frequency of the vibration. Because the population will increase for both radiative and non-radiative Stokes scattering, it is the total Stokes cross-section, \( \sigma_T^S \), that determines the pumped population. The total Stokes cross-section is the sum of the non-radiative Stokes cross-section and the radiative Stokes cross-section:

\[
\sigma_T^S = \sigma_{NR}^S + \sigma_R^S. 
\]

(4.4)

In this case the radiative cross-section is integrated over all directions to ensure that the total cross-section is independent of the scattering direction.

There may also be a slight contribution to the pumping cross-section from fluorescence pumping [76, 77], but this will only occur for resonant molecules. Fluorescence pumping refers to the vibrational population that is excited whenever the molecule decays from the first electronic state. The main difference between Stokes pumping and fluorescence pumping is that fluorescence pumping excites a population in all of the vibrational modes, while Stokes pumping only excites a population in Raman active modes. It is therefore unclear how much of a contribution fluorescence pumping has on the population for a single mode. Consequently, any vibrational pumping performed on resonant molecules may have a contribution due to fluorescence pumping. However, the fact that vibrational pumping has been observed for non-resonant molecules [1] means that Stokes scattering is a viable mechanism for creating a vibrational population.

The two excitation rates in equation 4.3 are independent of each other and, as a result, there are several properties that will determine the dominant term:

- The total Stokes cross-section. A large Stokes cross-section will result in a larger population created through Stokes processes. Experimentally, using a substrate with a large electromagnetic enhancement, or using molecules that are in resonance with the laser excitation, will greatly increase the Stokes cross-section (as discussed in the previous chapter). Under pumping conditions, this cross-section is different to the typical SERS Stokes cross-section, due to non-radiative processes. This will be addressed later in the chapter.

- The laser power density. Using a large power will increase the number of Stokes processes. However, photo-bleaching may become a problem. An investigation of the effects of photo-bleaching on vibrational pumping will
be given later in this chapter.

- Temperature. The second term on the right in equation 4.3 ensures that the vibrational population, created via thermal excitation, is always equal to the Boltzmann factor. As a result, increasing the temperature will also increase the thermal population.

- The energy of the vibrational mode. For high energy modes, the thermal energy required to create a single vibration increases. As a result, the thermal population will be smaller for high energy modes.

- The vibrational lifetime. Unlike thermal excitation and spontaneous decay, the excitation rate via Stokes scattering is independent of the lifetime of the vibration. Consequently, a large population can be created via Stokes processes if the vibration remains for a long time before decaying.

Because the decay rate is proportional to the population, after sufficient time a molecule will eventually reach a steady state in which the average population is constant. Equation 4.3 will therefore tend to zero and we can write the vibrational population as:

\[
\frac{\tau \sigma T_S P_L}{\hbar \omega_L} + \exp \left( -\frac{\hbar \omega_\nu}{k_B T} \right),
\]

where the first term is the vibrational pumping term and the second term is thermal excitation term. Combining this with equation 4.2, the single molecule anti-Stokes intensity can be written as:

\[
I_{aS} = \left[ \frac{\tau \sigma T_S P_L}{\hbar \omega_L} + \exp \left( -\frac{\hbar \omega_\nu}{k_B T} \right) \right] \frac{d\sigma_{aS}}{d\Omega} P_L.
\]

Since the focus of this chapter is vibrational pumping of large numbers of molecules (single molecule vibrational pumping will be re-addressed in chapter 6), the cross-sections can vary significantly between molecules due to the different plasmon resonances they experience. The overall Stokes intensity will therefore be the sum over all molecules:

\[
I_S = \sum_{i=1}^{N} \left( \frac{d\sigma_{R}}{d\Omega} \right) P_L = N \left< \frac{d\sigma_{S}}{d\Omega} \right> P_L,
\]

where \(N\) is the total number of molecules contributing to the signal, and the
triangular brackets represent an average over all molecules. Similarly, the anti-Stokes intensity can be written as:

\[
I_{aS} = N \sum_{i=1}^{N} n_i \left( \frac{\sigma_{R}^{aS}}{d\Omega} \right)^i P_L
\]

\[
= N \left[ \frac{\tau \langle \sigma_{S}^{T} d\sigma_{R}^{aS}/d\Omega \rangle}{\hbar \omega_L} + \langle d\sigma_{S}^{R}/d\Omega \rangle \exp \left( -\frac{\hbar \omega_L}{k_B T} \right) \right] P_L. \quad (4.8)
\]

In SERS, it is very difficult to estimate the number of molecules that are contributing to the signal as those closest to plasmon resonance hot-spots (discussed in the previous chapter) will dominate the SERS signal. However, because both the Stokes and anti-Stokes intensities are linearly dependent on the number of molecules, the ratio between them must be independent of \( N \):

\[
\rho = \frac{I_{aS}}{I_S} = \frac{\langle \sigma_{S}^{T} d\sigma_{R}^{aS}/d\Omega \rangle}{\langle d\sigma_{S}^{R}/d\Omega \rangle} \frac{\tau P_L}{\hbar \omega_L} + \frac{\langle d\sigma_{R}^{aS}/d\Omega \rangle}{\langle d\sigma_{R}^{aS}/d\Omega \rangle} \exp \left( -\frac{\hbar \omega_L}{k_B T} \right).
\]

(4.9)

This can be further simplified by introducing the ensemble asymmetry factor, \( A^E \):

\[
A^E = \frac{\langle d\sigma_{R}^{aS}/d\Omega \rangle}{\langle d\sigma_{R}^{aS}/d\Omega \rangle}, \quad (4.10)
\]

which is the ratio of the average anti-Stokes cross-section to the average Stokes cross-section. The asymmetry factor will be discussed in detail in section 4.2.4.

In addition to the asymmetry factor, I will define the pumping cross-section as:

\[
\sigma_{pump} = \frac{\langle \sigma_{S}^{T} d\sigma_{R}^{aS}/d\Omega \rangle}{\langle d\sigma_{S}^{R}/d\Omega \rangle}. \quad (4.11)
\]

The physical interpretation of this definition will be addressed in section 4.2.5.

Equation 4.9 can now be written as:

\[
\rho = \frac{I_{aS}}{I_S} = A^E \left[ \frac{\sigma_{pump} \tau P_L}{\hbar \omega_L} + \exp \left( -\frac{\hbar \omega_L}{k_B T} \right) \right]. \quad (4.12)
\]

4.2.2 Laser Heating

There are two variables in equation 4.12 that we have a large amount of control over; the incident power and the temperature. Adjusting the incident power...
CHAPTER 4. VIBRATIONAL PUMPING

will allow us to control the pumping rate, while adjusting the temperature will allow us to control the rate of thermal excitation. By varying either of these parameters, we should be able to control which of the two excitation processes is the dominant contribution to the vibrational population. However, the effective temperature of a molecule under SERS conditions may not be the same as the temperature of its environment due to heating by the laser.

The first reported observations of vibrational pumping in SERS looked at how the anti-Stokes to Stokes ratio varied with $P_L$ at room temperature [4]. If the ratio is plotted as a function of laser power, equation 4.12 states that we will observe a linear dependence which will have a slope that is dependent on $\tau$ and $\sigma_{\text{pump}}$. A value for the pumping cross-section can therefore be estimated if the vibrational lifetime is known. However, at room temperature ($\sim 20^\circ$C), the population created through thermal excitation will be substantially larger than the pumping population (approximately a factor of 200 larger for an incident power of 1 mW over a 1 $\mu$m$^2$ spot). As a result, it is very difficult to measure the small change in population created via vibrational pumping. Nevertheless, reasonably accurate values for the pumping cross-section ($\sim 10^{-16}$ cm$^2$) were obtained (assuming a $\tau$ of 10 ps), but due to poor normalisation techniques, extremely large enhancement factors were predicted ($\sim 10^{14} - 10^{15}$).

In addition to the large enhancement factor estimates, the initial pumping observations failed to rule out the contribution of laser heating. The effective temperature experienced by the molecules in equation 4.12 can be written as:

$$T = T_0 + \Delta T,$$  \hspace{1cm} (4.13)

where $T_0$ is the substrate temperature and $\Delta T$ is the increase in temperature due to laser heating. Because heat diffusion and transfer models are linear, it is reasonable to assume that the increase in temperature due to laser heating is linearly proportional to the laser intensity:

$$\Delta T \approx aP_L,$$  \hspace{1cm} (4.14)

where $a$ is the proportionality constant. Equation 4.14 can be substituted into equation 4.13 to give:

$$T = T_0 + aP_L.$$  \hspace{1cm} (4.15)

If we assume that $\Delta T$ is much smaller than $T_0$, we can write the thermal exci-
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The theory of vibrational pumping is based on the thermal population term in equation 4.12 as:

\[ \rho_{\text{thermal}} = A E \exp \left( -\frac{\hbar \nu}{k_B (T_0 + \Delta T)} \right) \]

\[ \approx A E \exp \left( -\frac{\hbar \nu}{k_B T_0} + \frac{\hbar \nu \Delta T}{k_B T_0^2} \right) \]

\[ = A E \exp \left( -\frac{\hbar \nu}{k_B T_0} \right) \exp \left( \frac{\hbar \nu \Delta T}{k_B T_0^2} \right) \]

\[ \approx A E \exp \left( -\frac{\hbar \nu}{k_B T_0} \right) \left( 1 + \frac{\hbar \nu a P_L}{k_B T_0^2} \right), \]

which is true as long as \( \Delta T / T_0 << k_B T_0 / \hbar \omega \). As a result, the thermally excited population may also be linearly dependent on the laser intensity. It is therefore very difficult to conclude whether a linear dependence between \( \rho \) and \( P_L \) is evidence for pumping or laser heating. In hindsight, the similarity between the pumping cross-sections estimated by Kneipp et al. and Maher et al. suggests that vibrational pumping was in fact observed.

It is important to note that the effects of laser heating will be present at all temperatures [88]. In fact, the lower the temperature the greater the effect that laser heating has on the thermally excited population. However, at sufficiently low temperatures, the pumped population will always be much larger than the thermally excited population, even with the contribution from laser heating.

4.2.3 The Temperature Dependence

Due to problems with laser heating and the low vibrational population at room temperature, recent measurements of vibrational pumping have investigated how \( \rho \) varies with temperature [7, 8]. At sufficiently low temperatures, the pumping term in equation 4.12 will be the dominant contribution to the population. This has the consequence that the relative intensity of the anti-Stokes peaks will be dependent on their cross-sections instead of following an exponential decrease with increasing energy as we see at room temperature (due to the Boltzmann distribution in the thermally excited population). Maher et al. [7, 8, 92] have shown that this is indeed the case at temperatures as low as 10K for the common SERS molecules Rhodamine 6G, Crystal Violet, Nile Blue and Benzene Thiol.

Figure 4.1 shows how the anti-Stokes to Stokes intensity ratio for a single mode changes with increasing temperature. At low temperatures, the mode
Figure 4.1: A theoretical plot of the temperature dependence of the anti-Stokes to Stokes intensity ratio, \( \rho \), for a single Raman mode. \( \rho \) is plotted on a log scale due to the large variation in the thermally excited regime.

is in what we call the “pumping regime” where the vibrational population is created mainly through vibrational pumping. This has the result that both the anti-Stokes and Stokes signals do not change in intensity as the temperature varies. However, as the temperature is increased there is a point in which the thermally excited population becomes comparable to the pumped population. This is called the critical (or cross-over) temperature and given by:

\[
T_{cr} = \frac{\hbar \omega}{k_B} \ln \left( \frac{\hbar \omega L}{\tau \sigma_{pump} P_L} \right)^{-1},
\]

which is derived by setting the pumping population equal to the thermal population. The critical temperature is very dependent on the experimental set-up as it varies with several parameters; the mode energy, the incident photon density, the pumping cross-section and the lifetime of the mode. Above the critical temperature, the mode will be in the thermal regime in which thermal excitation will be the dominant mechanism. Due to the exponential dependence of the thermal population, the transition from a regime completely dominated by pumping to one dominated by thermal excitation will occur over a small temperature range. The pumping regime will however be larger for higher energy
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Figure 4.2: Plots of the temperature dependence of $\rho$ for a low, medium and high energy mode.

Due to the Boltzmann term in the thermal population, $\rho$ will often vary over several orders of magnitude. As a result, it is often the case that $\ln(\rho)$ is plotted as a function of $T$ and fitted with the function:

$$\ln(\rho) = \ln(A^E) + \ln \left( b + \exp \left( \frac{-\hbar \omega_L \nu}{k_B T} \right) \right),$$

where:

$$b = \frac{\tau \sigma_{pump} P_L}{\hbar \omega_L}.$$  \hspace{1cm} (4.18)

This also has the advantage that we can estimate both the pumping cross-section and asymmetry factor from the fitting parameters. Using this technique, Maher et al. have managed to measure pumping cross-sections for many common SERS probes [7,92].

### 4.2.4 The Asymmetry Factor and Resonance Effects

Let us now return to the physical interpretation of the asymmetry factor [93]. In the previous section I gave a technique for estimating the asymmetry factor
from the temperature dependence of $\rho$. However, once we have obtained a value, what information can we conclude from it? The asymmetry factor is defined as the ratio of the average anti-Stokes cross-section to the average Stokes cross-section. If we take the simplest case of a single isolated molecule under non-resonant conditions, the Stokes and anti-Stokes cross-section will be similar (only different due to the $\omega^4$ dependence) resulting in an asymmetry of $A \sim 1$ (see figure 4.3(a)). For the case of a molecule that is close to resonance, either Stokes or anti-Stokes scattering will be favoured resulting in an asymmetry that is not unity. If Stokes scattering is favoured (figure 4.3(b)) the asymmetry will be less than one and if anti-Stokes scattering is favoured (figure 4.3(c)) the asymmetry will be larger than one.

For a large number of molecules, under non-SERS conditions, the asymmetry factor will be exactly the same as for a single isolated molecule as only the incident wavelength and Raman shift will affect the asymmetry. However, once the molecules are placed close to a metallic substrate there will be an additional contribution to the asymmetry factor due to the plasmon resonance. In section 3.2.1 I explained that the SERS enhancement factor depends not only on the incident wavelength but also on the scattered wavelength. Furthermore, in the previous chapter we saw that there is a wavelength dependence on the strength of the plasmon resonance which can vary greatly with the local environment of the observed molecule. As a result, the anti-Stokes and Stokes cross-sections will be different as they have different scattering wavelengths. Under SERS conditions,
there will therefore be two contributions to the asymmetry factor; the absorption resonance which will affect each molecule equally, and the plasmon resonance which will be different for each molecule. Consequently, the total asymmetry factor will be the absorption resonance asymmetry plus the average asymmetry created from the plasmon resonances.

### 4.2.5 The Pumping Cross-Section and Spatial Averaging

In section 4.2.1, I defined the pumping cross-section as:

\[
\sigma_{\text{pump}} = \frac{\langle \sigma_T^S d\sigma_{\text{RS}} / d\Omega \rangle}{\langle d\sigma_{\text{RS}} / d\Omega \rangle}.
\]  

(4.19)

For a single molecule, this can be simplified to the total Stokes cross-section but, due to the spatial averaging, this is not the case for many molecules. Instead we must consider the enhancement factors that affect each of these cross-sections. Both radiative and non-radiative Stokes scattering receive a local field enhancement \( M_{\text{Loc}}(\omega_L) \), at the laser frequency, in the excitation step of the Raman process. However, while the radiative Stokes process is enhanced by \( M_{\text{Rad}}(\omega_S) \) in the emission step, the non-radiative Stokes process is enhanced by \( M_{\text{NR}} \) (discussed in section 3.2.2). The total Stokes cross-section will therefore be given by:

\[
\sigma_T^S(\omega_S) = \sigma_{\text{RS}}^S(\omega_S) + \sigma_{\text{RS}}^R(\omega_S) \\
= M_{\text{Loc}}(\omega_L)M_{\text{Rad}}(\omega_S)\sigma_{\text{Raman}} + M_{\text{Loc}}(\omega_L)M_{\text{NR}}(\omega_S)\sigma_{\text{Raman}} \\
= M_{\text{Loc}}(\omega_L)M_{\text{Tot}}(\omega_S)\sigma_{\text{Raman}},
\]  

(4.20)

where \( M_{\text{Tot}}(\omega_S) = M_{\text{Rad}}(\omega_S) + M_{\text{NR}}(\omega_S) \). In this case \( M_{\text{Rad}}(\omega_S) \) has been averaged over all scattering directions and \( \sigma_{\text{Raman}} \) is the Raman cross-section integrated over all directions.

If we assume that \( M_{\text{Rad}} \approx M_{\text{Loc}} \) (see section 3.2.1) and ignore the wavelength dependence of the enhancement factors, then:

\[
\sigma_{\text{pump}} \approx \frac{\langle M_{\text{Loc}}^1M_{\text{Tot}} \rangle}{\langle M_{\text{Loc}}^2 \rangle} \sigma_{\text{Raman}}.
\]  

(4.21)

If radiative Stokes scattering was more likely than non-radiative Stokes scattering, it can be shown that the pumping cross-section would be a slight under-
estimation of the radiative Stokes cross-section for molecules located in hot-spots [7]. However, for molecules directly adsorbed onto the surface of metals, non-radiative Stokes scattering typically dominates (this will be shown in chapter 6). In this scenario, the interpretation of the pumping cross-section is not so straightforward. If all of the molecules are bound identically to the surface of the metal, the non-radiative enhancement factor should be approximately constant. The pumping cross-section will therefore be given by:

\[
\sigma_{\text{pump}} \approx M_{NR} \frac{\langle M_{Loc}^3 \rangle}{\langle M_{Loc}^2 \rangle} \sigma_{\text{Raman}}.
\] (4.22)

In the last chapter, it was shown that the local field enhancement factor close to a plasmon resonance could vary by several orders of magnitude if the position was shifted by a couple of nanometers, resulting in a maximum enhancement factor that could be \(10^2 - 10^3\) times larger than regions further away from the plasmon resonance. The molecules located in the hot-spots will therefore have much larger pumping cross-sections than the other molecules.

Let us consider a simple example of 1000 molecules, where one molecule is located in a hot-spot with a local field enhancement factor that is 100 times larger than the rest. The pumping cross-section will therefore be:

\[
\sigma_{\text{pump}} = M_{NR} \frac{(100M_{Loc}^3 + 999M_{Loc}^3)/1000}{(100M_{Loc}^2 + 999M_{Loc}^2)/1000} \sigma_{\text{Raman}}
\]

\[
= M_{NR} \frac{1 \times 10^6 M_{Loc}^3}{1.1 \times 10^4 M_{Loc}^2} \sigma_{\text{Raman}}
\]

\[
= 91 M_{NR} M_{Loc} \sigma_{\text{Raman}}
\]

\[
\approx (\sigma_{\text{T}}^T)_{HS},
\]

where \((\sigma_{\text{T}}^T)_{HS}\) is the total Stokes cross-section of the molecule located in the hot-spot. The pumping cross-section will therefore be a better approximation of the total Stokes cross-section if \(\sigma_{HS}/\sigma\) is much larger than the number of molecules not in hot-spots. However, due to the long-tail distribution of enhancement factors, it is very difficult to properly interpret the pumping cross-section and it may only be achievable under single molecule conditions where the spatial averaging does not appear.
4.2.6 The Population Lifetime

By fitting the function in equation 4.17 to the temperature dependence of the anti-Stokes to Stokes intensity ratio, we can calculate a value for \( b = \tau\sigma_{\text{pump}}P_L/h\omega_L \). However, before we can convert this into the pumping cross-section, we need a reliable technique for estimating the vibrational lifetime \( \tau \).

In some cases, time-resolved measurements [94–97] have been made to directly measure the vibrational lifetime of some common SERS probes [98].

In reference [7, 92] we proposed that the lifetime could be estimated from the width of the Raman peak. The Heisenberg uncertainty principle states that the uncertainty in the mode energy is related to the lifetime by:

\[
\tau \Gamma \sim \hbar,
\]

where \( \Gamma \) is the lifetime contribution to the full-width half-maximum of the Stokes peak. There are however additional peak width contributions:

- **Dephasing Lifetime**: There is an additional lifetime associated with a vibrational mode called the dephasing lifetime [99, 100]. Often the relaxation lifetime is referred to as \( T_1 \) and the dephasing lifetime is \( T_2 \). The dephasing lifetime is defined as the length of time required for the vibration to lose coherence.

- **Overlapping Raman modes**: If there are several Raman modes close together, a single peak may actually be several modes that are sufficiently close that their natural line widths overlap.

- **Inhomogeneous Broadening**: This is similar to overlapping Raman modes but instead of having several modes close together, a single mode is slightly shifted in energy for different molecules. This results in a Raman peak that has a width that is larger than the line width expected for a single molecule. The size of the shift will depend on the interaction of the molecule with its local environment and, hence, different molecules will experience different shifts in the Raman mode energy. This effect has been studied in detail in reference [101] using single molecule SERS.

Inhomogeneous broadening and overlapping Raman modes will only account for a discrepancy of 2 or 3 in the lifetime, but the dephasing lifetime may cause a significant broadening of the peak if it is shorter than the relaxation lifetime. As a result, it is important to distinguish which modes have a shorter
relaxation lifetime than dephasing lifetime. The peak width of these modes will therefore be a good estimate of $\tau$ within a factor of 2 or 3 (due to inhomogeneous broadening and overlapping Raman modes). A technique for identifying exactly which lifetime process is the dominant mechanism will be investigated later in this chapter (section 4.4).

Typically, we will only be concerned with order of magnitude estimates of the pumping cross-section and the population lifetime will be assumed to be $\sim 1 \text{ ps}$ [92]. This is in agreement with the characteristic peak widths for the SERS analytes observed in this thesis.

4.2.7 Photo-bleaching

Under pumping conditions (when the population is dominated by vibrational pumping), the molecules located close to hot-spots will dominate the anti-Stokes intensity due to the cubic dependence on the local field enhancement factor. The Stokes intensity, on the other hand, will have a contribution from molecules that do not receive a particularly large enhancement as the Stokes intensity only has a square dependence on the local field enhancement. Because photo-bleaching is proportional to the overall enhancement (due to increased absorption and other effects that are not well understood), molecules with the largest cross-sections will photo-bleach fastest. Consequently, as the hot-spot molecules are bleached, the anti-Stokes intensity will decrease faster than the Stokes intensity. This results in an anti-Stokes to Stokes intensity ratio that decreases with time. The decrease in $\rho$ can be interpreted as a decrease in the pumping cross-section with time, which is not unexpected as the molecules with the largest enhancement factors have the greatest chance of photo-bleaching.

At high temperatures, when thermally excited vibrations dominate the population, both the anti-Stokes and Stokes intensities are linearly related to the cross-section. The intensity ratio will therefore be independent of photo-bleaching and not vary with time. An in-depth discussion on the effects of photo-bleaching on vibrational pumping can be found in reference [102].

4.3 Experimental Set-Up

This section is dedicated to an in-depth overview of the experimental set-up used throughout the thesis. This includes the Raman spectrometers, the cryostats and the sample preparation method. Instead of repeating the information below,
Figure 4.4: A schematic layout of the U1000 system. The system is set up for the argon and krypton lasers using the adjustable mirror to select which laser is used. The internal optics of the spectrometer are shown in figure 4.5.

this section will be referenced whenever an explanation of a new experiment is given.

4.3.1 Raman Spectrometers

Two Raman spectrometers were used over the course of my PhD research, a double additive U1000 Jobin-Yvon spectrometer and a LabRam Raman system. The choice of system was dependent on the types of measurements that were required.

The Double Additive U1000 Spectrometer

There are three laser set up for use with the U1000 spectrometer, an argon-ion laser with several lines in the green and blue, a krypton laser with two red lines, 647 nm and 676 nm, and a helium-neon laser with a line at 633 nm. The layout of this system is shown in figure 4.4. The laser is first passed through a monochromator to remove the plasma lines and then focused on a solid sample using a converging lens. The scattered light is collected using a second lens and focused on the spectrometer. Once the light passes into the spectrometer, it goes through a series of optical stages (see figure 4.5) in which the blazed holographic
Figure 4.5: A schematic of the internal optics of a U1000 spectrometer. Included are two diffraction gratings that are double additive. There are also five concave mirrors that either parallelize the light for the diffraction gratings or focus the light so that it can pass through the slits. The actual optics of the spectrometer used in this thesis are slightly different as the light from the second diffraction grating is focused on a CCD that is above the system, but for our purposes this diagram is sufficient for an understanding of the internal workings of the U1000.

plane gratings separate the light in a double additive fashion. Finally it is focused on a liquid nitrogen cooled CCD which is read by the computer and displayed using the program LabSpec [103].

The main advantage of the U1000 spectrometer is that it allows high resolution measurements of Raman peaks. Because the spectrometer is double additive, it is possible to focus on an extremely small region of the signal. In fact a single peak can be observed, allowing the accurate measurement of properties such as peak widths and locations. However, it is not possible to simultaneously measure numerous modes without modifying the internal operation of the spectrometer. This a key disadvantage in vibrational pumping where accurate measurements of both the anti-Stokes and Stokes peaks are needed, and having to constantly shift the position of the gratings may lead to discrepancies.

The LabRam System

As with the U1000 system, the Jobin-Yvon LabRam is connected to an argon-ion and a helium-neon laser. Additionally, the LabRam system has a UV helium-cadmium laser with a line at 325 nm and an IR laser diode at 785 nm. However, all of the measurements performed in this thesis were on dye molecules with resonances in the visible region of the electromagnetic spectrum so the IR and
Figure 4.6: A photograph of the LabRam system. Shown are the lasers used in this thesis (the argon ion and helium-neon lasers), the confocal microscope where the incident light is focused and the scattered light is collected, and the location of the CCD, diffraction grating and internal optics. The grating and optics are easily accessible by simply removing the cover above them.
UV lasers were not used. The layout of the LabRam system is shown in figure 4.6. The laser is initially directed to the internal optics of the spectrometer (see figure 4.7) which filters the plasma lines and performs a power modification using the filter wheel. Using a notch filter (a filter which only reflects light at a specific wavelength) with the same wavelength as the laser, the laser is redirected into the Olympus BX41 confocal microscope. The light is then focused on the sample using interchangeable objectives. The scattered light is collected with the same objective and follows the same path as the incident light. However, the Raman-shifted scattered photons pass through the notch filter into the second stage of the internal optics. At this stage, a converging lens focuses the light through a pin hole slit which is then sent down to a parallelizing mirror and onto a single grating which disperses the light into its wavelengths. Finally the dispersed light is focused onto the liquid nitrogen cooled CCD which is read by the computer and displayed using LabSpec.

The main advantage of the LabRam compared to the U1000 is the amount of control the user has over the system. With the U1000, we are restricted to using solid samples and the size of the observed region is defined by the focusing
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lens. For the LabRam, however, there are many different objectives that can be used which will affect the size of the laser spot on the sample and the collecting efficiency of the scattered light. There are also immersion objectives that are designed for use with liquid samples. Furthermore, the LabRam is designed so that the user has easy access to the grating which can then be replaced with another. This allows us to take both high and low resolution measurements including simultaneous measurements of both the anti-Stokes and Stokes signals for many modes (depending on the incident wavelength). However, because the LabRam only uses one grating to disperse the light, it will never obtain the high resolution that can be achieved with the U1000.

Attached to the confocal microscope is a sample holding stage that can be adjusted in all three dimensions. Furthermore, the stage can be set-up so that spectra can be measured as the position changes allowing us to perform spatial mapping measurements of dry samples. This is very important for vibrational pumping as dry samples must be used due to the low temperature requirements.

Another important difference between the two systems is the use of the notch filter. Even if we could undertake low resolution measurements on the U1000, it is not possible to observe both the anti-Stokes and Stokes signal as this will directly expose the CCD to the laser which may cause damage. Using a notch filter avoids this problem, as the scattered light at the same wavelength as the laser is reflected while the Raman-shifted photons are able to pass through to the CCD, allowing the grating to be centred on the laser wavelength.

4.3.2 Cryostats

In order to get the temperature-dependent measurements required to observe vibrational pumping, a cryostat is needed. For the U1000 system, a closed cycle helium cryostat is set up which contains a copper mount that samples can be placed on using a highly thermal conductive silver paste. The sample is then isolated within a windowed steel chamber and pumped down to low pressures using a roughing and diffusion pump cycle. Once the chamber is evacuated, the temperature of the sample mount is then adjusted with the cryostat. Using this system it is possible to reach temperatures that range from 10K to well above room temperature. The fact that the vacuum chamber is windowed means that it is possible to perform optical measurements by focusing the laser through the window.

For the LabRam, a LinKam THMS600 cryostat is used along with a LNP94
liquid nitrogen pump (see figure 4.8). The sample is mounted on a 0.17mm cover slip which is on a highly polished silver heating element. Once the sample is mounted, the cryostat is sealed and the liquid nitrogen pump is used to create a purely nitrogen gas atmosphere while evacuating the initial atmosphere through the release valve. This allows us to decrease the temperature of the sample without ice crystals forming. The liquid nitrogen pump continuously pumps nitrogen gas into the chamber allowing the precise control of cooling rates as fast as 130°C/min or as slow as 0.1°C/min. However, the lowest possible temperature reachable with this system is 77K which may not be low enough to see pumping of the lowest energy vibrations. The sample can be heated up again using the silver heating element that is directly beneath the sample and is controlled by a second controlling unit (not shown in the figure). A weakness of using the cryostat on this system is that we need to use objectives with relatively low numerical apertures. Consequently, the efficiency of collecting the scattered light is relatively low. On the other hand, this is the only system that allows mappings, which are crucial for some of the results presented in this thesis.

4.3.3 Sample Preparation

While much of the sample preparation process is dependent on the experiment being performed, there are some steps that are consistent throughout the thesis and to save the need for repeating them, they will be explained here. Each
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Sample consists of one or two SERS active dyes (most commonly Rhodamine 6G (RH6G), Nile Blue (NB) and Crystal Violet (CV)) which are diluted to the appropriate concentration using distilled water. Before the dye is added, a solution is prepared consisting of 500 mL of Lee and Meisel Ag colloids [104] and 500 mL of potassium chloride (KCl) such that the final concentration is $2 \times 10^{11}$ colloids per cm$^3$ and 10 mM of KCl. The purpose of the KCl is to shield the coulomb repulsion that the silver colloids (which are negatively charged) apply to each other. When the KCl is added, the potassium and chlorine ions separate and are free to move around. The charges will allow the colloids to get close enough to each other that van der Waals forces will cause them to “stick”. The colloids are typically left for around 15 minutes to aggregate before the dye is added. However, there will be cases in which the dye is added to the colloids before the KCl. Once the SERS dye is added, the molecules will bind to the surface of the colloids and in the gaps between them which is where the largest enhancements occur (as explained in the previous chapter).

At this stage the sample can be measured as a liquid sample using the LabRam system and an immersion objective. However, there cannot be any water molecules in the solution if low temperature pumping measurements are to be performed. A “dry” sample must therefore be used for these measurements. Taking a silicon wafer, we first coat it with Poly L-lysine (0.1% by weight) and leave it under a heating lamp for 5 minutes after which time the remaining liquid is syphoned off using a pipette. This leaves a thin layer of Poly L-lysine on the surface of the silicon which the silver colloids will attach to. The solution of SERS dye and aggregated colloids is then placed on the silicon and left under the heating lamp. The solution can be completely dried onto the silicon or it may be syphoned off after a certain amount of time. The final sample will consist of colloidal aggregates which are separated from each other by a distance that is dependent on the drying time of the solution. The effect of the drying time will become obvious in later chapters. Finally, the sample can be placed in the cryostat and pumping measurements can be performed.

Obviously vibrational pumping measurements will need to be performed with a dry sample, but there may be situations, at room temperature, where one sample type may be more suitable than the other. With a liquid sample, Brownian motion will cause the colloids to move in and out of the scattering volume of the laser and, hence, the molecules contributing to the SERS signal will change with time. As a result, many SERS events can be measured purely by taking time series measurements. For example, taking a 1 s SERS spectrum...
every 10 s for 1 hour. This does not occur for dry samples as the colloids are
fixed on the surface of the silicon wafer. As a result, the location of the laser
must be changed in the form of a spatial mapping to observe many different
SERS events. However, if we wish to observe the evolution in the SERS signal
for a specific region of the substrate, a dry sample must be used.

4.4 Anharmonic Coupling of Vibrational States
and Estimations of the Population Lifetime

Obtaining an accurate value for the population lifetime is critical when esti-
mating the pumping cross-section. Previously we noted that there are several
contributions to the Raman line-width that create difficulties in estimating the
population lifetime. This problem of estimating the contributions to the line-
width is a well established problem in spectroscopy [105]. The aim of this section
is to investigate the anharmonic coupling between vibrational modes and hence
obtain a more accurate estimate of the population lifetime and the pumping
cross section. The dominant line-width contribution will be investigated for the
main vibrational modes of NB and RH6G.

If we ignore the effects of inhomogeneous broadening and overlapping peaks
(which will only cause a discrepancy of a factor of two or three in the lifetime),
there are two contributions to the peak-width for a given mode: the relaxation
lifetime ($T_1$) which is the lifetime we need to estimate the pumping cross-section,
and the dephasing lifetime ($T_2$). Whichever lifetime is shortest will determine
the peak-width.

4.4.1 Anharmonic Coupling of Vibrational States

Vibrational relaxation can only take place if energy is conserved. The lowest
order anharmonic interactions for a vibration of frequency $\omega$ are shown in figure
4.9 in which the excited mode interacts with two other vibrational states within
the same molecule. Figure 4.9(a) is the Feynman diagram for the decay of
a vibration into two lower energy vibrations in which $\omega = \omega_1 + \omega_2$ so that
energy is conserved. This decay route results in the relaxation of the original
state and hence is the main contribution (to first order) to $T_1$. This is an
example of intramolecular vibrational relaxation (IVR). It is also possible for
the vibration to decay via vibrations in the environment (also called the bath)
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Figure 4.9: Feynmann diagrams for the lowest order anharmonic interactions for a vibration with frequency $\omega$. (a) shows the standard decay of a vibration $\omega$ into two vibrations $\omega_1$ and $\omega_2$ while (b) shows the next order process which is similar to (a) but the molecule returns to its original state.

which is normally a much weaker effect than if the decay occurred via vibrational modes of the molecule alone. Bath vibrations are generally very low in energy and hence population relaxation through purely bath vibrations is extremely rare and usually occurs through multiphonon processes. Vibrational relaxation to low energy modes of the surrounding molecules can occur through coupling to low frequency translation and rotational modes of molecules in the liquid.

Higher order processes that result in population relaxation, and hence affect the population lifetime, can also occur, including multiphonon relaxation (see figure 4.10) into very low energy modes of the surrounding molecules, particularly the substrate. Multiphonon decay can become a dominant mechanism for population relaxation if a single isolated vibration exists that has a much larger energy than the low frequency continuum of the bath. This is often the case with diatomic molecules which results in very long relaxation lifetimes (for example $N_2$ where $T_1 \sim 1 \text{s} [106,107]$), but is negligible for the polyatomic molecules that we consider.

Figure 4.9(b), on the other hand, refers to an elastic process in which the molecule remains in the same mode before and after the interaction [108]. Because the intermediate states can be short lived, there is no requirement for $\omega = \omega_1 + \omega_2$ and one or both of the intermediate states can be larger in energy than the original state. However, because the molecule returns to its original state, it does not contribute to $T_1$ but instead contributes to the broadening of the Raman peak via $T_2$. This contribution to $T_2$ occurs because the excited vibration is anharmonically interacting with other modes resulting in variations in the phase of the vibration with time.
If a mode of frequency $\omega$ is anharmonically coupled to another mode, $\omega_1$, of less energy, determining whether this interaction has a contribution to $T_1$ or $T_2$ will depend on the existence of a second mode, $\omega_2$, that is also anharmonically coupled to $\omega$ satisfying $\omega = \omega_1 + \omega_2$. If such a mode does exist then the vibration will be able to decay through $\omega_1$ and $\omega_2$ and hence be dominated by $T_1$. If such a mode does not exist then the interaction can still be dominated by $T_1$ if there is a vibrational state of energy $\omega_2$ within the bath that can assist the decay. However, if $\omega$ is very weakly coupled to the bath state then dephasing may still dominate. For a completely isolated molecule with no bath interaction, an absence of the second mode will result in the interaction being completely dominated by dephasing. For a vibration that is anharmonically coupled to a mode of higher frequency, an interaction between them can only result in dephasing and this interaction can only contribute to $T_2$.

Accordingly, determining whether the lifetime of a vibration is dominated by dephasing or population relaxation will depend on the existence of a vibration of less energy that is anharmonically coupled to the original mode. If no such mode exists then the vibration will be dominated by $T_2$. If such a mode does exist, determining whether $T_1$ or $T_2$ dominates will depend on the existence of a second state (either a vibrational state of the molecule or from the bath) satisfying $\omega = \omega_1 + \omega_2$. Hence, in order to characterise each of the Raman active modes of a molecule as dephasing dominated or population relaxation dominated, one must consider these key points: (i) the availability of modes...
in the vibrational density of state (VDOS), (ii) the strength of the coupling between each of the vibrational modes, and (iii) the presence and nature of interactions with the bath.

4.4.2 Vibrational Density of States

In order to understand how vibrational modes anharmonically couple together, an understanding of the VDOS is first required. Most SERS analytes tend to be relatively large polyatomic molecules and hence VDOS calculations can be difficult and time consuming. Depending on the level of accuracy required, there are several methods for calculating the VDOS, one of which is DFT [22]. Due to the large memory and processing requirements, it is only recently that DFT has been utilised for common SERS probes.

The VDOS for three common SERS probes (a Benzotriazole dye (BTZ2) [109], NB and RH6G) are shown in figure 4.11 calculated via DFT (for BTZ2) [110] or force field MM++ (for NB and RH6G) [111]. Each of these SERS probes can be approximated as having a VDOS that is relatively flat in the region $\sim 0 - 1650\ \text{cm}^{-1}$, followed by a silent region in which there is little or no vibrational modes, and then a small region at $\sim 3000\ \text{cm}^{-1}$ corresponding to hydrogen stretching vibrational modes. These characteristics are summarized in figure 4.11(d).

Purely from an understanding of the density of states of typical SERS analytes, we can make the qualitative argument that the high energy modes (close to $1650\ \text{cm}^{-1}$) will strongly interact with vibrations at low energies. However, which interactions contribute to the relaxation lifetime or the dephasing lifetime will depend on whether there is a suitable pair of modes, either within the molecule itself or a combination of the molecule and the bath, that will allow the efficient decay of the vibration. If there are many such interactions, $T_1$ will likely dominate the peak width. As the mode energy is reduced, there are fewer possible interactions that will result in the decay of the vibration. It is therefore more likely that $T_2$ will become the dominant mechanism for the low energy vibrations. There will, however, be cases in which even a large energy mode will be dominated by $T_2$, when the structure of the vibration results in a very weak interaction with the other modes.
4.4.3 Bath Interactions

The question of whether there is a downward relaxation path that a vibration can decay through requires an understanding of the interaction between the vibration and the bath. There are no general rules for measuring the coupling strength between bath and vibration. However, by looking at specific examples, we may be able to obtain a reasonable understanding that is applicable for most SERS experiments. Observations made in the literature [22, 112] suggest that there are weak interactions with the substrate which can result in small frequency shifts of the bare vibrations. For most SERS situations, the interaction with the substrate is weak enough that there is never a loss in the mechanics of the bare vibrations in the molecule. However, interactions that assist relaxation definitely exist. Despite this, because these interactions are so weak, low energy vibrations, which have limited options for population relaxation through internal processes, will likely be dominated by $T_2$. 

Figure 4.11: Vibrational density of states (VDOS) of three common SERS probes calculated using different methods: (a) BT22 [109] obtained by DFT, (b) NB and (c) RH6G calculated with the MM+ molecular mechanics force field model [111]. The overall main characteristics of most VDOS of interest are summarized in (d); i.e. a relatively flat and continuous VDOS up to $\sim 1650 \text{ cm}^{-1}$ followed by isolated hydrogen stretching modes at high frequencies.
4.4.4 Investigating the Anharmonic Coupling through the Temperature Dependence

For any anharmonic interaction between vibrational modes (like those shown in figure 4.9), the strength of the coupling will have a dependence on the thermal occupation (Bose factors) of the secondary modes [113,114] through the boson operators in the perturbation process. In terms of the interactions shown in figure 4.9, the strength of the coupling will depend on the thermal occupation, \( n_1 \) and \( n_2 \), of the vibrational states with frequencies \( \omega_1 \) and \( \omega_2 \), respectively.

At low temperatures, when the average thermal energy is much less than the mode energy (i.e. \( k_B T \ll \hbar \omega \)) for all of the secondary states, the thermal occupation is very small and can be approximated by Boltzmann factors; i.e. \( n \sim \exp(-\hbar \omega/k_B T) \). The process in figure 4.9(a) will therefore have a contribution to the peak width, \( \Gamma \), given by [113]:

\[
\Gamma \propto (1 + n_1 + n_2), \tag{4.24}
\]

This process is responsible for the standard down-conversion into two low energy vibrations and normally referred to as a sum process [113]. Equation 4.24 has been extended to higher order multiphonon decays as shown in references [114–116] but they are much weaker processes. The temperature dependence to the peak width due to population relaxation will therefore be given by an Arrhenius law:

\[
\Gamma = \Gamma_0 + \Delta \Gamma \exp \left( \frac{-\hbar \Omega}{k_B T} \right). \tag{4.25}
\]

where \( \Omega \) is dependent on the available decay processes. I will return to the physical interpretation of \( \Omega \).

The effect of the dephasing on the broadening due to the temperature dependence, on the other hand, is much more difficult to model because it depends on a higher order perturbation process and, therefore, more details about the VDOS and the anharmonic coupling matrix elements are required. Models for the temperature dependence of dephasing can be found in the literature, including phenomenological models that have applications for coupled harmonic oscillators, electronic states, two level systems etc. [117–121]. These models suggest that at low temperatures, and for two excitations that are closely localized in energy, the broadening will always recover an Arrhenius law for the temperature dependence [118], independent of whether the interaction is dominated by
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dehasing or population relaxation. This trend in the temperature dependence has been concluded from many different perturbative schemes [118, 122, 123]. I will therefore assume that the temperature dependence of the broadening will follow an Arrhenius law (as shown in equation 4.25) which will be dependent on the most coupled-to vibration of the mode in question, independent on which lifetime dominates the peak width [124].

There are three possibilities for \( \hbar \tilde{\Omega} \), depending on the specifics of the couplings for that mode:

- If there are limited relaxation channels then \( \hbar \tilde{\Omega} \) will correspond to the vibrational energy that is the main contribution to dephasing, \( T_2 \).

- If there is one relaxation channel then \( \hbar \tilde{\Omega} \) will correspond to the lowest vibrational energy that the vibration is decaying through. This is because the Boltzmann factor of the vibration with the lowest energy will dominate in the temperature dependence.

- If there are many relaxation channels that are competing with each other, then \( \hbar \tilde{\Omega} \) will correspond to an average interaction energy which will depend on the VDOS and also the coupling strength between the vibrations.

From this point \( \hbar \tilde{\Omega} \) will be referred to as the activation energy to be consistent with other activation phenomena that depend on the presence of a “barrier” and follow an Arrhenius law. From equation 4.25 it is obvious that a plot of \( \ln(\Gamma - \Gamma_0) \) against \( 1/T \) will have a slope that is proportional to the activation energy. i.e:

\[
\ln(\Gamma - \Gamma_0) = -\frac{\hbar \tilde{\Omega}}{k_B T} + \ln(\Delta \Gamma)
\]  

In section 4.4.2 it was concluded that a single vibrational mode interacts with a quasi-continuum of modes. Hence, in general, \( \hbar \tilde{\Omega} \) will not correspond to a specific vibration but instead an average of the main relaxation channels. However, the estimation of \( \tilde{\Omega} \) from the temperature dependence of the broadening will give an approximation of the main couplings affecting the mode \( \omega \):

- If \( \Omega < \omega \), the mode must be mainly coupled to vibrations of less energy which could allow population relaxation of \( \omega \). Consequently, for the polyatomic molecules that are common to SERS probes, this case will likely correspond to a mode that is \( T_1 \)-dominated due to the larger number of
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Figure 4.12: SERS spectra for NB and RH6G. The modes monitored are the 595 cm\(^{-1}\) and 1640 cm\(^{-1}\) of NB and 615 cm\(^{-1}\), 1310 cm\(^{-1}\), 1510 cm\(^{-1}\), and 1650 cm\(^{-1}\) of RH6G.

vibrations in the VDOS. In general, higher energy modes will have more possibilities for population relaxation via two or more phonons.

- If \(\Omega \sim \omega\), it is impossible to decide which contribution dominates the peak broadening.
- If \(\Omega > \omega\), coupling to higher energy modes must be the dominant contribution and, hence, population relaxation through downward conversion is much more difficult. These modes must therefore be dominated by \(T_2\) and the width of these peaks cannot be used as an estimation for the population lifetime.

Other effects such as a temperature dependence of the peak width due to inhomogeneous broadening is not expected to play a significant role, at least not as much as \(T_1\) and \(T_2\).

4.4.5 Experimental Results

Using the theory outlined in section 4.4.4, we will estimate the dominant mechanism (dephasing or population relaxation) of the broadening of the peak widths for two common SERS probes, NB and RH6G. The Raman modes that are characterised as \(T_1\)-like (coupled to modes of lower energy) are the best candidates for measuring the pumping cross-section because their peak widths are a good approximation of the population lifetime.
Figure 4.13: Temperature dependence of $\ln(\Gamma - \Gamma_0)$ as a function of $1/T$ for the four modes of RH6G and the two modes of NB shown in figure 4.12. Included are the linear fits and the activation energy derived from the slope. The results are summarized in table 4.1.

A dry sample consisting of colloids, 10 mM KCl and 1 µM of the SERS probe, and completely dried was mounted on the sample holder of the U1000 system (described in section 4.3.1). The sample was placed within the vacuum sealed chamber and cooled using the close cycle helium cryostat. An excitation wavelength of 676 nm was created using the krypton laser. Because accurate values for the peak width, height and frequency were required, the peaks were fitted using Voigt fits [7,125]. The power density was kept relatively low ($3.53 \times 10^8$ W/m²) to reduce the effect of photobleaching and heating. The laser was focused on a region with a diameter of approximately 12 µm.

The Raman spectra for the two SERS probes are shown in figure 4.12. The Raman modes which were monitored are labelled, namely the 615 cm⁻¹, 1310 cm⁻¹, 1510 cm⁻¹ and 1650 cm⁻¹ of RH6G, and the 595 cm⁻¹ and 1640 cm⁻¹ of NB.

The peak width for each of these modes was measured as a function of temperature and plots were constructed of $\ln(\Gamma - \Gamma_0)$ against $1/T$ (see figure 4.13) in order to obtain the activation energy from the linear fit. The results are summarized in table 4.1. As was expected, the two largest energy modes of RH6G and the largest energy mode of NB all have an $\Omega$ which is less than $\omega$, hence, these modes must be mainly coupled to lower energy vibrations. We
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<table>
<thead>
<tr>
<th>Compound</th>
<th>mode, ω [cm(^{-1})]</th>
<th>activation energy, Ω [cm(^{-1})]</th>
<th>mode type</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH6G</td>
<td>615</td>
<td>~900</td>
<td>(T_2)-like</td>
</tr>
<tr>
<td>RH6G</td>
<td>1310</td>
<td>~1280</td>
<td>(T_2/T_1)-like</td>
</tr>
<tr>
<td>RH6G</td>
<td>1510</td>
<td>~516</td>
<td>(T_1)-like</td>
</tr>
<tr>
<td>RH6G</td>
<td>1650</td>
<td>~628</td>
<td>(T_1)-like</td>
</tr>
<tr>
<td>NB</td>
<td>595</td>
<td>~1185</td>
<td>(T_2)-like</td>
</tr>
<tr>
<td>NB</td>
<td>1640</td>
<td>~905</td>
<td>(T_1)-like</td>
</tr>
</tbody>
</table>

Table 4.1: Anharmonic classification of main SERS active modes in RH6G and NB.

Therefore classify these modes as \(T_1\)-like.

The 1310 cm\(^{-1}\) mode of RH6G, on the other hand, has an activation energy that is very similar to the mode energy. Deciding whether this mode is dominated by population relaxation or dephasing is difficult. It is more likely that neither mechanism dominates and each coupled-to mode contributes both to \(T_1\) and \(T_2\). This mode is therefore undefined and cannot be referred to as either \(T_1\) or \(T_2\)-like.

The 615 cm\(^{-1}\) of RH6G and 595 cm\(^{-1}\) of NB both have an Ω that is much larger than ω. These modes must therefore be mainly coupled to modes of higher energy and the main interactions can only contribute to dephasing. We can therefore confidently classify these modes as \(T_2\)-like.

In addition, it is possible to measure the activation energy from the frequency shift, which is also dependent on an Arrhenius law. As a result, a plot of \(\ln(\omega - \omega_0)\) against \(1/T\) will similarly reveal Ω. However, measuring the temperature dependence of the broadening is often easier, especially if the spectrometer must be moved to different spectral regions as we can ignore the systematic uncertainty resulting from the backlash of the spectrometer. Despite this, if the Raman modes are measured in a fixed window, and at a high enough resolution, it is possible to measure the activation energy from the temperature dependence of both the broadening and the frequency shift. Figure 4.14 presents Ω estimations from both the frequency shift and the broadening for the 1650 cm\(^{-1}\) of RH6G.

These findings show that the high energy modes are mainly coupled to low energy vibrations and hence are likely dominated by population relaxation (at least in the case of NB and RH6G). We have also seen that low energy vibrations are dominated by dephasing and hence population lifetime estimates for these modes cannot be calculated from their peak-widths. However, there may be exceptions, for example when there is strong coupling to the substrate and low
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Figure 4.14: Broadening ($\ln(\Gamma - \Gamma_0)$) and frequency ($\ln(\omega - \omega_0)$) dependence of the 1650 cm$^{-1}$ mode of RH6G as a function of $1/T$, both showing the same slope $\propto \hbar \Omega$ (activation energy).

frequency vibrations are dominated by bath interactions.

4.5 The Plasmon Dispersion and Two Laser Pumping

Two-laser vibrational pumping is an experimental technique for measuring the SERS enhancement over a large number of excitation wavelengths without having to calibrate the response of the system in that range. This is achieved by adding a second laser, called the probe laser, which has the role of fixing the scattering wavelength. The vibrational population is initially created by a pumping laser and the relaxation of the population is monitored from the anti-Stokes signal relative to the probe laser. The anti-Stokes intensity will therefore provide information about the coupling between the plasmon resonance distribution created with each laser. The equations outlined in section 4.2.1 will be extended to the case of a double laser excitation with as little repetition as possible.
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4.5.1 The Theory of Two Laser Pumping

A basic two-laser pumping experiment will consist of two lasers (a pump and probe), that are combined using a beam splitter, and a dry sample contained within a cryostat. Furthermore, the probe laser spot must be located within the pump laser spot after it has been focused on the sample. We are therefore probing a sub-domain of the total excited region of the substrate. Using the cryostat, the sample is cooled to a thermal region in which vibrational pumping is the dominant mechanism of population creation. The vibrational population created by the pump through Stokes processes at the pump wavelength ($\lambda_{pu}$) is monitored as an increase in the anti-Stokes signal at the probe wavelength ($\lambda_{pr}$). The magnitude of the increase will therefore contain information on how well the probe can couple to molecules that have been excited by the pump. Taking low temperature measurements (in the vibrational pumping regime) ensures that only those molecules that receive a sufficiently large enhancement at the pump wavelength will increase the anti-Stokes signal relative to the probe. If measurements were taken in the thermally excited regime, the increase in the anti-Stokes signal would be extremely small and easily confused with heating. Furthermore, every molecule in the sample will have a similar population, not just those located at hot-spots.

In two-laser pumping, we are concerned with anti-Stokes events due to the probe, where the original vibration was created via a Stokes process with the pump. However, there is also a contribution to the anti-Stokes signal where the original vibration was created by the probe, which we call self-pumping. These processes can be removed by subtracting the anti-Stokes signal with only the probe active from the signal with both lasers active.

For a Raman active mode of a single molecule, the population in the pumping regime is given by:

$$n = \frac{\tau \sigma_p^{pu} P_{pu}}{\hbar \omega_{pu}} + \frac{\tau \sigma_p^{pr} P_{pr}}{\hbar \omega_{pr}},$$  \hspace{1cm} (4.27)

where $\sigma_p^{pu,pr}$, $P_{pu,pr}$ are the total Stokes cross-sections ($\sigma_S$ has been substituted for $\sigma_p$ to simplify the equations in this section) and power densities at the pump and probe wavelengths, respectively. This is the same as equation 4.5 but with two lasers creating the population and ignoring the thermally excited population.

If there are $N$ molecules in the region defined by the probe spot (which is
already contained within the pump spot), the intensity of the anti-Stokes signal of the probe is:

\[
I_{aS} = N\tau \left[ \frac{\langle \sigma_p^{pu} d\sigma_{aS}^{pr}/d\Omega \rangle}{\hbar \omega^{pu}} P^{pu} + \frac{\langle \sigma_p^{pr} d\sigma_{aS}^{pr}/d\Omega \rangle}{\hbar \omega^{pr}} P^{pr} \right] P^{pr}, \tag{4.28}
\]

where the differential cross-sections refer to radiative Stokes or anti-Stokes scattering (the superscript \( R \) has been left out to simplify the equations). This equation consists of both a quadratic power dependence of the probe (the self-pumping term seen in single laser pumping), and a linear power dependence of the pump, the “cross-talking” term, which is a result of the interaction between the two lasers. The anti-Stokes intensity with only the probe active is given by:

\[
I^0_{aS} = N\tau \frac{\langle \sigma_p^{pr} d\sigma_{aS}^{pr}/d\Omega \rangle}{\hbar \omega^{pr}} P^{pr}. \tag{4.29}
\]

Taking the difference in the two intensities gives:

\[
\Delta I_{aS} = N\tau \frac{\langle \sigma_p^{pu} d\sigma_{aS}^{pr}/d\Omega \rangle}{\hbar \omega^{pu}} P^{pu}. \tag{4.30}
\]

Because the number of molecules is unknown, it is often convenient to normalize this with the Stokes intensity of the probe:

\[
I_{pr}^{pr} = N \langle d\sigma_{pr} / d\Omega \rangle P^{pr}. \tag{4.31}
\]

Thus, taking the ratio of equation 4.30 and 4.31 we obtain:

\[
\frac{\Delta I_{aS}}{I_{pr}^{pr}} \propto \frac{\langle \sigma_p^{pu} d\sigma_{aS}^{pr}/d\Omega \rangle}{\langle d\sigma_{pr} / d\Omega \rangle} P^{pu}. \tag{4.32}
\]

The term \( \langle \sigma_p^{pu} d\sigma_{aS}^{pr}/d\Omega \rangle \) is a measure of how well the probing laser can couple to molecules that have been excited by the pump, and hence this is a measure of the wavelength dependence of the spatial distribution of plasmon resonances. It is important to note that it is not a measure of the dispersion of the plasmon resonance for a single molecule but an average over all molecules that are contributing to the signal. Furthermore, a single value of \( \langle \sigma_p^{pu} d\sigma_{aS}^{pr}/d\Omega \rangle \) does not contain much physical information as the two cross-sections cannot be de-coupled. However, some insight into the distribution of plasmon resonances can be gained by observing how it varies with pump or probe wavelength. Figure 4.15 shows an example of the distribution of hot-spots at two wavelengths for
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Figure 4.15: The two dimensional simulation performed in section 3.3.3 but with an excitation wavelength of (a) 504 nm and (b) 438 nm. Two gap regions are pointed out, one in which the local field enhancement is significant at both wavelengths (the overlapping hot-spot) and one in which the local field enhancement is only large for the pumping wavelength (the disappearing hot-spot).

the two dimensional simulation in section 3.3.3. Those molecules that receive a large local field enhancement in figure 4.15(a) will have the largest average population. However, these molecules will only be observed as an increase in the anti-Stokes intensity relative to the probe wavelength if they also receive a large local field enhancement in figure 4.15(b). Let us consider a single molecule that is located in the overlapping hot-spot. This molecule will receive a large enhancement from the pump and the probe. The product \( \sigma_{pu} p \sigma_{pr} aS / d\Omega \) will therefore be relatively large and the molecule will contribute significantly to \( \Delta I_{aS} \). If we now consider a molecule in the location of the disappearing hot-spot, this molecule will have a significant population due to the pumping laser. However, the enhancement from the probe is relatively weak and hence the molecule will not contribute much to \( \Delta I_{aS} \).

Equation 4.32 demonstrates that \( \Delta I_{aS} / I_S^{pr} \) has a linear dependence on \( P_{pu} \) of which \( \langle \sigma_{pu} p \sigma_{pr} aS / d\Omega \rangle \) can be calculated directly from the slope (if \( \langle (d\sigma_{pr} aS / d\Omega) \rangle \) is known). In order to observe the coupling between the pump and probe laser in addition to the self-pumping contribution, a low probe laser power must be used. This becomes more important for large differences in pump-probe wavelengths as the coupling may be very weak.
4.5.2 Experimental Results

For this experiment, NB was chosen for the SERS probe as it has an extremely large cross-section in the appropriate wavelength regions [126]. This is important as the coupling between the probe and pump may be quite weak and the increase in intensity may be difficult to measure, especially for the low probe powers needed. The sample preparation was the same as described in section 4.3.3: Ag colloids, 10 mM KCl, and NB solution at a final concentration of 1 µM, dried on a silicon wafer. The sample is mounted on the U1000 Jobin-Yvon spectrometer (see section 4.3.1). Due to the large and low powers required for the pump and probe, respectively, the 676 nm and 647 nm emission lines of the Krypton laser were used as pumps, and the 514 nm line of the Argon laser and the 633 nm line of the Helium-Neon laser were used as probes. Having the probe at a shorter wavelength than the pump has the advantage that the anti-Stokes peak of the probe is in the emission-free region of both lasers and the signal is not drowned out by fluorescence.

Figure 4.16 shows the variation of the Raman signal for the 595 cm$^{-1}$ anti-Stokes peak of NB with respect to the 633 nm probe, with a power of 3 mW, when varying the 647 nm pump power. When the pump is inactive, we see...
4.5. THE PLASMON DISPERSION AND TWO LASER PUMPING

Figure 4.17: Plots of the increase in the 595 cm$^{-1}$ anti-Stokes intensity ($\Delta I_{aS}$ in equation 4.30) of NB with respect to the (a) 633 nm and (b) 514 nm probe with pumping wavelengths, 647 nm (circle points) and 676 nm (cross points). The y-scale in (a) is a factor of 10$^4$ larger than for (b). This figure is adapted from figure 13 in reference [92].

The increase in anti-Stokes intensity ($\Delta I_{aS}$) as a function of pumping power is shown in figure 4.17 for both the 633 nm and the 514 nm probes. Each are pumped with the 647 nm and 676 nm lines. The laser power densities were estimated by measuring the scattering width as described in appendix B.

For the 633 nm probe (figure 4.17(a)), the slope (which is proportional to the plasmon dispersion) for the 647 nm pump is greater than the 676 nm pump. This tells us that molecules that benefit from the plasmon resonance at 633 nm are more likely to also benefit from the resonance at 647 nm than at 676 nm. We are therefore seeing a “detuning” of the local field as we move away from the probe wavelength. To a good approximation, the only molecules that are contributing to $\Delta I_{aS}$ are those molecules where there is a significantly large hot-spot at both the pumping and probing wavelengths. The number of molecules, however, that meet this criteria will decrease as the difference in the wavelengths becomes larger (this was shown in section 3.3.3).

If the probe laser wavelength is reduced to 514 nm (see figure 4.17(b)), the slope of the linear fit is approximately 600 times less than with the 633 nm probe. This tells us that, on average, molecules excited by the pump are only weakly coupled to the probe, and hence the local-field for the 514 nm excitation
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is very different to the local-field at both 647 nm and 676 nm. Furthermore, in figure 4.17(a), the amount of detuning of the local field is obvious as we change from the 647 nm pump to the 676 nm pump, but this is not the case for the 514 nm probe in which the two pumps show very similar results. One possible explanation is the distribution of enhancement factors for different molecules. In section 3.2.1 it was explained that the enhancement factor depends on both the incident and scattered wavelengths. For the case of two-laser pumping, however, the increase in the anti-Stokes signal from a single molecule depends on the enhancement factor at both the pump and probe wavelengths. Figure 4.18 shows an idealised case of the enhancement factor distribution for two molecules, one at a 633 nm excitation hot-spot and one at a 514 nm excitation hot-spot. For the 633 nm molecule, there is a significant difference between the enhancement factor at the two pumping laser wavelengths as the width of the resonance is larger than the difference in the pump and probe wavelengths. This is not the case for the 514 nm molecule as we are observing the tail of the enhancement factor distribution where there is very little difference between the two pumping wavelengths.

It may be possible to explain the difference in the two slopes for figure 4.17(a)
as a variation in the Raman cross-section at the pump wavelengths. However, if this were the case, there should also be evidence of this effect in figure 4.17(b). We can therefore conclude that the slope is consistent with the dispersion in the plasmon resonance distribution.

4.5.3 Limitations and Applications for Two Laser Pumping

In principle there are two effects in which two constant wave (CW) lasers can contribute to the same Raman signal; through two-laser pumping, in which both lasers create a vibrational population that can be observed from the anti-Stokes peak relative to the probe, and via laser heating of the sample by the pump, which will also lead to an increase in the anti-Stokes signal of the probe. The change in the anti-Stokes intensity due to these two mechanisms will be different, however, as laser heating will increase the vibrational population of all the molecules in the sample, while vibrational pumping by the pump laser will mainly increase the vibrational population in molecules that experience a large plasmon resonance and are Raman active. Furthermore, laser heating is only important in the \textit{thermally dominated regime} where the population is dominated by thermal excitation. The coupling between the two lasers, in this case, is via the absorption cross section and not Raman (as in the two laser pumping case). As two-laser pumping experiments are always performed in the low temperature pumping regime, the increase in the population (if any) due to laser heating is negligible and this mechanism can be ignored.

Like any technique, two-laser pumping has advantages and disadvantages. The equipment required for low temperature experiments (\(\sim 10\) K) and also to align two lasers (such that one laser spot is contained within the other) can be difficult to obtain. It is also important that the pump is always at a longer wavelength than the probe so that the Raman peak being measured is not in the emission region of the pump and drowned out by fluorescence. However, if a high power tunable laser is available, then it is possible to measure the dispersion of the resonance (at least for wavelengths longer than the probe) using the tunable laser as a pump without having to calibrate the response of the system [127]. This is because we can fix the scattering wavelength (which corresponds to an anti-Stokes Raman peak of the probe) whilst the excitation wavelength (corresponding to the Stokes peak for the same mode) is varied. Another benefit of having a fixed scattering wavelength is that it is possible...
to measure the dispersion in regions that cannot be directly observed with the spectrometer (for example, in the near-IR range) if the appropriate pumping lasers are available. Furthermore, two-laser pumping allows measurements of the local field dispersion using systems that operate with notch filters in which the scattering wavelength is restricted by which notch filters are available. It is impossible to obtain detailed dispersion measurements using single laser techniques for these systems.

Even with the difficulties associated with performing experiments of this type, two-laser pumping gives us the rare opportunity to observe an interaction between two laser excitations. Other techniques involving absorption (femtosecond pump and probe spectroscopy for example) or coherent anti-Stokes Raman scattering [128, 129] also have this property, but two laser pumping is one of the few cases in which the interaction is achieved via the incoherent vibrational population.

Through two-laser pumping we have achieved a higher level of understanding of the vibrational pumping technique. Several avenues of advancement present themselves through this technique, including the use of multiple dyes to compare the spatial distribution of molecules (i.e. whether different types of dyes populate similar regions of the sample). Another interesting question is the effect that having a pump and probe of different polarizations or phases (when both lasers have the same wavelength) will have. These are possibilities that could be explored in the future.

4.6 Conclusion

In this chapter two aspects of vibrational pumping were investigated. Firstly, measurements of anharmonic coupling between modes were performed, and secondly, an application of vibrational pumping was discussed in the form of two-laser pumping. Also included was a brief introduction to vibrational pumping theory and a detailed description of the experimental equipment and sample preparation methodology.

The study of the anharmonic coupling between vibrational states provided evidence that for the analytes investigated (RH6G and NB), the higher energy modes were more likely to have peak widths that were predominantly determined by the relaxation lifetime. It is not possible, however, to assume that this is always the case as there may be circumstances where the structure of the
vibration only allows for weak coupling with other modes. Ideally we would like to be able to perform the coupling measurements performed in section 4.4.5 each time a pumping experiment is carried out to confirm that the peak-width is a good estimate of the lifetime. However, this requires high resolution measurements of each mode which can be very time consuming.

Using two-laser pumping, measurements of the dispersion in the plasmon resonance distribution, at a specific probe wavelength, could be performed by simply adjusting the pumping wavelength. This has the benefit that the response of the system does not have to be calibrated, as the scattering wavelength will remain constant and only the excitation wavelength will change. There are, however, several experimental complexities with this technique including the need for: a cryostat to reach pumping temperatures, a beam splitter to combine the pump and probing lasers, and a large number of pumping laser lines if a complete mapping of the resonance is required. One of the key drawbacks of this technique is the requirement that the probe excitation be at a higher energy than the pump excitation as only half of the resonance can be mapped. However, it does give us a unique technique for observing the interaction between two lasers.

At this stage in the thesis, the interpretation of the pumping cross-section is inconclusive. The Stokes processes that create the vibrational population within a molecule can be both radiative or non-radiative. However, only radiative scattering is observed on the Stokes side of the SERS spectrum under pumping conditions. As a result, identifying which scattering mechanism is dominating the pumping cross-section is not yet possible. This problem will be addressed in section 6.5.
Chapter 5

Wavelet Transforms and Background Removal

5.1 Introduction

This chapter was originally developed as a completely independent study in signal processing for interest in SERS. However, it turned out to be an extremely useful tool to address one of the most important topics in this thesis: the measurement of non-radiative properties in SERS. For that reason, it is included here as a preamble of the final chapter on non-radiative cross-sections. Among other things, the context of this chapter has resulted in a full paper in Applied Spectroscopy [2] and a freely available application from the website of our lab [130].

In SERS we often deal with signals that not only have a contribution from Raman scattering, but also fluorescence. Each of these processes are affected similarly by the local environment of the molecule but with slight differences. Furthermore, often we are only interested in one or the other, and rarely both. A technique for separating these two components is therefore very desirable. Fluorescence is typically continuous over all wavelengths and results in a background on which the Raman peaks are superimposed. This situation is not unique to SERS and can be generalized to many spectroscopic applications, including IR, NMR, etc ... It is often the case that many spectra need to be separated into their components (for example when performing time series or spatial mappings containing thousands of events) which is obviously impossible to do for every
5.1. INTRODUCTION

Our particular interests lie in single molecule SERS. When observing the SERS signal from a single molecule, the fluorescence background and relative intensities of the Raman modes can vary dramatically between events. This is because we are observing the dispersion of the plasmon resonance for a single metallic cluster instead of an average over many. As mentioned before, in the next chapter an investigation into how non-radiative effects modify the SEF and SERS signal for single molecules will be performed, where accurate measurements of both the SEF and SERS intensities are required. However, single molecule events are rare and large numbers of spectra (thousands to tens of thousands) need to be measured. It is therefore impossible to consider each one individually and manually measure the SEF and SERS intensities. As a result, an application that can separate the SEF and SERS signal for many spectra is needed.

Using wavelet transforms, the signal (containing noise, signal peaks and background), can be decomposed into levels which contain information on the different frequency components. For example, the highest frequency information of the signal, which is typically noise, is contained within the lowest decomposition levels. Wavelet transforms are very similar to Fourier transforms except that the signal is decomposed into wavelets, which are analogous to localised “sinusoids”, instead of sine functions. As a result, wavelet transforms are better suited to localised signal events, like Raman modes, and low frequency components, like the background. Using the high decomposition level information, I will show that it is possible to reduce the signal peaks until an accurate background fit can be made. Furthermore, the algorithm described in this chapter is able to remove backgrounds from many spectra without any additional input from the user.

Three examples will be investigated with very different types of backgrounds. The first example will include a simulated spectrum with several different wavelet transform based fittings. In the second case, the background will change in overall intensity but very little in shape (and frequency). The final example will contain measurements of single molecule SERS. In all cases I will show that the algorithm proposed in this chapter obtains extremely accurate results.
5.2 The Theory of Wavelet Transforms

Wavelet transforms (WTs) were first investigated in the early 80s but were not widely accepted until the important publications by Daubachies (1988) [131] and Mallat (1989) [132] looking at WTs in signal processing. Since then, there has been a large number of publications in analytical chemistry [133–140] that utilize WTs, including Raman spectroscopy [141–143].

In this section, I will give a brief theoretical overview of WTs and the advances made by Daubachies and Mallat. However, the field of WTs is extremely large and beyond the scope of this thesis. A more detailed overview can be found in literature such as [144–146].

5.2.1 Wavelet Transforms

The theory of WTs was first developed to overcome some of the shortcomings with Fourier transforms (FTs). Using FTs, a signal can be transformed into the frequency domain where the different frequency components of the signal can be filtered as necessary. The term “frequency” refers to the variable in the abscissa which often corresponds to “time”, however, it may also correspond to other physical variables. In the case of Raman, the abscissa is the difference in energy between the scattered and incident light. The advantage of filtering the signal in the frequency domain is that many signal contributions can be distinguished by their frequency components. For example, in many spectroscopic applications, the noise contribution to the signal is typically dominant at higher frequencies. Hence, by reducing the high frequency components (using a low pass filter), and then inverse Fourier transforming the signal, we can significantly reduce the amount of noise.

The complex Fourier amplitude at a certain frequency is often defined as:

$$F(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(x) e^{-i\omega x} \, dx,$$

for a continuous function \( f(x) \). The Fourier amplitude is therefore a correlation between the signal and a “sinusoid” \( e^{-i\omega x} \) of frequency \( \omega \). FTs have the disadvantage that all of the information about the relationship between the signal and the abscissa is lost in the frequency domain. This can be a significant weakness for signal analysis in areas such as Raman spectroscopy, where information about the frequency components at the location of the Raman peaks is important.
5.2. THE THEORY OF WAVELET TRANSFORMS

Figure 5.1: Plots of a Daubechies 10 wavelet and a sine function. The wavelet is localised with a defined width (scale) and position. The sine function extends out to infinity and hence is completely defined by its frequency.

A solution to this problem is the use of time-frequency transforms [133, 147, 148] in which a FT is performed on sub-divisions of the full signal. It is therefore possible to obtain Fourier amplitudes that are a function of the abscissa and frequency. However, FTs become less accurate for frequency components that have a period that is similar to or larger than the size of the region in which the FT is performed. As a result, time-frequency transforms require a trade-off between resolution in the two variables; to get the best abscissa resolution, the sub-divisions need to be small, and consequently, the FT in these regions becomes less accurate.

WTs attempt to avoid these problems by decomposing the signal into wavelets, which are analogous to localised “sinusoids” (see figure 5.1), and are non-zero in a limited domain. The wavelet coefficient is given by:

\[
W(a, b) = \int_{-\infty}^{\infty} f(x)\psi_{a,b}(x)dx,
\]

(5.2)

where \(\psi_{a,b}(x)\) is a wavelet function with two parameters, scale, \(a\), and position, \(b\). This equation can be rewritten as equation 5.1 by replacing \(\psi_{a,b}(x)\) with the function \(e^{-i\omega x}\). Which signal processing technique is the most effective will depend on the shape of the signal. For periodic signals, with very few localised events, a FT will typically give the best results. For signals with many localised events, as seen in many spectroscopic applications, WTs will tend to be more accurate.

As in FTs, the wavelet coefficients can be filtered and reconstructed into a modified signal using:
\[ f(x) = \int_{-\infty}^{\infty} \int_{0}^{\infty} W(a, b) \psi_{a,b}^*(x) dadb, \]  

(5.3)

where \( \psi_{a,b}^*(x) \) is the complex conjugate of \( \psi_{a,b}(x) \).

**Scale and Position**

In FT, the sinusoidal function is only dependent on the frequency. Wavelets, on the other hand, are dependent on two parameters, the scale and position. Because a wavelet is localised, it is possible to modify the width (the scale) and the position at which it is located. The correlation between a wavelet, with a certain width and location, and the signal is therefore given by equation 5.2.

Increasing the scale of a wavelet has a similar effect as reducing the frequency of a sine function. Consequently, in a complete WT, the low frequency components of the signal will be represented by the high scale wavelet coefficients, while the high frequency components will be represented by the low scale coefficients. This will be discussed in more detail in section 5.2.2.

**Mother Wavelets**

Wavelet transforms have another key advantage over FTs; there are many types of wavelets that can be used. Each has its advantages and disadvantages depending on the shape and frequency of the signal features. Furthermore, some wavelets are designed for a specific function, image compression for example. Table 5.1 contains a list of common wavelet classes and a plotted example of each [147]. Each of the wavelet classes have particular properties but there is one property that a function must have in order to reconstruct the signal from the wavelet coefficients, it must be orthonormal with translation and scaling. Mathematically, this means that:

\[ \int_{-\infty}^{\infty} \psi_{a,b}(x) \psi_{j,k}^*(x) dx = \delta_{a,j} \delta_{b,k}, \]  

(5.4)

where \( \delta \) is the Kronecker delta and \( \psi^*(x) \) is the complex conjugate of \( \psi(x) \). This principle also holds in FTs where the Fourier amplitudes can only be calculated at integer multiples of the smallest possible frequency. A set of orthonormal wavelets which covers a range of scales and positions are constructed from a single wavelet known as the *Mother Wavelet*. The problem of orthogonality is a significant concern in WTs and will be addressed in the next section.
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<table>
<thead>
<tr>
<th>Family</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haar</td>
<td>Discontinuous and resembles a step function. Same as the first Daubechies wavelet.</td>
<td><img src="example.png" alt="Haar Wavelet" /></td>
</tr>
<tr>
<td>Daubechies</td>
<td>Compactly supported orthonormal wavelets. Designed for discrete wavelet analysis. Total of 10 Daubechies wavelets are supported in MATLAB®.</td>
<td><img src="example.png" alt="Daubechies Wavelet" /></td>
</tr>
<tr>
<td>Symlet</td>
<td>Nearly symmetrical wavelet proposed by Daubechies as a modification to the original Daubechies wavelets. Has very similar properties to the Daubechies wavelets.</td>
<td><img src="example.png" alt="Symlet Wavelet" /></td>
</tr>
<tr>
<td>Coiflet</td>
<td>The wavelet function has $2N$ (where $N$ is the wavelet number) moments equal to zero and the scaling function has $2N - 1$. The two functions have a support length of $6N - 1$.</td>
<td><img src="example.png" alt="Coiflet Wavelet" /></td>
</tr>
<tr>
<td>Biorthogonal</td>
<td>Has the property of linear phase which is needed for signal and image reconstruction. Two different mother wavelets are used, one for decomposition and one for reconstruction, resulting in interesting properties.</td>
<td><img src="example.png" alt="Biorthogonal Wavelet" /></td>
</tr>
<tr>
<td>Reverse Biorthogonal</td>
<td>Same as the Biorthogonal wavelets but applied in the reverse order, i.e. the reconstruction wavelet in the Biorthogonal case is used for decomposition, and vice versa.</td>
<td><img src="example.png" alt="Reverse Biorthogonal Wavelet" /></td>
</tr>
<tr>
<td>Meyer</td>
<td>The Meyer wavelet is defined in the frequency domain [145] and is symmetric.</td>
<td><img src="example.png" alt="Meyer Wavelet" /></td>
</tr>
</tbody>
</table>

**Table 5.1:** A list of 7 wavelet families that are regularly used with the wavelet toolbox in MATLAB®. Many of these are designed for discrete wavelet transforms using dyadic scaling.
5.2.2 Types of Wavelet Transforms

There are two types of WTs that can be performed on a signal depending on what type of data analysis the user would like to perform. For a detailed visualisation of the frequency components at different locations on the signal, it is often useful to use a continuous WT (CWT). In a CWT, the wavelet coefficient is calculated at many possible scales and positions. This has the disadvantage that a modified signal cannot be reconstructed from the wavelet coefficients because only a subset of the wavelets used in the decomposition will be orthonormal. A discrete WT (DWT), on the other hand only uses a subset of possible positions and scales which conserve the orthogonality of the wavelets. As a result, the wavelet coefficients can be filtered and a new signal can be reconstructed.

Continuous Wavelet Transform

In contrast with DWTs, CWTs are designed for detailed analysis of the frequency components at different locations of the signal. It is therefore convenient to ignore the orthogonality property of the wavelets so that we may obtain the wavelet coefficients to any desired resolution. Furthermore, there is a lot more freedom in the shape of the mother wavelet allowing the use of wavelets that are better suited to the signal but not orthogonal. However, CWTs have the weakness that a modified signal cannot be reconstructed from the coefficients.

Figure 5.2 shows an example of a Raman spectrum of CV which has been transformed with the non-orthogonal gaus8 wavelet (the 8th Gaussian wavelet) using the wavelet toolbox in MATLAB®. The Raman spectrum is plotted on top of the 2D CWT plot, in which the x-scale is the Raman shift, and the y-scale is the scale of the wavelet (or the intensity in the case of the Raman spectrum). The colour of the 2D plot corresponds to the wavelet coefficient with dark blue representing a large coefficient and white representing a small coefficient. In other words, the dark blue regions are where there is a significant correlation between a wavelet at that scale and position with the Raman signal at that position. At extremely small scales, the wavelet coefficient are relatively small as there is very little noise. As the scale increases, we start to see large coefficients appear at the peak locations. Finally, at extremely large scales, the coefficients are large for most positions. This is due to the fluorescence background which is present at all positions. As a result, the wavelet coefficients at different scales are representing different characteristics of the signal: at high
scales the coefficients represent the background contribution to the signal, at medium scales the coefficients represent the peak contribution to the signal, and at low scales the coefficients represent the noise contribution to the signal. One will also notice that coefficients close to the peaks (and the edge of the signal) have large coefficients as the scale increases. This is because part of the wavelet overlaps with the peak (or signal edge) at larger scales which causes the coefficients to increase.

**Discrete Wavelet Transform**

If we are free to continuously vary the scale and position, it is very difficult (if not impossible) to conserve orthogonality between wavelets. Instead, Daubechies [131] proposed the use of dyadic scaling and translation, such that the set of coefficients is constructed from wavelets that vary from each other like:

\[
\psi_{j,k}(x) = 2^{-j/2}\psi(2^{-j}x - k), \quad j, k \in \mathbb{Z},
\]

where \(\Psi\) is the mother wavelet. Equation 5.5 states that for each increase in scale, both the width and shift in position of the wavelet is doubled. Using this principle, several sets of wavelets were designed that conserved orthogonality, some of which are shown in Table 5.1.

Once the signal is transformed into discrete wavelet coefficients, defined by
Figure 5.3: Two wavelets at scale 1 and 2 and their representation in the Fourier domain. Each acts as a band pass filter with the higher scale wavelet encompassing a lower frequency range. Furthermore, the frequency ranges of the wavelets do not overlap but, for any frequency, there will be a wavelet at a unique scale that covers it.

Many of the wavelets used for DWT also have the property that, in the Fourier domain, they have the same shape as a band pass filter and increasing the scale causes the frequency band to shift to lower frequencies as shown in figure 5.3. The full set of wavelets (with one mother wavelet) will encompass all possible frequencies. The advantages of using mother wavelets that have this property will become apparent in the next section.

5.2.3 The Mallat Pyramidal Algorithm

The Mallat Pyramidal Algorithm (MPA) was developed by Mallat in 1989 [132] as a multi-resolution signal decomposition technique for DWT. Using a combination of wavelet-based high and low pass filters, a signal is decomposed into subsets containing the different scale components of the original signal up to a defined level. In this section I will give a brief overview of the MPA without going into the detail of the mathematical formulation. Instead I direct the reader
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![Wavelet and Scaling Function](image)

**Figure 5.4:** A wavelet and scaling function of the same scale and their representation in the Fourier domain. The wavelet function acts as a band-pass filter while the scaling function acts as a low pass filter. Together they cover all frequencies below the frequency band covered by the wavelet function.

to reference [132] if further details are required.

**Decomposition**

In section 5.2.1 I explained that in the frequency domain wavelets act as band pass filters. As a consequence, in order to encompass the whole frequency regime, we need an infinite number of wavelets. Mallat came up with a solution to this problem using *quadrature mirror filters* and *scaling functions*. For each wavelet used in the MPA, there is a mirror scaling function that acts as a low pass filter and encompasses all frequencies below the frequency band covered by the wavelet function (see figure 5.4). In reference [132], Mallat introduced the concept of scaling functions which are designed along with the wavelet function. Consequently, the scaling function is often referred to as the father wavelet.

Instead of decomposing the signal into an infinite number of wavelets, we use multiple resolutions of decomposition with wavelets and scaling functions. Let us first consider a signal with components at all scales for all positions. Using the lowest scale wavelet as a high pass filter and the mirror scaling function as a low pass filter, we can separate the signal into two parts (see figure 5.5): the discrete detail coefficients, $c_D$ (or just detail coefficients), which contain the high
Figure 5.5: Diagram showing the first two levels of decomposition in the Mallat pyramidal algorithm. Each level of decomposition consists of separating the signal (or approximation coefficients) using a wavelet and scaling function based filter. The number of coefficients is also down-sampled after each stage of filtering to halve the number of coefficients without loss of information.

frequency information, and the discrete approximation coefficients, cA (or just approximation coefficients), which contain the low frequency information. The detail coefficients are the wavelet coefficients for the lowest scale wavelet and the approximation coefficients are the scaling coefficients for the lowest scale scaling function. Together the wavelet and scaling functions cover the full frequency domain and, hence, all information about the signal will be contained within the new set of coefficients.

The signal can be further decomposed by increasing the scale of the wavelet and scaling function, using dyadic scaling, and then repeating the process on the first set of approximation coefficients (cA1). Each level of approximation coefficients, therefore, contains lower frequency information of the original signal while the higher frequency components are removed in the detail coefficients at different levels.

The wavelet and scaling coefficients also have the advantage that they can be down-sampled without any loss of information, such that there are half the number of wavelet (or scaling) coefficients as there are data points in the original signal or the input discrete coefficients. This can be particularly beneficial when decomposing the signal into many scale levels, as the total number of coefficients will be close to the number of data points, independent of the decomposition level. The decomposition can therefore be carried out until there is only a single coefficient left in the last discrete approximation.
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The decomposition of a RH6G SERS event using MPA is shown in figure 5.6 up to a decomposition level of 7. The actual scaling and wavelet coefficients are not shown but have been reconstructed into detail and approximation spectra by taking the linear combination of the coefficients with the appropriate wavelet (or scaling) functions (discussed later in this section). After each level of decomposition, a frequency band is removed, defined by the wavelet function in the frequency domain, resulting in an approximation spectrum that consists of only the lowest frequency components of the signal.

Thresholding

Once the signal has been fully decomposed, we need a technique for modifying the wavelet and scaling coefficients before reconstructing a modified signal. The process of modifying coefficients is called thresholding and there are two main types of thresholding [133,147] that are typically performed:

**Hard thresholding** All coefficients less than the threshold value are set to zero. All coefficients larger than the threshold remain the same.

**Soft thresholding** All coefficients less than the threshold value are set to zero. All coefficients larger than the threshold are reduced by the threshold value such that:

\[ W = \text{sign}(W)(|W| - \lambda), \]

where \( W \) is the coefficient and \( \lambda \) is the threshold value.

Which type of thresholding is used depends on the type of signal modification that is required.

Reconstruction

Once the signal has been decomposed and modified with thresholding, we need a way to reconstruct it into a filtered signal. This is achieved by essentially reversing the decomposition process. The discrete detail and approximation coefficients (after thresholding) are first up-sampled and then passed through the inverse low and high pass filters to reconstruct the previous level of discrete approximation coefficients (see figure 5.7). This process is then repeated on the newly reconstructed approximation coefficients and the detail coefficients at the same level. Once all of the filtered coefficients have been reconstructed, we
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Figure 5.6: Diagram of the decomposition of a RH6G SERS signal down to 7 scale levels. Shown are the detail and approximation spectra instead of the actual coefficients.
are left with a new modified signal. If no thresholding was performed, the new signal will be the same as the original one.

It is also possible to reconstruct approximation and detail spectra which are the real parts of the original signal (with the same number of data points) with frequency components defined by the scale of the wavelet. A detail spectrum at a certain scale is defined as the linear combination of all the detail coefficients at that scale, and the corresponding wavelets:

\[ D_j(t) = \sum_k c_{D,j,k} \psi_{j,k}(t), \]  

(5.7)

where \( c_{D,j,k} \) is the detail (wavelet) coefficient with scale \( j \) and position \( k \). We can therefore write the original signal as a sum of detail spectra for all scales:

\[ S = \sum_{j,k} c_{D,j,k} \psi_{j,k}(t) = \sum_j D_j(t). \]  

(5.8)

If we have detail spectra up to a certain scale \( n \), and an approximation spectrum at scale \( n \), then:

\[ S = \sum_j D_j(t) = \sum_{j=1}^n D_j + \sum_{j=n+1}^{\infty} D_j = \sum_{j=1}^n D_j + A_n \]  

(5.9)

As a result, the sum of all of the detail spectra and the final approximation spectrum will be the same as the original signal if no thresholding is performed.
To create the approximation and detail spectra, we combine the coefficients with a zero vector as shown in figure 5.8. Once the coefficients are converted into detail and approximation spectra, the original signal can be reconstructed by taking the sum of any approximation spectrum and all detail spectra at and below the scale level of the approximation.

5.3 Wavelet Transforms in Signal Processing

There are many applications in signal processing that have utilised WTs including noise reduction [143,149–154], spike removal [151], and background subtraction [142,143,154–157]. All of these techniques are dependent on being able to separate a signal into frequency domains which have different physical origins. In this section I will give an overview of the three main frequency domains that distinguish the main signal features, at least in the case of Raman spectroscopy. I will also discuss the basic ways a signal can be modified using WTs.

5.3.1 The Three Frequency Regimes

It is not uncommon in signal processing to be working with spectra that contain three main characteristic sources, having particular frequency regimes and representing different features of the data. An example of a SERS spectrum is...
shown in figure 5.9, highlighting the contributions that are distinguishable in the frequency domain.

**High frequency noise** Noise is present in practically all forms of signal processing and there are many techniques for dealing with it. FTs are generally very good in this case, because noise is typically dominated by high frequency components and, hence, the finite window size is not a problem [158]. In DWTs most of the noise will be contained within the first few sets of detail coefficients.

**Medium frequency signal peaks** The most interesting part of the signal is typically in the form of peaks. For example, the Raman peaks in a SERS signal. These features are generally in the medium frequency range and, unlike noise which is present throughout the spectrum, signal peaks are most often “localised” at specific positions (Raman shifts in our case). It is because of this localisation that WTs are a much better option for analysing this component of the data compared with FTs which require a large number of sine functions to represent a single peak.

**Low frequency backgrounds** Backgrounds are present in many different types of signals and due to their “low frequency” nature, are very difficult to treat. Furthermore, unlike noise, the shape of the background can have a physical meaning. In SERS of resonant or pre-resonant molecules, for example, the background is primarily produced by SEF, and information about the fluorescence spectrum (and the underlying plasmon resonances that affect it) can be drawn from its shape and intensity [73]. However, FTs have a lot of difficulty dealing with these backgrounds as the frequency components can have periods that are similar to or larger than the spectral window. This is a case where the real strength of WTs as a processing tool is clear compared with the more conventional option of FTs.

When performing a DWT, different frequency regimes will be removed in the detail coefficients at each level. For a typical 1024 point Raman spectrum (a typical number of data points for spectra obtained with CCD-detectors), most of the noise will be removed in the first two levels, while most of the Raman peaks will be removed in the 3rd to 5th levels. At the 6th or 7th level of decomposition, the background will be the dominant contribution to the approximation spectrum. However, this is not strictly the case, especially when
Figure 5.9: A SERS spectrum of RH6G demonstrating the three different contributions to the overall signal; high frequency noise, medium frequency Raman peaks and the low frequency background.

the Raman peaks are close together. This problem will be addressed later in the chapter.

5.3.2 Signal Modification using Wavelet Transforms

Let us consider an ideal case in which a signal is constructed by the three contributions listed above, each of which are contained within a region in the frequency domain and do not overlap (see figure 5.10). Using MPA, the signal can be decomposed such that each of the signal contributions will be contained within different sets of detail coefficients. Detail levels 1 – 3 will encompass all of the high frequency noise whilst the 4\(^{th} – 7\^{th}\) levels will comprise of the signal peak components. The background components will therefore be completely contained in the 7\(^{th}\) level approximation coefficients.

The noise can be completely removed by simply setting all of the detail coefficients in the first three levels to zero and then reconstructing the signal as explained in section 5.2.3. Furthermore, the low frequency background can be removed by constructing the 7\(^{th}\) level approximation spectrum and subtracting it from the reconstructed signal. The remaining signal will therefore only consist of the signal peaks.
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Figure 5.10: The frequency bands of the three different signal contributions when there is no overlap between them. Also shown is the frequency region for each level of detail. The noise is contained within the first three details levels, the signal peaks within the 4th–7th levels, leaving only the background in the 7th approximation. This is adapted from figure 1 in reference [2].

However, most physical cases will have overlapping contributions, particularly the overlapping of the signal peaks and the noise or background. In the case of overlapping peaks and noise (in the frequency domain) it is common to use thresholding to filter the low scale detail coefficients instead of setting them all to zero. Because the signal peaks are typically larger than the amplitude of the noise, the coefficients corresponding to the peaks will typically be larger than the coefficients that correspond to noise. Figure 5.11 shows an example of a SERS spectrum of CV in which the first two detail level coefficients, which are completely dominated by the noise contribution, are set to zero but the third level coefficients, which have a contribution from the noise and Raman peaks, are filtered differently. In figure 5.11(a) there is no filtering of the coefficients and, as a result, there is a significant level of noise relative to the other two situations. Figure 5.11(b) shows hard thresholding of the coefficients such that the threshold value is above the noise coefficients but below the peak coefficients. There is significantly less noise in this case while leaving the peaks unmodified. However, in figure 5.11(c), where all of the coefficients have been set to zero, the peak resolution is significantly reduced and the peak intensities are slightly lower than in the previous two situations. As a result, hard thresholding with a
suitable threshold value gives the best results for de-noising without modifying the peak shapes.

An overlap of the peak and background contributions is much more difficult to treat as many of the coefficients at high detail levels will be affected by both contributions. Any modification of these coefficients could therefore alter the peaks and background significantly. Furthermore, assuming that the high level approximation spectrum is a good representation of the background will result in a background fit that is significantly modified by the presence of the peaks. There are many examples in signal processing, including SERS, that suffer from this short-coming. This is one of the problems that has lead us to develop an algorithm based on WTs for the removal of backgrounds from large numbers of SERS spectra.
5.4 The Iterative Algorithm for Background Removal and the COBRA

In the previous section I described the types of signals that are often observed in spectroscopy and SERS in particular. In the case of SERS, the background signal is dominated by the SEF spectrum of the molecules while the signal peaks are created from their SERS spectrum. Both are enhanced by the plasmon resonance but not in the same way [76] (see section 3.2). As a result, being able to separate each contribution to the signal is very desirable. There are, however, three properties that make the separation of the background very difficult for these types of signals.

Firstly, dealing with large numbers of spectra requires an algorithm that minimises user input. For example, an algorithm that requires the user to define the threshold value for every spectrum would not be practical. For a few tens of spectra, the backgrounds can be subtracted by hand or using a commercially available background removal application (such as that available in Origin™ [159]). However, a different method is required when treating thousands (or tens of thousands) of spectra, as is often the case when performing time series or spatial mappings in SERS.

Secondly, the algorithm must be able to reliably and efficiently perform the background subtraction on signals with extremely variable backgrounds. Furthermore, it must not introduce artifacts in the process. If the background is very similar between spectra, a relatively easy background subtraction for all spectra could be achieved. However, in areas such as single molecule SERS the background (and signal peaks) can vary significantly in both shape and intensity between events (due to the sensitivity of the signal to the local environment of the molecule). As a result, the frequency region of the background will be different for each event, in some cases there may even be an overlap between the two regions.

This brings us to the final property, the algorithm must be able to address the overlap of the frequency regions of the background and peaks. The frequency region of the noise and peak contributions are reasonably predictable in the case of SERS, as the peak width is not affected by the dispersion in the plasmon resonance. The relative intensities of the peaks will change due to the plasmon resonance favouring scattering of certain Raman modes, but this will only modify the amplitude of the wavelet coefficients, not the scale. The SEF
spectrum on the other hand is continuous and the frequency is modified by the properties of the plasmon resonance. As a result, the frequency region of the background will often overlap with the frequency region of the peaks. In this situation, the background cannot be separated from the rest of the signal by a direct modification of the detail or approximation coefficients (as was discussed in section 5.3.2).

Any algorithm that will be suitable for our purposes must therefore be able to address these problems.

5.4.1 The Iterative Algorithm

There is a key advantage to using WTs to filter the signal: if the background can be removed for the highest frequency background signal, then it should be easily extendable to all events. The reason for this is described below.

Let us take the case of a set of spectra in which the frequency region of the noise and peaks are fixed but the background region can vary freely. The background and noise regions may also overlap with the peak region. This is a good representation of a SERS mapping in which a typical SERS analyte (RH6G for example) is being probed. Taking the spectrum with the background that has
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Figure 5.13: A RH6G SERS spectrum undergoing one iteration of modification using the 10th Daubechies wavelet. (a) shows the original signal (black line) along with the 7th level approximation spectrum (red line). (b) shows the signal after it has been modified (black line) as well as the original approximation spectrum (red dashed line) and the new approximation spectrum (blue line) resulting from the decomposition of the modified signal. This figure is adapted from figure 2 in reference [2].

the highest frequency coefficients, we decompose it so that all of the background and some of the peak contribution is contained within the approximation coefficients (see figure 5.12). The approximation spectrum is then constructed as described in section 5.2.3.

The next step is to remove the contribution of the signal peaks from the approximation spectrum. This is achieved by comparing the original signal to the reconstructed approximation spectrum and modifying the signal so that all points larger than the approximation spectrum are set equal to the approximation spectrum (see figure 5.13). We are then left with a new modified signal which still has signal peaks but they are significantly smaller than the signal peaks in the original signal.

Often there will be situations where the fit will be below the signal in regions that are purely background. Typically this will occur close to the boundaries, but there may be additional regions, near a large group of closely packed peaks for instance. In these situations it is useful to define regions that the algorithm can assume are purely background and will never be modified. How critical the background regions are will be investigated later in the chapter.

The decomposition is then repeated on the modified signal to the same scale and a new modified signal is created using the identical process. This is repeated until the final approximation spectrum converges (i.e. does not change after an additional signal modification). Each iteration of this process removes part of
the signal peaks from the signal until it finally converges on the background. An example spectrum of RH6G is shown in figure 5.14 along with the approximation spectrum after each iteration. By the 10th iteration the approximation spectrum has converged on the background. It is this final approximation that we call the background fit. Subtracting the background fit from the original signal will therefore result in a background removed signal containing only noise and peaks.

Decomposing all of the signal spectra to the same detail level as we have for this case and repeating the iterative process of signal modification, will then result in a complete set of background removed spectra.

In order for this algorithm to be suitable for our purposes it must address the problems listed in the previous section. Firstly, can it deal with large numbers of spectra with very little user input? There are several parameters that need to be set for the background removal of all spectra:

**Wavelet Type** A mother wavelet that is best suited for the signal shape. This will depend on the shape of the signal peaks which will be similar for all signal events.

**Decomposition Level** Each spectrum needs to be decomposed to a level such that the background contribution is completely contained within the final
set of approximation coefficients. By determining the appropriate level from a high frequency background event, decomposing all spectra to that same level should ensure that this is always the case.

**Iteration Number** The number of signal modifications that need to be performed in order for the background fit to converge. Typically the largest signal events will require the most iterations for convergence.

All of these parameters can be determined by performing the background removal on one or two events and then using the same parameters on all other spectra. Typically, taking the largest signal event and determining all three parameters is sufficient for the complete background removal of all events. However, there may be situations where the background frequency of the largest event is relatively low and a lower decomposition level will need to be used for some spectra.

The second problem of the signals with variable backgrounds is addressed by the decomposition level. As long as the parameters are set so that the highest frequency backgrounds can be removed, the background from all the other signal events can be removed using the same decomposition level, independent of how they vary relative to each other. Artifacts may however be introduced if the overlap regions become too large. For example, when the peaks are very closely packed and the background frequency is very high. The approximation coefficients will contain such a large contribution from the signal peaks that they may never be completely removed regardless of how many iterations are performed. Defining additional background regions between signal peaks will occasionally solve this problem (as I will show in an example later in this section).

Finally, the overlap of background and peak contributions in the frequency domain. The iterative algorithm addresses this problem by reducing the size of the signal peaks after each iteration. Eventually the peaks will be completely removed from the signal leaving only the background and noise.

### 5.4.2 The COBRA

For the complete de-noising and background removal of a single spectrum (or a set of spectra) we use several additional procedures, most of which are optional and situational. The accumulation of these procedures is brought together in a MATLAB®-based background removal application, also called the COBRA, which was developed during this thesis.
The Bare Background Spectrum

It is often useful to remove a bare background spectrum from the signal before performing the background fit. For example, in SERS there is often a contribution to the signal from water and impurities. It is therefore advantageous to subtract a spectrum of the solution without the metallic nano-particles from each of the signal events. The remaining background will then be due to fluorescence of the SERS molecules which may need to be accurately measured (as will be the case in the next chapter). This is however quite specific to SERS; it might not be necessary or even relevant in other situations.

Polynomial Fit

An initial low order polynomial subtraction can be performed as a pre-conditioning on the data before the iterative algorithm is performed. The objective of this step is not to accurately fit the background but to remove overall “upward” or “downward” trends in the background, which WTIs may find difficult to deal with. The polynomial fit will also be performed iteratively as with the wavelet background fit (discussed earlier). The order of the polynomial and the number of iterations must therefore be defined in this stage.

Background Regions

As mentioned earlier, regions that are purely background can be defined in order to help with the iterative wavelet-based background fit in the next step. A region at each end of the signal will typically need to be defined independent on the shape of the signal. This is because the WT will struggle to converge on the signal within one wavelet width of the edge. It will therefore become more important to define this region at larger decomposition levels.

There may also be cases where additional background regions need to be defined. Typically these will become more important for signals that contain overlapping peaks as in the case of RH6G which has a dense region of high energy modes.

Background Removal

Once the signal has been adjusted for the bare background and polynomial fit (both optional), and the background regions are defined, the iterative algorithm explained in section 5.4.1 is performed. The parameters defined in this stage
are the same as those explained earlier; the wavelet type, decomposition level and number of iterations. This is the only step in the application that is not optional and for some cases the background removal can be accurately achieved without prior modification of the signal and without defining any background regions.

De-noising

WTs and FTs are both very powerful techniques for de-noising a signal. However, we chose to use FTs and a low pass filter for our de-noising stage in the application for several reasons:

- FTs are better representations of non-localised, high frequency signal features like noise whereas WTs are a better representation of localised signal features like the peaks.

- For WTs, thresholding needs to be used to get the best de-noising results (as was shown in section 5.3.2) as there will typically be a scale level that encompasses both noise and signal peak contributions. However, the best choice of threshold value is very case dependent and will not be the same for all signal events. This is not the case for FTs where using a low pass filter with a cut-off at the transition from the noise to signal peak frequency region (see figure 5.15) will give the best results and be approximately the same for all events.

- A fast FT is typically faster than a DWT decomposition using the MPA.

The de-noising is performed after the background has been removed to simplify the FT and make the choice of filter parameters easier. The parameters that need to be defined are the cut-off frequency and width (which is the size of the frequency region that the filter changes between 0 and 1). In this way, DWTs and FTs complement each other and are used for two completely different purposes in problems where they can show their distinct (and different) strengths.

Filter All Signal Events

Each of the steps listed above can be performed on any of the spectra, but the spectrum with the largest overall signal is used as a default. Once the parameters have been defined for the chosen spectrum, they are applied to all
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Figure 5.15: The noise and signal peak regions in the frequency domain. The third detail consists of a contribution from both signal peaks and noise and, as a result, thresholding is needed to properly de-noise the signal. The low pass filter on the other hand can be tailored such that all of the noise is cut out and only the signal peaks remain.

other spectra resulting in a complete set of background removed and de-noised spectra. At the end of this process, each of the spectra will be separated into background and filtered signals (the part of the signal above the background). The process of analysis (either linear decomposition of the Raman peaks in terms of reference spectra, or analysis of the background itself) can continue from there.

5.4.3 A Simulated Signal

In order to ascertain the accuracy of the background fit made with the COBRA, we need a signal in which we know the real background. This can be achieved by simulating a spectrum which consists of 1024 points (the same as a typical CCD readout) and has a background defined by a third order polynomial, peaks that have a Gaussian lineshape, and random noise. Figure 5.16 shows the simulated signal and the real background.

To test the accuracy of the iterative algorithm and the effect of defining background regions, the background fit is performed in six different ways. In each case we have chosen to use the Daubechies 10 wavelet and the iterative
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Figure 5.16: A simulated spectrum of 1024 data points, consisting of a third order polynomial background, Gaussian shaped signal peaks, and random noise. To test the capabilities of the COBRA we have included a relatively wide peak close to \( \sim 1500 \text{ cm}^{-1} \) and a collection of three closely packed peaks around \( \sim 1200 \text{ cm}^{-1} \). This figure is adapted from figure 3 in reference [2].

The algorithm is performed for 10 iterations. This is typically enough to enable convergence of the background fit for most cases. Figure 5.17 shows the six different background fits, along with Table 5.2 which contains the parameters and the \( \chi \) value which is defined as:

\[
\chi = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - f_i)^2}, \tag{5.10}
\]

where \( y_i - f_i \) is the difference between the plot and the fit at each point, and \( N \) is the total number of data points in each curve. The \( \chi \) value is a measure of the accuracy of the fit.

Figures 5.17(a)-(d) show fits using the iterative algorithm, while figures 5.17(e)-(f) have fits that use the approximation spectrum before any signal modification is performed. The best fit occurs using the iterative algorithm with a decomposition level of 6, but with all of the background regions defined (see figure 5.17(b)). This is not surprising as only the peaks will be modified after each iteration. Often it is not possible, however, to define this many background regions. If we restrict ourselves to only defining the background at the boundaries, but keep the decomposition level the same (see figure 5.17(a)), the fit is greatly distorted close to the peaks; in particular the group of three peaks.
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Table 5.2: The fitting parameters used for the background fits in figure 5.17, as well as the $\chi$ values for the difference between the real background and the fit in each case.

<table>
<thead>
<tr>
<th>Plot</th>
<th>Scale Level</th>
<th>Iterations</th>
<th>Background Regions</th>
<th>$\chi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>6</td>
<td>10</td>
<td>2</td>
<td>435</td>
</tr>
<tr>
<td>b</td>
<td>6</td>
<td>10</td>
<td>all</td>
<td>120</td>
</tr>
<tr>
<td>c</td>
<td>7</td>
<td>10</td>
<td>2</td>
<td>426</td>
</tr>
<tr>
<td>d</td>
<td>7</td>
<td>10</td>
<td>3</td>
<td>279</td>
</tr>
<tr>
<td>e</td>
<td>7</td>
<td>0</td>
<td>NB</td>
<td>1111</td>
</tr>
<tr>
<td>f</td>
<td>8</td>
<td>0</td>
<td>NB</td>
<td>980</td>
</tr>
</tbody>
</table>

at $\sim 1200 \text{ cm}^{-1}$ and the wider peak at $\sim 1500 \text{ cm}^{-1}$. Increasing the decomposition level to 7 (see figure 5.17(c)) significantly reduces the distortion, but there is still a region close to $\sim 1500 \text{ cm}^{-1}$ where the fit drops below the signal. Defining a third background region on the right hand side of the $\sim 1500 \text{ cm}^{-1}$ peak corrects this (see figure 5.17(d)). If we compare these fits with what is expected without the iterative process of signal modification (see figure 5.17(e) and(f)), we can see that the iterative algorithm outperforms the conventional choices. In particular, by comparing the fits in figures 5.17(c) and (e), we can see the advantage of the iterative algorithm. Both fits have a decomposition level of 7 in the DWT, but the former case goes through 10 iterations of signal modification while there is none in the latter. It is obvious in the second case that the signal peaks have a significant contribution to the fit. Increasing the decomposition level to 8 resulted in a significantly better fit for the non-iterated process (see figure 5.17(f)) but this was not as good as with the iterative algorithm.

By looking at the $\chi$ values in Table 5.2 for plots a and c, one might assume that the accuracy of the fit is independent of the decomposition level. But if we look at the fits in figures 5.17(a) and (c) it is obvious that the latter is a much better representation of the background. In the former case, the fit is very close to the real background but with slight distortions close to the peaks which will lead to incorrect estimates of the peak properties (the peak intensity, for example). The latter case, however, follows the actual background quite closely but with a significant distortion close to the $\sim 1500 \text{ cm}^{-1}$ peak. This was corrected by defining a third background region to help in the convergence of the algorithm.
Figure 5.17: The simulated spectrum shown in figure 5.16 with six different types of wavelet based background fits with the fitting parameters defined in table 5.2. (a)-(d) are fitted using the iterative algorithm while (e) and (f) are fitted with the non-iterative approximation curve. In all cases the red curve represents the “real” background, while the blue lines are the fitted versions. See table 5.2 for complementary information on the different fits. This figure is adapted from figure 4 in reference [2].
5.4.4 SERS Applications for the COBRA

It remains now to show how the procedure described hitherto applies to real (SERS) data. We shall now present two different experimental results that are completely independent of each other but both of which require the separation of the SEF background from the SERS peaks. The parameters used for the polynomial and background fits (using the iterative algorithm) for a typical SERS spectrum taken with our experimental setup are given in table 5.3. There will however be slight differences depending on the case.

Example 1: Background of Varying Intensities

The first example looks at how the SERS peaks and underlying SEF intensities change as the SERS probe is moved closer to or further away from a SERS-active substrate by means of an electric field [160]. This example is relevant for the present thesis in the sense that it shows how background and signal can be decoupled, a fact that we are going to use in the single molecule studies. In this case, the background is relatively broad and its shape remains similar from one spectrum to the other; only its intensity (relative to the peaks) vary. What makes the separation of Raman peaks from the fluorescence important in this experiment is their different origins. The full details of this study and its physical interpretation can be found in reference [160]. We only focus here on the background removal process.

Using the COBRA it was possible to obtain an accurate fit to the background and subtract it from the original spectra as shown in figure 5.18. This was carried out automatically (without user intervention) on a large number of spectra (721 spectra as a function of time). The frequency region of the background signal is extremely similar between events and hence any spectrum could be chosen to define the fitting parameters. The background fit was per-
formed to the 6\textsuperscript{th} decomposition level as the SERS peaks are relatively isolated. Furthermore, a background region at the boundaries of the signal was defined. Even though we could define additional background regions between each of the Raman modes, this was all that was needed to obtain an accurate background fit for all spectra. This was because there was very little overlap between the peak and background regions in the frequency domain.

In figure 5.18, the spectra with the largest and smallest overall intensity are chosen (along with the first measured spectrum). These two cases show the largest difference in fluorescence shapes and yet the background fit is extremely accurate for both. However, this example is not particularly challenging because the background is fairly predictable from one spectrum to the next and many other background removal tools could probably be used and obtain the same results.

Also provided in 5.18 are the background fits that would be predicted if there was no signal modification and only the first approximation 7 spectrum had been used. As we can see, the iterative algorithm is a much better approximation of the real background. In the non-iterative case, the 7\textsuperscript{th} approximation spectrum was plotted instead of the 6\textsuperscript{th} because the peaks greatly distort the fit in the latter case. This does not happen for the iterative plot in which the ability of the peaks to distort the fit is reduced during the iterative process.

**Example 2: Single-Molecule SERS Spectra**

There are other more complicated background subtraction situations faced in SERS experiments where there is not only a variation in the overall intensity but also in the spectral shape. This is the case in single-molecule SERS experiments of resonant or pre-resonant molecules.

When observing many molecules in SERS, the SEF background is typically broad and has an overall shape that does not change by a great deal when focusing the laser in a new location. However, due to the interest in single molecule measurements in recent years [9], we are often forced to treat spectra that can have rapidly varying backgrounds (in both intensity and shape). This is because the dispersion of the plasmon resonance is no longer washed out due to averaging over many molecules. The dispersion and strength of a single plasmon resonance is very dependent on the local conditions of the molecule being observed and, as a result, time series or spatial mappings of single molecule events will typically have very different backgrounds that will often overlap,
Figure 5.18: The original spectrum, background fits and filtered spectrum for 3 different times. Two background fits are performed: one with the iterative algorithm (red lines), and one using the approximation 7 spectrum of the unmodified signal (blue lines). The chosen spectra were taken at t=0 s, where the potential difference was positive; t=625 s, just as the potential was switched to negative and the Raman signal was at a maximum; and t=1570 s, when the potential was switched to positive and the Raman signal was at a minimum (see reference [160] for further details).
Figure 5.19: Four single molecule SERS events of CV with extremely different SEF backgrounds due to a varying spectral position and width of the plasmon resonance. In each case, two background fits are performed: one using the iterative algorithm and a scaling level of 6 (red line), and one using the approximation 7 spectrum on the unmodified signal (blue line). A background region is defined at each end of the spectra, and between the 441 cm$^{-1}$ and 803 cm$^{-1}$ modes, and the iterative fit is performed with the “typical fitting parameters” listed in table 5.3. This figure is adapted from figure 6 in reference [2].

in the frequency domain, with the Raman peaks. The second example will therefore show measurements that look at how the fluorescence background and Stokes SERS intensities vary (relative to each other) for single molecule SERS events. The physical interpretation of these results will be given in the following chapter and only the background removal process will be explained. In this case, the COBRA needs to be able to analyse thousands of spectra without any additional input from the user.

In figure 5.19, four different single molecule events are shown, each with extremely different backgrounds and yet still fit with the same parameters. The frequency components of the background can now be significantly higher than in the previous example as we are observing individual plasmon resonances. As a result, the decomposition can only be performed to 6 levels while keeping the background contribution completely contained within the final approximation
Figure 5.20: (a) A single molecule SERS spectrum of RH6G with a background fitting and (b) the signal after the background has been removed. A decomposition level of 7 and four background regions were used; one at each end of the spectrum, and one between 807 cm\(^{-1}\) and 1052 cm\(^{-1}\), and another between 1689 cm\(^{-1}\) and 1843 cm\(^{-1}\). This figure is adapted from figure 7 in reference [2].
5.4.5 A Comparison with other Wavelet Based Algorithms

The iterative algorithm addresses the problem of background removal for large numbers of spectra that contain largely varying backgrounds which often overlap in the frequency domain with the signal peaks. To the best of our knowledge, there are no other wavelet-based algorithms that address this issue entirely. There are, however, several examples of algorithms that partially address the issue.

For example, if there is no overlap in the peak and background frequency components then there are several publications [156,157] that use the high scale approximation spectra as a background fit. This is possible because the signal peak contribution can be removed in the lower level detail coefficients leaving only the background contribution in the approximation coefficients. This can easily be extended to many spectra, even if there is a great deal of variation in the background between events. However, this was not the case for the SERS examples shown in this chapter. In these cases the background fit that would have been achieved using more conventional wavelet-based approaches was also plotted next to the background fit predicted using the iterative algorithm. It was obvious in all cases that the iterative algorithm achieved much better results.

If we only wish to treat a single spectrum then, even if there is an overlap between the frequency regions of the background and peaks, we can use thresholding [143] or the derivative spectrum [142] to remove the background. Both of these techniques are very case dependent however and cannot be generalised to many events.

5.5 Conclusion

We have shown that using an algorithm based on WT s and the MPA, we can remove the background from many signal events in which there is a large variation in the background shape and size. Furthermore, the iterative algorithm can accurately treat signals in which there is an overlap in the frequency domain of the peaks and the background. The basis of the iterative algorithm was to perform a signal decomposition using the MPA and then modify the signal based on the final approximation. This has the result that the signal peaks are partially removed without affecting the background. Once the process has been repeated a sufficient number of times, the signal peaks are completely removed and the final approximation spectrum is an accurate background fit.
With the iterative algorithm at its core, an application (the COBRA) was built for the complete de-noising and background removal of large numbers of spectra. The de-noising was achieved by Fourier transforming the background removed signal and applying a low pass filter. This could also be done using WTs but FTs were preferred due to their flexibility and the fact that noise is better represented by a sine function than a wavelet.

We found that, depending on the distribution of peak sizes and their proximity to each other, we were restricted in the decomposition level that could be performed before the signal peaks introduced artifacts that could not be removed with the iteration number. However, by increasing the number of background regions, the background fit could still be extremely accurate even at relatively large decomposition levels. Furthermore, even when the signal peaks were isolated and narrow, a background region at each end of the signal was typically necessary in order for the fit to converge in that region.

In the next chapter, the algorithm will be applied to measuring the non-radiative enhancement factor. Some of the spectra that were collected for this study have already been shown in figures 5.19 and 5.20. However, the physical interpretation of the results and the reason why the separation of SEF and SERS is so important will be given in section 6.5.

The COBRA application can be downloaded from our lab website [130] along with a manual on how to use the program.
Chapter 6

Vibrational Pumping of Single Molecules and Non-Radiative Processes

6.1 Introduction

After a detour in the previous chapter on the development of an analysis tool, we return to one of the pending questions regarding vibrational pumping and the meaning of the pumping cross-section. Prior to the start of my PhD research, it was believed that the pumping cross-section was the same as the radiative SERS cross-section which is proportional to the observed Stokes intensity. From this cross-section, it was possible to obtain a SERS enhancement factor (by taking the ratio of the SERS cross-section with the bare Raman cross-section of the same molecule), that could be of the order of $10^{12}$ [8,92] (when properly normalized). However, values this high were very difficult to justify with theory and were discounted as a problem with the technique.

The inherent difficulty in measuring SERS cross-sections comes from our inability to estimate the number of molecules contributing to the overall SERS signal. Vibrational pumping avoids this problem by taking the ratio of the Stokes and anti-Stokes intensity which are both linearly dependent on the number of molecules.

The detection of single molecule SERS has given us a tool for measuring the
scattering intensity of a single molecule which can then be converted into a cross-section by comparing it with a reference molecule with a known cross-section (see appendix C). The largest cross-sections measured from single molecule events were found to correspond to SERS enhancement factors of $\sim 10^{10} - 10^{11}$, which is 1 – 2 orders of magnitude smaller than what can be found with vibrational pumping. It is not obvious, however, whether vibrational pumping can be observed under single molecule conditions as we need to be able to detect anti-Stokes scattering of molecules with extremely small vibrational populations. The plasmon resonance producing the signal must therefore be large enough to enhance the anti-Stokes signal such that it is larger than the noise level.

In this chapter, I will demonstrate that it is indeed possible to observe vibrational pumping of single molecules, and that a comparison can be performed between the SERS and pumping cross-sections. I will also show that the pumping cross-section will typically get smaller as the SERS cross-section increases as a result of non-radiative effects and the asymmetry factor, which will provide strong evidence that the cross-section measured using vibrational pumping, is not the radiative SERS cross-section previously assumed. I will also include an investigation into the non-radiative enhancement factor, by way of simultaneous measurements of SEF and SERS, that will demonstrate that the total enhancement factor (non-radiative + radiative) is much larger than the radiative enhancement factor.

6.2 Modification of Pumping Theory under Single Molecule Conditions

In chapter 4, I gave an in depth review of vibrational pumping for large numbers of molecules. In this chapter I will demonstrate how the theory is modified when we move to a regime in which single molecules are measured. It was shown that we can measure the pumping cross-section of a single Raman active mode from the ratio of the anti-Stokes and Stokes intensities, at low temperatures, via:

$$\rho = \frac{I_{aS}}{I_S} = \frac{\langle \sigma T S d\sigma_{RS} / d\Omega \rangle}{\langle \sigma R aS / d\Omega \rangle} \frac{A e^{-\frac{\tau}{\tau_{pump}}} P_L}{\hbar \omega L},$$

(6.1)

where $\sigma_{pump}$ is the pumping cross-section and given by:

$$\sigma_{pump} = \frac{\langle \sigma_T R aS / d\Omega \rangle}{\langle \sigma_{RS} / d\Omega \rangle}.$$  

(6.2)
where $\sigma^T$ is the total Stokes cross-section (not differential) and $d\sigma^R_{aS}/d\Omega$ is the radiative anti-Stokes differential cross-section. The asymmetry factor, $A^E$, in equation 6.1 was defined in section 4.2.1 as:

$$A^E = \frac{\langle d\sigma^R_{aS}/d\Omega \rangle}{\langle d\sigma^R_S/d\Omega \rangle},$$  \hspace{1cm} (6.3)

It is important to distinguish the radiative cross-sections from the total cross-section because a fraction of the Stokes scattered photons will be absorbed by the metallic substrate and, as a result, will not be detected by the spectrometer. The triangular brackets correspond to an averaging of the variable inside the brackets over all molecules that are measured.

In the single molecule regime, the distribution of enhancement factors can be ignored as we are measuring the absolute cross-sections for a single molecule and not a spatial averaging of many. The anti-Stokes to Stokes intensity ratio therefore simplifies to:

$$\rho = A \sigma_{\text{pump}} \frac{\tau P_L}{\hbar \omega_L},$$  \hspace{1cm} (6.4)

where the asymmetry factor, $A$, is now for a single molecule and not an ensemble average.

A key advantage of performing pumping measurements under single molecule conditions, is that the differential radiative SERS cross-section can be measured simultaneously with the pumping cross-section by comparing the Stokes intensity with a reference compound that has a known Raman cross-section (see appendix C). This is a common technique which has been utilized in the past [161] and the relationship between these two important cross-sections will be explored later in this chapter. Compared to measurements of large numbers of molecules, the pumping cross-section will be slightly larger as only those molecules with the largest enhancement factors will contribute to the signal. Both the pumping and SERS cross-sections will depend strongly on the local environment of the molecules being measured. Even a difference of a couple of nanometers in the location of a molecule close to a hot-spot can result in a substantial difference in the local field enhancement factor (see section 3.3.2). As a result, at large concentrations, there will be an extremely large number of molecules receiving relatively low enhancements but still contributing significantly to the Stokes intensity but not the anti-Stokes (see section 4.2.1). Consequently, the pumping cross-section is slightly underestimated and we can only measure a lower limit.
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for high concentrations.

Equation 6.4 has the additional advantage that it is independent of the effects of photo-bleaching [102]. Because the anti-Stokes and Stokes intensities are modified equally by the lifetime of the molecule, taking the ratio of the intensities results in a quantity that is constant with integration time. This is a significant advantage as photo-bleaching is often a problem when considering single molecule SERS measurements and vibrational pumping, in particular, due to the relatively large power densities and enhancement factors required to observe the effect. It is important to note that this is different to the effect that photo-bleaching has on large numbers of molecules (see section 4.2.7).

In section 4.2.6 I discussed a technique that we developed for estimating the vibrational lifetime. A source of inaccuracy in the estimates was described as being due to inhomogeneous broadening [10] resulting from small shifts in the peak location for different molecules that have different local environments. By going to a single molecule regime, we have avoided this problem and the only source of error should be due to the dephasing lifetime (discussed in section 4.4).

In the case of many molecules, the asymmetry factor is spatially averaged along with the cross-sections (see equation 6.1) which has a significant impact on the estimate of the pumping cross-section. As explained in section 4.2.4, the asymmetry factor will typically depend on two effects; the plasmon resonance of the particles creating the enhancement factor, and the electronic resonance of the molecule being observed. Each of these will enhance the Stokes and anti-Stokes scattered photons of a single mode differently and, hence, create an asymmetry between their cross-sections. Because the dispersion (wavelength dependence) of the plasmon resonance is dominated by the properties of the metallic particles, the contribution to the asymmetry factor for each molecule arising from this effect will be different and depend on the local environment of that particular molecule. Figure 6.1 shows the dispersion of the plasmon resonance for a single molecule under two different excitation wavelengths (Note: this is an idealised case). When using a high energy excitation (the left side of the peak), the Stokes scattered photons receive a larger enhancement than the anti-Stokes scattered photons. Ignoring other effects, this will result in an asymmetry factor that is less than one, for this particular molecule. If we use a low energy excitation on the other hand, such that we are on the right side of the peak, anti-Stokes scattered photons will receive the larger enhancement and the asymmetry factor will be large than one. The exact dispersion of the plasmon
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resonance will depend greatly on where the molecule is located and hence the asymmetry factor arising from this effect will vary greatly. Furthermore, the dispersion of the plasmon resonance at a hot-spot can be extremely sharp and result in asymmetry factors that can range from 0.1 to 10.

The electronic resonance of the molecule will similarly create an asymmetry as either the Stokes or anti-Stokes wavelength will be closer to the absorption resonance of an electronic transition. However, because this is a property of the molecule itself and not its environment, this asymmetry should be approximately constant for all molecules excited at the same wavelength. The physical origin of the asymmetry factor was discussed in section 4.2.4.

In the many molecule case it is obvious that the asymmetry from the electronic resonance will be the same as in the single molecule case, however, the asymmetry from the plasmon resonance will now be a spatial average over all molecules. One might expect that for a large enough number of molecules, the plasmon resonance contribution will eventually average to one. However, this is generally not the case, largely due to the dielectric function of the substrate.

Figure 6.1: The dispersion of an idealized plasmon resonance in the gap region of a dimer (see chapter 3.3.2). At a high energy excitation (the left side of the peak) the Stokes photons receive a larger enhancement than the anti-Stokes photon which results in a small asymmetry factor. For a low energy excitation (the right side) the opposite happens and we have a large asymmetry factor.
(see section 3.1.3), and the distribution of particles sizes and separations. For Ag, the plasmon resonances around 350 nm to 400 nm will be the strongest and the average dispersion in the plasmon resonances will likely reach a maximum somewhere in this range as long as there are sufficient hot-spots with resonances in this region. The key point is that due to the spatial averaging, the asymmetry resulting from the plasmon resonance will be much smaller in the many molecule case and, hence, when considering single molecule events, we must estimate $A$ on a case by case basis.

Later in this chapter I will investigate how much the asymmetry factor can vary for single molecules and how it affects our estimate of the pumping cross-section.

## 6.3 Initial Observations of Single Molecule Vibrational Pumping

In this chapter I will give an overview of the experimental results for single molecule vibrational pumping which will eventually lead to a rigorous statistical investigation into the physical meaning behind the pumping cross-section and the effects of the asymmetry factor. However, understanding the early measurements and their puzzling results is necessary in order to appreciate the difficulty in the interpretation. Before I can discuss the early results, it is important that I give a brief introduction to single molecule SERS [162,163].

### 6.3.1 The Two Analyte SERS Technique

The bi-analyte SERS (BiASERS) technique was pioneered here at Victoria University by Le Ru et al. [109] in which large numbers of SERS measurements were taken of solutions containing two SERS analytes with distinguishable Raman spectra [164]. In order to obtain the cross-sections necessary to observe single molecules, analytes were chosen that had an absorption resonance close to the laser excitation (resulting in a large Raman cross-section) and added to a solution of aggregated Ag colloids (see section 4.3.3). SERS spectra were then taken as a function of time, in the case of a liquid sample, or space, for a dry sample.

For a typical BiASERS experiment, we will observe three different types of spectra as shown in figure 6.2: events dominated by one analyte or the other (see Fig. 6.2(a) and (b)) and events that contain a mix of both (see figure 6.2(c)).
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Figure 6.2: The three different types of spectra observed in BiASERS of CV and NB; (a) events dominated by the CV Raman spectrum, (b) events dominated by the NB Raman spectrum and (c) events with a significant contribution from CV and NB. Depending on the relative number of events of each type, it is possible to make conclusions about the single molecule nature of the experiment.
Using principal component analysis [165] (or a linear decomposition) over a region small enough that the shape of the plasmon resonance is not important, it is possible to decompose all of the events into a linear combination of the Raman spectra for each analyte:

\[ S_T(ii) = c_1(ii)S_1 + c_2(ii)S_2, \]

where \( S_1 \) and \( S_2 \) are the Raman spectra for analyte 1 and 2 respectively, \( S_T \) is the total signal, and \( ii \) is the event number. A histogram can then be made of the ratio \( c_1/(c_1+c_2) \) for events with a sufficiently large intensity. A ratio of 0 will correspond to an event which is completely dominated by the second analyte, and a ratio of 1 will correspond to an event that is completely dominated by the first analyte. Any ratio between 0 and 1 will be a mixed event with traces of both molecules. To make the argument that we are in a single molecule regime, we need to have a histogram that has a large number of events with a ratio of 0 or 1 compared to mixed events.

If we have a sample where there are many colloidal aggregates within the scattering volume of the laser, then there will likely be several hot spots. The concentration must therefore be low enough that only a total of 1 or 2 molecules will be in hot-spots as shown in figure 6.3. In this example, the concentration is small enough that there is only one molecule within a hot spot and, as a result, the SERS spectrum for this event will be completely dominated by that molecule. There is a second molecule within a gap (where hot-spots form) but as it is outside of the scattering volume, it will not contribute to the SERS signal. If we take many events at this concentration, we would expect that most will be single molecule. However, if the concentration is increased, we will eventually reach a regime where there are typically many molecules in hot spots and few single molecule events.

In a dry sample, it is mainly the concentration that dictates the single molecule nature of the SERS experiment as there is no movement of the colloids within the scattering volume. A liquid sample on the other hand has colloids that move with Brownian motion in and out of the laser spot. If we go back to our example shown in figure 6.3, it is possible at large enough integration times for the aggregate with the second molecule in the gap to move into the scattering volume. This will result in a mixed event instead of the single molecule event measured with a dry sample. For a liquid sample, our ability to detect single molecule events will therefore depend on both the concentration and integration...
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Figure 6.3: A diagram of a simplified BiASERS event in which there are three colloidal aggregates within the scattering volume (the red circle) and several aggregates outside. The small blue and yellow circles correspond to the two analytes being probed. The background colour is a log scale for the electric field intensity in which the blue regions are low intensity and the red regions are high. In this case, the concentration is low enough that there is only one molecule in a hot spot (region with extremely high field intensity). There is a second molecule within a gap outside the scattering volume.
time. Figure 6.4 shows how the histogram varies as a function of integration time for two Rhodamine 6M molecules where one has been isotopically edited, substituting some of the hydrogen nuclei for deuterium [166, 167]. At an integration time of 0.1 s, there are many events with a ratio of 0 or 1 compared to mixed events. As a result, we can assume any spectrum containing only the Raman spectrum of one analyte will be a single molecule event. For 0.5 s, the histogram is reasonably flat and the single molecule nature of the single analyte events are very difficult to distinguish. Once the integration time has been increased to 1 s, there are very few events that contain one analyte. The concentration of the dye was 1 nM.

Typically, liquid samples provide fewer problems when performing single molecule measurements as it is difficult to prepare dry samples with uniformly spaced colloidal aggregates. However, due to the low temperatures required for vibrational pumping, dry samples are needed. Using dry samples gives us the advantage that we can perform time resolved measurements of single molecule events which cannot be achieved with a liquid sample.

6.3.2 Experimental Observations of Single Molecule Vibrational Pumping

In chapter 4 I discussed how vibrational pumping can be utilised for the estimation of pumping cross-sections. However, under many molecule conditions, it was extremely difficult to confirm experimentally that the cross-sections that were measured agreed with SERS cross-sections measured using a different technique. This problem stems from the fact that we do not know how many
molecules are contributing to the SERS signal. Using BiASERS we can distinguish single molecule events and measure the cross-section using two techniques; by comparing the Stokes intensity to a reference molecule with a known cross-section (see appendix C), and using vibrational pumping.

For this experiment we chose to use a dry sample consisting of RH6G and NB to a final concentration of 1nM each and aggregated Ag colloids. The solution was dried for 5 minutes using the technique described in section 4.3.3. This resulted in a low density of colloidal aggregates such that there are only a few hot-spots created within the scattering area (∼1.5µm in diameter). The sample was mounted on the LabRam system (see section 4.3.1) and cooled to a temperature of 77K. SERS spectra were taken using the ×50 long working distance objective, a 300lines/mm grating and an excitation of 1.7×10^8 W/m^2 at 633 nm. Spatial mappings were performed with an integration time of 1 s for a total of ∼6000 spectra.

The peaks that were monitored were the 610 cm⁻¹ of RH6G and 595 cm⁻¹ of NB. Figure 6.5 shows selected spectra with different levels of pumping; (a) Stokes scattering of both dyes but no anti-Stokes scattering, (b) anti-Stokes and Stokes scattering of both dyes, (c) and (e) Stokes scattering of one dye or the other, (d) and (f) Stokes and anti-Stokes scattering of one dye or the other. It is obvious that (a) and (b) cannot be single molecule events but at these concentrations (c) to (f) likely are. The fact that there is an anti-Stokes peak in (d) and (f) means that we have pumping of single molecules. The question then arises, why is there not an anti-Stokes signal in all of the events? It is obvious from figure 6.5 that even for large Stokes events, observing vibrational pumping through anti-Stokes scattering is not always possible. It is therefore not enough for the local field enhancement to be extremely large, we must also have a plasmon resonance that favours anti-Stokes scattering.

Figure 6.6 shows single molecule SERS spectra taken at a very low power densities (∼1.7×10^6 W/m^2) for four different plasmon resonance dispersions. The low power was necessary in order to obtain the best resolution of the plasmon resonance. The scattering enhancement favours the medium, high and low energy modes in figure 6.6(a), (b) and (c), respectively, whilst in (d) all of the modes are enhanced similarly. Figure 6.6(c) also contains a signal on the anti-Stokes side which can be confused with pumping but which is likely due to a thermal population in the lowest energy modes. It is obvious from these spectra that the plasmon resonance experienced by a single molecule can significantly favour a small range of vibrational modes. As a result, the asymmetry factor
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Figure 6.5: Selected BiASERS spectra taken at 77 K where anti-Stokes scattering will only be observable if vibrational pumping is present. (a) and (b) show mixed events where both dyes are present and pumping is observed in one case but not the other. (c) and (e) show single molecule events of one dye or the other but without pumping (no anti-Stokes scattering) while (d) and (f) show single molecule events with pumping (both anti-Stokes and Stokes scattering is observed).
6.3. INITIAL OBSERVATIONS

Figure 6.6: Four single molecule SERS spectra with different plasmon resonances which mostly enhance the (a) medium energy modes, (b) high energy modes, (c) low energy modes as well as anti-Stokes scattering, and (d) all of the modes. These spectra are taken at an extremely low power (∼1.7×10⁶ W/m²) in order to resolve the resonance. This figure is taken from figure 11 in reference [92].

can vary dramatically between events. There are also many spectra that contain no recognizable signal as there are no molecules close to hot-spots that are sufficiently strong, being excited.

An additional test to support the assumption that we are in fact observing single molecules is to perform time dependent measurements at a single location. Because the sample is dried on a substrate, there will not be any movement of the molecules and colloids from the scattering area except for small thermally activated movements or photo-bleaching. As a result, if we focus the laser at a position on the substrate where single molecule pumping is apparent and perform a time series mapping, the Stokes and anti-Stokes intensity should be approximately constant until, at some time, the molecule photo-bleaches and the signal completely disappears simultaneously on both sides. Figure 6.7 is an example of a NB pumping event where the molecule photo-bleaches sometime between 17 and 18s after first being first observed. Ideally we would like to
Figure 6.7: Time dependence spectra of the 595 cm$^{-1}$ mode of NB taken every 1 s observing both the anti-Stokes and Stokes signal under single molecule pumping conditions. The anti-Stokes and Stokes intensity remains approximately constant until the molecule photo-bleaches after 17 s at which time the peaks simultaneously disappear.

perform this test for each possible single molecule event. However, if we wish to take large numbers of single molecule events, so that a statistical analysis can be performed, this is not possible. Furthermore, simply observing the disappearance of the signal is not a confirmation of single molecule pumping as slight movements of the substrate can also explain these results. Nevertheless, if single molecules are being observed, these types of spectra are expected. It is our belief, that the BiASERS results coupled with the time dependent measurements are extremely strong evidence for the existence of single molecule pumping.

Once the single molecule pumping events had been identified, it was possible to calculate the SERS and pumping cross-section for each. The SERS cross-section was estimated by comparing the Stokes intensity with the Stokes intensity of Nitrogen taken under the same experimental conditions (see appendix C) whilst the pumping cross-section was estimated using equation 6.4 (with a $\tau$ of 1 ps). It was found that the pumping cross-section could be as much as two orders of magnitude larger than the Stokes cross-section. This is too large a discrepancy to explain with the asymmetry factor which could at most explain a difference of a factor of 10 with a factor of 5 being more likely.
6.4 A Statistical Analysis of the Pumping Cross-section

It is apparent from the early measurements that the pumping cross-section is not the same as the SERS cross-section as has been assumed in the past [4,92]. However, because there were very few examples of single molecule pumping, it was unclear how the pumping cross-section varied and whether it was dependent on the SERS cross-section. Furthermore, it was not obvious how important the asymmetry factor was for the detection of single molecules. In order to address these issues, statistics from a large number of single molecule pumping events are necessary. However, several modifications had to be made to the sample preparation before reliable statistics could be obtained.

6.4.1 Experimental Method

In the previous section we used a solution consisting of RH6G and NB with a laser excitation at 633nm. However, at this wavelength, NB is very close to resonance conditions (absorption maximum at 628 nm [126]) whilst RH6G was significantly off-resonance (absorption maximum at 530 nm). As a result, the signal from NB was typically much larger than for RH6G which meant that single molecule pumping events of RH6G were much fewer than NB. This is because the enhancements and asymmetry factors required to observe anti-Stokes scattering of RH6G were much more restricted. We therefore chose to use CV for our second dye which has a resonance at 590 nm and, hence, will have a much more comparable signal to NB at this excitation. The reason for our choice of CV for the single molecule measurements will become clearer in section 6.5. There is a drawback to using CV instead of RH6G as RH6G has a large peak very close to one of NB (the 610 cm$^{-1}$ mode of RH6G and the 592 cm$^{-1}$ mode of NB) whilst CV does not. The closest mode of CV to the 592 cm$^{-1}$ of NB is the 802 cm$^{-1}$ mode which is a difference of $\sim$ 200 cm$^{-1}$. This is a large enough region for the dispersion in the plasmon resonance to create difficulties in the principle component analysis linear decomposition [109,165].

We also found that our sample preparation procedure resulted in spatial mappings (consisting of $\sim$ 3000 spectra) with only 4-5 single molecule pumping events due to the large distances between colloidal aggregates. We therefore adjusted the drying time from 5 minutes to 30 minutes. Observing the sample through the spectrometer camera confirmed that the colloidal aggregates were
CHAPTER 6. SINGLE MOLECULE VIBRATIONAL PUMPING

Figure 6.8: Typical SERS spectra for (a) CV and (b) NB. The observed modes are the 802 cm\(^{-1}\), 914 cm\(^{-1}\) and 1173 cm\(^{-1}\) peaks of CV and the 592 cm\(^{-1}\) peak of NB. This figure is taken from figure 1 in reference [3].

much closer but had not changed significantly in size. The final concentration of the dyes were 1nM each.

Using the same experimental set-up as in section 6.3, spatial mappings were performed with a spectrum taken every 2 µm × 2 µm for a total of 6400 µm\(^2\), an excitation power of 2.8 × 10\(^8\) W/m\(^2\) and a 0.2 s integration time.

6.4.2 Single Molecule Events

Careful consideration has to be given when deciding which peaks to measure. Typical SERS spectra for CV and NB are shown in figure 6.8. The peaks measured must be at a high enough energy that the vibrational population created through pumping is much larger than that created through thermal excitation at 77 K. Furthermore, both the anti-Stokes and Stokes scattering of all the modes need to be contained within the spectral window of the 300 lines/mm grating at 633 nm (between −1300 cm\(^{-1}\) and 1300 cm\(^{-1}\)) and the bare cross-section needs to be large enough that anti-Stokes scattering can be observed regularly. We therefore chose to monitor the 802 cm\(^{-1}\), 914 cm\(^{-1}\) and 1173 cm\(^{-1}\) modes of CV and the 592 cm\(^{-1}\) mode of NB.

The adjustment to the drying time of the sample had the intended result that there were many more single molecule events for each spatial mapping (~100). However, as previously, not all single molecule events contained pumping and, in fact, some events contained anti-Stokes scattering of one dye but Stokes scattering of both dyes. Figure 6.9 contains a two dimensional contour plot
of a single mapping in which red corresponds to a large, and blue to a small, overall scattering intensity. It is obvious that there are many regions of high enhancement, a few of which are large enough to observe vibrational pumping. The anti-Stokes spectrum at five different locations on the sample (two of which contain the same type of pumping) are also included, demonstrating the four different levels of pumping: (a) pumping of both dyes, (b) and (c) pumping of one dye or the other, and (d) no pumping of either dye.

It is not uncommon that an event with anti-Stokes scattering of a single dye could also have Stokes scattering of both (see figure 6.10). The reason for this lies in the origin of the anti-Stokes and Stokes signal under pumping conditions. In section 4.2.1 I explained that the anti-Stokes signal is proportional to \( M_{\text{Loc}}^3 \) while the Stokes signal is dependent on \( M_{\text{Loc}}^2 \). As a result, the anti-Stokes signal is much more sensitive to the local field enhancement than the Stokes signal. If we consider a scenario in which there are many hot-spots in the scattering area, with a molecule in each, but only one large enough to observe pumping (and with a suitable asymmetry factor), we would expect to see a SERS spectrum with a mixed signal on the Stokes side and only one dye on the anti-Stokes side. A situation like that in figure 6.9(d), where there is an extremely large Stokes signal but no anti-Stokes, can also be explained with many hot spots but with none large enough to observe pumping. Vibrational pumping, therefore, provides an additional tool for understanding the microscopic origin of the signal.

Taking a more quantitative example, let us consider a scenario where there are ten hot-spots within the scattering area of the laser with a molecule in each (five of each dye), but with one hot spot having a local field enhancement that is a factor of 5 larger than the others. If the molecule in this large hot-spot is NB, the Stokes signal of NB will be a factor of 3\((= (5^2 + 9 \times 1^2)/10)\) larger than that of CV (assuming that the bare cross-sections are the same) and the overall event will be perceived as being a mixed event. The anti-Stokes signal of NB, however, will be a factor of 13\((= (5^3 + 9 \times 1^3)/10)\) larger than that of CV. The single molecule nature of the event will therefore depend on which type of scattering is being observed.

In section 6.4.1 I mentioned the difficulties in using PCA (principal component analysis) for comparing peaks of CV and NB. To distinguish single molecule events, we therefore chose to perform PCA on the anti-Stokes side of the spectrum in the range \(-850 \text{ cm}^{-1}\) to \(-550 \text{ cm}^{-1}\) which encompasses the two closest modes of each molecule. Performing PCA on the anti-Stokes signal has the advantage that the background is relatively flat due to the lack of fluo-
Figure 6.9: A two dimensional contour plot of a single spatial mapping in which red and blue correspond to a large and small overall scattering intensity respectively. Also included are anti-Stokes spectra for the four different types of spectra taken at five different locations on the sample: (a) pumping of both dyes, (b) and (c) pumping of one dye or the other, and (d) no pumping of either dye. This figure is adapted from Figure 2 in reference [3].
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Figure 6.10: A SERS spectrum for an event in which only NB is contributing to the anti-Stokes signal by way of pumping, but NB and CV are contributing to the Stokes signal. This figure is taken from figure 1 in reference [3].

rescence at energies above the laser line. The single molecule events were then taken as those spectra where the intensity of the $-802 \text{ cm}^{-1}$ mode of CV or the $-592 \text{ cm}^{-1}$ mode of NB was much larger than the other. In addition, a lower limit was placed on the peak intensities (which depended on the mode) below which the events are discarded due to the low signal to noise ratio. This had the unforeseen result that many of the events that contained very large intensities for the $1173 \text{ cm}^{-1}$ mode were ignored, as a large $1173 \text{ cm}^{-1}$ anti-Stokes peak does not necessarily correspond to a large $802 \text{ cm}^{-1}$ anti-Stokes peak due to the plasmon resonance. We therefore calculated the total intensity of the $1173 \text{ cm}^{-1}$ and $592 \text{ cm}^{-1}$ anti-Stokes peaks by integrating the intensity over the width of the modes and subtracting a linear background. The cross-sections were then measured when the $1173 \text{ cm}^{-1}$ anti-Stokes intensity was much larger than the $592 \text{ cm}^{-1}$ anti-Stokes intensity.

6.4.3 The Pumping and SERS Cross-Sections

In order to estimate the pumping cross-section, we need an accurate measurement of both the Stokes and anti-Stokes intensity. However, because we have only used the anti-Stokes signal to identify single molecule events, mixed Stokes events may be present in some cases resulting in a slight over-estimation of the
Figure 6.11: Pumping (hollow square points) and SERS cross-sections (solid circles) for the (a) 802 cm$^{-1}$, (b) 914 cm$^{-1}$ and (c) 1173 cm$^{-1}$ modes of CV and the (d) 592 cm$^{-1}$ mode of NB, as a function of event number. The cross-sections are plotted on a logarithmic scale. This figure is taken from figure 4 in reference [3].

SERS cross-section and under-estimation of the pumping cross-section.

Once the single molecule events have been identified (using the criteria explained in the previous section), the anti-Stokes and Stokes intensities of the modes listed in figure 6.8 were measured by performing an intensity integration with a linear fit to the background. At this point, it is useful to assume that the asymmetry factor is 1 for all cases. I will come back to the problem of the asymmetry factor later in this section. The pumping cross-section could then be measured from the ratio of the anti-Stokes to Stokes intensities using equation 6.4 with a $\tau$ of 1 ps. The differential SERS cross-section was estimated using the method explained in appendix C and converted to a total scattering cross-section as explained in appendix A.

The pumping and SERS cross-sections are plotted in figure 6.11 as a function of event number for the three peaks of CV and the single peak of NB. For all of the modes considered, there is an obvious difference between the two cross-sections with the pumping cross-section typically being significantly larger than
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The fluctuation in the cross-sections seems to be very similar as well, which is not surprising as both cross-sections depend on the local conditions experienced by the molecule. However, the fluctuations do not necessarily coincide. If the local field enhancement was the only effect causing the variation, then an event with a large SERS cross-section should also have a large pumping cross-section. This does not seem to be the case and, in fact, many of the large Stokes events have pumping cross-sections very similar to the SERS cross-section. We will come back to this problem later in this section.

To achieve a better understanding of how large the discrepancy between the two cross-sections is, it is useful to calculate the ratio between them and investigate how it varies. Figure 6.12 shows a series of histograms (with a log scale on the x-axis) of the ratio of the cross-sections for each of the measured modes. A large portion of the events have a pumping cross-section that is within one order of magnitude of the SERS cross-section. One might be inclined to justify
this discrepancy as a result of an under-estimation of the vibrational lifetime of the modes or perhaps an asymmetry factor that favours anti-Stokes scattering. However, there are also events with pumping cross-sections that are three or even four orders of magnitude larger than the SERS cross-section. If we try to justify this with the vibrational lifetime then a value of 100-1000 ps is needed which is physically unreasonable. A lifetime of this length would be apparent in the line-width of the peaks, which would be closer to \( \sim 0.1 \text{ cm}^{-1} \) unless dephasing (see section 4.4) plays a significant role. Furthermore, modifying the vibrational lifetime will only have the effect that the average cross-sections will coincide, it will not explain the fluctuation as the lifetime will be the same for all SERS events.

Earlier in this section, I noted that even though the pumping and SERS cross-sections varied by a similar amount, they did not appear to coincide with each other. This is confirmed in figure 6.12. The pumping cross-section can be three, or even four, orders of magnitude larger than the SERS cross-section,
whilst the individual fluctuation in each cross-section can vary by a factor of 10-100. The question then arises, how are the pumping and SERS cross-sections related? In figure 6.13 I have plotted the cross-sections as a function of each other. One would expect, that as the SERS cross-section increases, the pumping cross-section should also increase due to the strength of the local field enhancement. This, however, does not seem to be the case. In fact, the opposite occurs, \( \sigma_{\text{pump}} \) seems to decrease with an increasing \( \sigma_{\text{SERS}} \). To explain this trend we must address the interpretation of the pumping cross-section and how is it affected by the plasmon resonance.

**Non-Radiative Effects**

In section 4.2.5, I explained that the pumping cross-section is affected by both radiative and non-radiative Stokes scattering such that:

\[
\sigma_{\text{pump}} = \frac{\langle \sigma_T d\sigma_{aS}/d\Omega \rangle}{\langle d\sigma_{aS}/d\Omega \rangle} \quad (6.6)
\]

For single molecule pumping, this becomes:

\[
\sigma_{\text{pump}} = \sigma_T^S = \sigma_S^R + \sigma_S^{NR}. \quad (6.7)
\]

Exactly which of the two Stokes cross-sections dominates the total cross-section will therefore depend on the local environment of the observed molecule. The origin of the enhancement for each cross-section is radically different, with the radiative cross-section depending only on the strength of the local field enhancement, whilst the non-radiative cross-section is modified by the distance of the molecule from the metallic surface (as explained in section 3.2). If the radiative cross-section was the dominant term, then we would expect that the measured SERS cross-section (which is the same as the radiative cross-section) would be the same as the pumping cross-section and fluctuate together (with minor differences due to the asymmetry factor and photo-bleaching). This was not the case, however, and in fact, \( \sigma_{\text{pump}} \) tended to decrease as the SERS cross-section increased (see figure 6.13). If the non-radiative term dominated the total cross-section, then \( \sigma_{\text{pump}} \) would only vary slightly between events as most of the molecules would be at a similar distance to the metal surface (due to the adsorption characteristics of the molecule). The downward trend in \( \sigma_{\text{pump}} \) would then be a result of the restrictions in the possible asymmetry factors, as I will explain in the next section. However, at this point, a lot of this is speculation
unless we can obtain direct measurements of the non-radiative enhancement factor and confirm that it is larger than the radiative enhancement factor. A large section of this chapter has therefore been dedicated to an investigation into the non-radiative enhancement factor (see section 6.5).

The Asymmetry Factor

In figure 6.13 we observed that the pumping and SERS cross-sections appear to be inversely related. This is partly due to the fact that we have assumed that $A = 1$. In fact, what is plotted in figure 6.13 is $A\sigma_{\text{pump}}$ against $\sigma_{\text{SERS}}$. If $\sigma_{\text{pump}}$ was dominated by radiative Stokes scattering, the anti-Stokes intensity ratio would be given by:

$$I_{aS} = \frac{\langle 4\sigma_R^R d\sigma_{aS}^R / d\Omega \rangle \tau P^2 L}{\hbar \omega_L}. \quad (6.8)$$

In section 3.2.1 I explained how the SERS signal receives an enhancement from the plasmon resonance at the incident photon wavelength and also at the scattered photon wavelength. Because the anti-Stokes intensity is proportional to both the anti-Stokes and Stokes radiative cross-sections, it is possible to have a plasmon resonance that favours Stokes scattering create the same anti-Stokes intensity as one that favours anti-Stokes scattering (see figure 6.14(a) and (b)). As a result, for sufficiently strong plasmon resonances, we would expect that pumping would be observable for a mode in which its anti-Stokes or Stokes peak is favoured by the plasmon resonance. However, in section 6.3.2 we saw that it was possible to have events with extremely large single molecule Stokes signals with no evidence of vibrational pumping in the anti-Stokes signal.

If the non-radiative cross-section dominates the pumping cross-section, the anti-Stokes intensity will be given by:

$$I_{aS} = \frac{\langle 4\sigma_{R}^N d\sigma_{aS}^R / d\Omega \rangle \tau P^2 L}{\hbar \omega_L}. \quad (6.9)$$

In this case, the non-radiative cross-section no longer receives a local field enhancement at the scattered wavelength (see section 4.2.5) but instead experiences the non-radiative enhancement factor $M_{NR}(\omega_S)$. This has the effect that the anti-Stokes intensity is only dependent on the plasmon resonance at the anti-Stokes wavelength.

If the non-radiative Stokes scattering is the dominant component in the pumping cross-section, then the inverse relationship between $\sigma_{\text{pump}}$ and $\sigma_R^R$ can
be explained purely from the asymmetry factor. Let us consider a scenario in which there is a limit to the strength of the plasmon resonance. This is not an unreasonable assumption, as there will be a limit to the size of the gap between the metallic particles (where the largest enhancements form) if a molecule is to be localized within the hot-spot. The dispersion of the plasmon resonance will vary from case to case which will result in a fluctuating asymmetry factor. The plasmon resonances that create the largest Stokes cross-section will be the ones that have a sharp resonance on the Stokes side of the spectrum (see figure 6.14(c)). As a consequence, the enhancement to the anti-Stokes signal will be relatively small and the asymmetry factor will be less than one. The pumping cross-section will therefore be underestimated when we assume \( A = 1 \). The events with the largest anti-Stokes intensities will require a plasmon resonance that favours anti-Stokes scattering resulting in relatively low Stokes intensities (see figure 6.14(d)). The pumping cross-section in this case will therefore be overestimated. The overall effect is that the estimated pumping cross-section will tend to decrease as the Stokes intensity increases.

In addition, there may be a slight contribution due to photo-bleaching. While the pumping cross-section is independent of photo-bleaching, the SERS cross-section is not. The largest pumping events may therefore have SERS cross-sections that have been under-estimated as the molecule will survive for a shorter time than the integration time.

The results of figure 6.13 can now be explained with a pumping cross-section that is dominated by non-radiative effects for all cases, and an asymmetry factor that is restricted by the SERS cross-section (as well as a slight contribution due to photo-bleaching). The smallest Stokes events, that show pumping, are likely created by relatively weak plasmon resonances with large asymmetry factors that enhance the anti-Stokes signal. Conversely, the largest Stokes events will likely have small asymmetry factors as a favourable plasmon resonance is required to reach such large intensities. Furthermore, because the non-radiative cross-section fluctuates a lot less than the radiative cross-section (explained in the next section), the asymmetry factor will be the main contribution to the variation of \( \sigma_{\text{pump}} \) in figure 6.13.
Figure 6.14: Simulated SERS spectra (black lines) for a single mode with both anti-Stokes and Stokes scattering under pumping conditions and different plasmon resonances (red lines). In (a) and (c), the plasmon resonance favors Stokes scattering resulting in an asymmetry factor of less than 1. In (b) and (d), the plasmon resonance favors anti-Stokes scattering resulting in an asymmetry factor larger than 1. In (a) and (b), the radiative cross-section dominates the pumping cross-section. In (c) and (d), the non-radiative cross-section dominates the pumping cross-section.
6.5 An Investigation into the Non-Radiative Enhancement Factor

In the previous section I speculated that the pumping cross-section was dependent on the non-radiative cross-section, in typical single molecule experiments, and not the radiative cross-section as was previously believed. However, in order to confirm this hypothesis, we need a technique for which we can measure both the non-radiative and radiative enhancement factors simultaneously \cite{168}. In section 3.2.1 I explained that the radiative Stokes cross-section is a modification of the bare Raman cross-section via:

\[ \sigma^R_S = M_{\text{Loc}}(\omega_L)M_{\text{Rad}}(\omega_S)\sigma_{\text{Raman}}, \]  \hspace{1cm} (6.10)

in terms of total scattering cross-sections. Similarly, the non-radiative Stokes cross-section is a modification of the bare Raman cross-section but with the non-radiative enhancement factor (see section 4.2.5) in the emission step:

\[ \sigma^{NR}_S = M_{\text{Loc}}(\omega_L)M_{\text{NR}}(\omega_S)\sigma_{\text{Raman}}, \]  \hspace{1cm} (6.11)

The difference being that the radiative enhancement factor, \( M_{\text{Rad}}(\omega_S) \), depends on the local field strength at the Stokes shifted frequency, whilst the non-radiative enhancement factor, \( M_{\text{NR}}(\omega_S) \), depends mostly on the distance of the molecule from the metal surface (see section 3.2.2). Because the only SERS processes that will be detected in the far field, and hence measured by an observer, are radiative, it is very difficult to measure the non-radiative enhancement factor. To the best of our knowledge, vibrational pumping is the first example in SERS where non-radiative effects may be directly observed. However, there is another area of research in which non-radiative effects play an important role: Surface Enhanced Fluorescence.

6.5.1 SEF and SERS Comparisons

In section 3.2 it was shown that the SERS and SEF enhancement factors could be given by:

\[ M_{\text{SEF}} = M_{\text{Loc}}(\omega_L)\frac{M_{\text{Rad}}(\omega_S)}{Q^0M_{\text{Tot}}}, \]  \hspace{1cm} (6.12)

and
Figure 6.15: Spectra of CV taken under (a) single molecule surface enhanced conditions, and (b) 100 µM solution with no colloidal aggregates. Both spectra also contain a fluorescence fit (red line) performed with the wavelet based application discussed in chapter 5. The Raman intensity is shown in both cases and the fluorescence intensity is measured over the same regions. This figure is adapted from figure 1 in reference [168].

\[ M_{\text{SERS}} = M_{\text{Loc}}(\omega_L)M_{\text{Rad}}(\omega_S). \]  

(6.13)

Taking the ratio of these two equations we obtain:

\[ R = \frac{M_{\text{SERS}}}{M_{\text{SEF}}} = Q^0M_{\text{Tot}}. \]  

(6.14)

Hence, if we know the quantum yield of a molecule, we can estimate \( M_{\text{Tot}} \) from the ratio of the SEF and SERS enhancement factors. In terms of signal intensities, we can rewrite equation 6.14 as:

\[ R = \frac{I_{\text{SERS}}(\omega_S)/I_{\text{Raman}}(\omega_S)}{I_{\text{SEF}}(\omega_S)/I_{\text{Fluo}}(\omega_S)} = \frac{I_{\text{SERS}}(\omega_S)}{I_{\text{SEF}}(\omega_S)} \frac{I_{\text{Fluo}}(\omega_S)}{I_{\text{Raman}}(\omega_S)} = Q^0M_{\text{Tot}}. \]  

(6.15)

Therefore, by measuring the Raman intensity of a vibrational mode, and the fluorescence intensity directly beneath it, under both surfaced-enhanced and unmodified conditions, we can estimate the value for \( M_{\text{Tot}} \). An example is shown in figure 6.15 for CV. It is important that the region over which the fluorescence intensity is measured is the same for both cases.

The surface enhanced intensities must be measured under single molecule conditions as the local field enhancement can vary substantially for different events. Furthermore, the concentration used for the unmodified events must be low enough that there is no significant interaction between the molecules.
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Equation 6.15 has the benefit that it is independent of photo-bleaching problems as \( I_{\text{SEF}} \) and \( I_{\text{SERS}} \) will increase linearly with the lifetime of the molecule. The ratio of these two intensities is therefore independent of the integration time. This is a very attractive prospect in any single molecule SERS application where the excitation intensities and local enhancements are large enough that photo-bleaching presents a significant problem [169].

6.5.2 Experimental Method

For this experiment, we chose to use CV as our dye, which has the following benefits:

- It is close to resonance when using a 633 nm excitation. This is beneficial in single molecule measurements when being near resonance allows us to regularly observe SERS events.

- CV has a low quantum yield. Because we are close to resonance, it is very difficult to measure unmodified Raman intensities due to the overwhelming fluorescence intensity for many common SERS probes (without utilizing more sophisticated techniques [170, 171]). CV has the benefit that the bare fluorescence signal is relatively small, even close to resonance, due to its low quantum yield. As a result, the fluorescence intensity is small enough that accurate measurements of the Raman peaks can be made.

A liquid sample was prepared (see section 4.3.3) with CV dye at a final concentration of 1 nM, well within the single molecule regime for SERS measurements [109]. A sample consisting of 100 \( \mu \)M of CV was also prepared so that an unmodified spectrum could be taken.

The spectra were taken using the experimental set-up described in section 6.3 but using a \( \times \)100 immersion objective. To test for the effects of photo-bleaching, we used an incident power of 4.1 mW (1.34 \( \times \)10\(^{10}\) W/m\(^{2}\) power density), 434 \( \mu \)W (1.41 \( \times \)10\(^{9}\) W/m\(^{2}\)) and 35.7 \( \mu \)W (1.16 \( \times \)10\(^{8}\) W/m\(^{2}\)) over a 0.625 \( \mu \)m diameter laser spot. Each surface enhanced spectrum was integrated for 0.1 s for a total of 3000 spectra per time series. The sample was then centrifuged at 14,500 rpm for 10 minutes so that a sample without the colloids could be syphoned off. Spectra of this new sample were then taken and averaged to construct a background signal that could be subtracted from all of the single molecule events.

A spectrum of the 100 \( \mu \)M sample was then taken with an integration time of 5 s and averaged 100 times, followed by a water spectrum under the same
6.5.3 Single Molecule Events

A typical spectrum for CV is shown in figure 6.16. The peaks we chose to monitor were the 441 cm$^{-1}$, 803 cm$^{-1}$, 1172 cm$^{-1}$, 1386 cm$^{-1}$ and 1621 cm$^{-1}$ modes because they have significantly large cross-sections and can be distinguished in the unmodified spectrum.

In order to accurately measure the SERS and SEF intensities, we needed to be able to perform accurate fits to the fluorescence background for many spectra. A simple linear fit to the background under each peak could have been performed, but the low signal to noise ratio in a lot of cases, resulted in wildly varying results depending on where we set the peak region. Individually removing the background was also not possible due to the large number of events (in the thousands). The wavelet based background removal application described in chapter 5, however, is ideal for this situation as it can accurately fit fluctuating backgrounds for many spectra without any intervention from the user. The algorithm developed in chapter 5 was, therefore, somewhat serendipitous in that it seemed tailor-made for the this kind of problem.

Because we were measuring single molecule events, the SEF background could vary dramatically between spectra and contain frequency components that were relatively high (due to sharp plasmon resonances). As a result, the decomposition level could not be larger than 6 or the fit would not converge on the background for many of the events. Due to the low scaling level, an additional background region (other than one at each end of the spectrum) had conditions so that the water background could be removed.
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Table 6.1: The peak location and regions over which the fluorescence and Raman intensities were integrated.

<table>
<thead>
<tr>
<th>Position (cm(^{-1}))</th>
<th>From (cm(^{-1}))</th>
<th>To (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>441</td>
<td>373</td>
<td>502</td>
</tr>
<tr>
<td>803</td>
<td>774</td>
<td>879</td>
</tr>
<tr>
<td>1172</td>
<td>1094</td>
<td>1252</td>
</tr>
<tr>
<td>1386</td>
<td>1317</td>
<td>1414</td>
</tr>
<tr>
<td>1621</td>
<td>1567</td>
<td>1668</td>
</tr>
</tbody>
</table>

The non-radiative enhancement factor was defined between the 441 cm\(^{-1}\) and 803 cm\(^{-1}\) modes. The other parameters defined for the fitting were the same as the typical ones listed in Table 5.3. In the previous chapter, this example was used to show how accurate the algorithm was for variable backgrounds. Figure 5.19 shows four events with very different backgrounds, each fitted with the same parameters described above. In each case, the background removal application performs an extremely accurate fit without any perturbation due to the SERS peaks. Furthermore, the spectral location of the plasmon resonance does not appear to affect the accuracy of the fit.

Once the background was removed from all of the events, the peak regions (in terms of Raman shift) could then be defined (see Table 6.1). The SERS intensity was calculated from the integrated intensity over the defined regions for the signal with the background removed (Figure 6.17(b)). The SEF intensity was measured from the integrated intensity, over the same regions, between the background fit (Figure 6.17(a)) and the background-only spectrum (the spectrum taken from the centrifuged sample). The ratio of the SERS and SEF intensity for each of the peaks and events was then calculated.

This process was then repeated for the 100 µM spectrum to obtain a value for \(I_{\text{Raman}}\) and \(I_{\text{Fluo}}\) using the same fitting parameters used in the surface-enhanced case, and the same peak regions defined in Table 6.1. The ratio of the Raman and fluorescence intensities were calculated to be; 0.0054 for the 441 cm\(^{-1}\) mode, 0.0048 for the 803 cm\(^{-1}\) mode, 0.0081 for the 1172 cm\(^{-1}\) mode, 0.0104 for the 1386 cm\(^{-1}\) mode, and 0.0136 for the 1621 cm\(^{-1}\) mode. A value for \(R = \frac{Q^{0} M_{\text{Tot}}}{\text{Raman}}\) could then be measured for every event by taking the quotient of the SERS and SEF intensity ratio and the Raman and fluorescence intensity ratio.

Because we were calculating intensity ratios, it was important that we filtered out events that were particularly small and may cause singularities or
Figure 6.17: The (a) background and (b) SERS spectrum of a single molecule event. The SERS intensity is estimated from the integrated intensity of the SERS spectrum over the regions defined in table 6.1. The SEF intensity is estimated from the overall intensity between the SEF signal and the “background-only” spectrum, over the same regions.
inaccuracies. Therefore, all intensities where the maximum SERS peak height was less than 200 counts/s were discarded. This was approximately double the noise level which had a maximum height of approximately 100 counts/s.

6.5.4 The Quantum Yield of Crystal violet

In order to estimate the value of $M_{Tot}$ from the value of $R$, we had to measure the unmodified quantum yield, $Q^0$, of CV when dissolved in water (the solvent used for our experiments). The quantum yield is the fraction of the absorbed photons that are re-emitted as fluorescence. Hence, for an incident wavelength with a known absorption cross-section, $\sigma_{Aabs}(\omega_L)$, the quantum yield can be calculated from the ratio:

$$Q^0 = \frac{\sigma_{Fluo}}{\sigma_{Aabs}},$$

(6.16)

where $\sigma_{Fluo}$ is the total fluorescence cross-section over all wavelengths. Hence, by measuring these two cross-sections we can estimate the quantum yield of the molecule.

Measuring the Absorption Cross-Section

The Beer-Lambert Law states that the absorbance and absorption cross-section are related via:

$$A = -\log_{10} \left( \exp\left(-\sigma_{Aabs} l N\right) \right),$$

(6.17)

where $l$ is the path length that the laser travels through the liquid sample, and $N$ is the number density of the absorber (CV in this case). Using a UV/vis spectrometer we obtained an absorbance of 0.07844 at 633 nm over a path length of 1 cm and a concentration of 10 $\mu$M. This corresponds to an absorption cross-section of $3 \times 10^{-17}$ cm$^2$.

Measuring the Total Fluorescence Cross-Section

The fluorescence cross-section is measured the same way that we measure a single molecule SERS cross-section (see appendix C), by comparing the overall fluorescence intensity with the Raman intensity of a molecule with a known cross-section (2B2MP in this case) measured under the same experimental condition.
Using an excitation wavelength of 633 nm, we took a spectrum of a sample of 10 µM CV ranging from $-3000 \text{ cm}^{-1}$ to $7000 \text{ cm}^{-1}$ (large enough to obtain the full fluorescence spectrum) with an integration time of 25 s. We also took a water spectrum under the same conditions and subtracted it from the fluorescence signal. Due to the notch filter, there was a region around the laser frequency where the fluorescence was “cut-out”. We therefore, performed a linear extrapolation from either side of the notch filter region as shown in figure 6.18, and measured the total integrated intensity over the region from $-2000 \text{ cm}^{-1}$ to $6000 \text{ cm}^{-1}$. The intensity was then converted into a differential scattering cross-section (see appendix C) and then to a total fluorescence cross-section of $1.588 \times 10^{-21} \text{ cm}^2$ (see appendix A). Using equation 6.16 and the fluorescence and absorption cross-sections, we estimated the unmodified quantum yield to be $Q^0 \approx 5.3 \times 10^{-5}$, which is in close agreement with the value $Q^0 = 5.6 \times 10^{-5}$ obtained in reference [172].

Due to the extremely low quantum yield of CV, our assumption that $Q^0 \gg 1/M_{Tot}$ may no longer be valid for the derivation of the modified quantum yield in equation 3.14. However, for a molecule with an extremely small quantum yield, we can rewrite equation 2.17 as:
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\[ Q^0 = \frac{\Gamma_{\text{Rad}}}{\Gamma_{\text{NR}}} \]

which results in a modified quantum yield of:

\[ Q^M = \frac{M_{\text{Rad}} \Gamma_{\text{Rad}}}{M_{\text{Tot}} \Gamma_{\text{Rad}} + \Gamma_{\text{Rad}}/Q^0} = \frac{M_{\text{Rad}}}{M_{\text{Tot}} + 1/Q^0} \]

and a fluorescence enhancement factor of:

\[ M_{\text{Fluo}} = M_{\text{Loc}}(\omega_L) \frac{M_{\text{Rad}}(\omega_S)}{Q^0 M_{\text{Tot}} + 1}. \]

The ratio of the SEF and SERS enhancement factor will therefore be:

\[ R = Q^0 M_{\text{Tot}} + 1. \]

Comparing this with equation 6.14 we can see that \( M_{\text{Tot}} \) will be overestimated by a factor \( 1/Q^0 \) or \( 1.9 \times 10^4 \) for CV.

6.5.5 A Comparison between \( M_{\text{Tot}} \) and \( M_{\text{Rad}} \)

Using the quantum yield measured in the previous section, we can calculate a value of \( M_{\text{Tot}} \) for each peak and event. Furthermore, we can measure a value for the SERS enhancement factor, \( M_{\text{SERS}} = M_{\text{Loc}}(\omega_L)M_{\text{Rad}}(\omega_S) \), from the ratio of the SERS and Raman intensities (after each intensity has been converted into units of counts per second per molecule), under the same excitation power.

Because \( M_{\text{Tot}} \) is the total enhancement of all decay processes from the first electronic state, the value should be independent of the peak used to measure it. Table 6.2 shows the average \( M_{\text{Tot}} \) measured for each peak at each incident power. As expected, \( M_{\text{Tot}} \) does not vary significantly with most of the values being within 20% of the average, which is not unexpected for the experimental inaccuracies inherent in these measurements. There could be a slight contribution due to surface selection rules [9, 173, 174] affecting the SERS intensities for modes with different symmetries. However, under resonant conditions, the Raman mode tensors for all of the vibrational modes are aligned. There could also be a slight error due to the fluorescence fitting process. From this point, the quoted values for \( M_{\text{Tot}} \) will be the average over the five measured peaks.

Table 6.2 also shows that, there is no noticeable effect on \( M_{\text{Tot}} \) due to photobleaching as it is independent of the incident power. This is not surprising as we are looking at ratios in intensities which are linearly dependent on the lifetime.
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Table 6.2: The average $M_{\text{Tot}}$ for each of the peaks measured and powers of 4.1 mW, 434 $\mu$W and 35.7 $\mu$W. Also included is the average over all peaks.

<table>
<thead>
<tr>
<th>Power</th>
<th>$\langle M_{\text{Tot}} \rangle \times 10^5$</th>
<th>$\langle M_{\text{Tot}}^{\text{Avg}} \rangle \times 10^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.10 mW</td>
<td>4.96 4.36 3.80 4.06 3.91</td>
<td>4.21</td>
</tr>
<tr>
<td>434 $\mu$W</td>
<td>5.22 4.78 3.84 4.23 4.08</td>
<td>4.43</td>
</tr>
<tr>
<td>35.7 $\mu$W</td>
<td>5.66 4.75 3.79 3.85 3.74</td>
<td>4.36</td>
</tr>
</tbody>
</table>

Figure 6.19: A histogram of the peak average total enhancement factor for all events. The average $M_{\text{Tot}}$ is $4.25 \times 10^5$ and the standard deviation is $0.69 \times 10^5$. This figure is taken from figure 2 in reference [168].

of the molecule.

A histogram showing how $M_{\text{Tot}}$ varies over all events is shown in figure 6.19. The average is $4.25 \times 10^5$ with a standard deviation of $0.69 \times 10^5$. Consequently, there is very little fluctuation in the value of $M_{\text{Tot}}$. Because $M_{\text{Rad}}$ is dependent on the strength of the plasmon resonance (which will vary with event), these results suggest that $M_{\text{Tot}}$ is being dominated by non-radiative effects which are approximately constant (for molecules similarly adsorbed on the colloids).

In section 6.5.4 I showed that the measured value of $M_{\text{Tot}}$ would be overestimated by a factor of approximately $2 \times 10^4$. The real $M_{\text{Tot}}$ will therefore have an average that is closer to $4 \times 10^5$. However, this is only a difference of 5% which is insignificant compared to the overall variation in $M_{\text{Tot}}$.

To within an order of magnitude, we can assume that $M_{\text{SERS}} \approx M_{\text{Loc}}^2$ since $M_{\text{Loc}} \approx M_{\text{Rad}}$ to within an order of magnitude (see section 3.2.1). We can
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therefore convert our SERS enhancement factors, which we estimated from the ratio of the SERS and Raman intensities, into \( M_{\text{Rad}} \) by taking the square root. Figure 6.20 shows \( M_{\text{Tot}} \) plotted as a function of \( M_{\text{Rad}} \) for all events and incident powers. The fluctuation in \( M_{\text{Tot}} \) is independent of both the power and \( M_{\text{Rad}} \). This is not surprising considering the results in table 6.2 and figure 6.19.

As the incident power is decreased, the average lifetime of the molecules will increase. Consequently, the molecules in the largest hot-spots will survive for a longer period of time (approaching the integration time of the spectrometer), and a larger \( M_{\text{SERS}} \) will be measured. It is important to note at this point that the measured value of \( M_{\text{SERS}} \) is not quite the actual SERS enhancement experienced by the molecule, but one that is modified like so:

\[
M_{\text{measured}}^{\text{SERS}} = M_{\text{actual}}^{\text{SERS}} \times \frac{\tau}{T},
\]

where \( \tau \) is the time that the molecule survives in the hot-spot, and \( T \) is the integration time. This will cause a slight under-estimation of the measured value for \( M_{\text{Rad}} \), but at the lowest power, we do not believe that the discrepancy between the actual and measured values are more than a factor of two and not enough to make the total and radiative enhancement factors comparable.

The events with the largest radiative enhancement factors are still more than an order of magnitude smaller than the average \( M_{\text{Tot}} \). Hence, non-radiative effects must dominate for all of the measured cases and \( M_{\text{Tot}} \approx M_{\text{NR}} \). The
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non-radiative enhancement factor must therefore be $\sim 4 \times 10^5$, for this sample.

From time-resolved measurements, we know that CV has a lifetime in the first electronic state of $\sim 10$ ns in solvents with a low viscosity (like water) [98]. Under the conditions used in this experiment, the lifetime will be modified by a factor of $1/M_{\text{Tot}}$, resulting in a molecule that will decay within $\sim 20$ fs of absorbing an incident photon. This method has therefore provided us with an insight into the ultra-fast processes on the metal surfaces, which would otherwise be inaccessible with more conventional approaches.

It is also possible to obtain an estimate of the distance between the molecule and the metal surface with equation 3.11. Using the dielectric function of Ag (see section 3.1.3) and the dielectric constant of water, we found that the distance must be around 2 Å. At this distance, however, the approximations used to derive equation 3.11 may become unrealistic and the actual distance may be slightly larger due to non-local effects [76]. A more accurate estimate of $6 - 7$ Å was made using the non-local correction predicted by the model in reference [175]. This value is more in accord with expectations.

6.5.6 A Return to the Single Molecule Pumping Cross-Section

In this section, we performed measurements that proved that the non-radiative enhancement factor was significantly larger than the radiative enhancement factor. The pumping cross-section measured in section 6.4 must therefore be the same as the non-radiative cross-section defined in equation 6.11. This is not surprising considering the anomalous relationship between the pumping and SERS cross-sections observed in section 6.4.3. There will be a slight modification to $M_{\text{NR}}$ since we performed the measurements on a dry sample in the pumping experiment, but it will not be significant, and non-radiative effects will still dominate the total enhancement factor.

In order to use vibrational pumping for the measurement of the radiative SERS cross-section, a local enhancement of the order of $\sim 10^6$ is required. This corresponds to a SERS enhancement factor of $\sim 10^{12}$ which, to the best of my knowledge, has never been observed.
6.6 Conclusion

Using the BiASERS technique, we have shown that, for resonant molecules with sufficiently large cross-sections, it is possible to observe the effects of vibrational pumping at the single molecule level. We have also shown that there is a discrepancy between the pumping and SERS cross-sections that cannot be explained purely from the asymmetry factor or the vibrational lifetime.

We performed a statistical analysis on many single molecule pumping events and plotted the pumping cross-section as a function of the radiative SERS cross-section. It was found that the cross-sections were approximately inversely proportional to each other. We hypothesised that there were two main effects that were causing this:

- The pumping cross-section being dominated by the non-radiative enhancement factor. As a result, the pumping cross-section would be relatively constant and independent of the radiative enhancement factor at the Stokes scattering wavelength. This, however, does not explain the negative slope.

- The restriction on the asymmetry factor. At small SERS cross-sections, we need a large asymmetry factor that favours anti-Stokes scattering in order to observe the peak above the noise. The resulting pumping cross-section will therefore be overestimated when assuming $A = 1$. For large SERS cross-sections, a plasmon resonance that favours Stokes scattering (small asymmetry factor) is required to reach such large intensities. The pumping cross-section will therefore be underestimated for these events. There may also have been a slight contribution due to photo-bleaching.

The overall effect is to create an inverse relationship between the pumping and SERS cross-section.

To confirm that the non-radiative enhancement factor was larger than the radiative enhancement factor, we performed single molecules observations and measured both SERS and SEF simultaneously. By comparing their relative intensities, we were able to estimate the total enhancement factor and the radiative enhancement factor. We found that the total enhancement factor was approximately constant for all events and was always more than an order of magnitude larger than the radiative enhancement factor. Therefore, the non-radiative enhancement factor must be the dominant term in the total enhancement factor.
For the last 10 years, the problem of large SERS cross-sections being predicted with vibrational pumping has puzzled many researchers. Observations of single molecule vibrational pumping shed some light on the problem by proving that the SERS and pumping cross-section are, in fact, not the same. But it was not until measurements of the non-radiative enhancement factor were performed, that the discrepancy could be explained by the non-radiative Stokes cross-section being significantly larger than the radiative Stokes cross-section for many SERS events. As a result, the pumping cross-section, which depends on the total enhancement factor (radiative + non-radiative), will typically be much larger than the SERS cross-section, which is only dependent on the radiative enhancement factor. Both can differ by factors of $10^2$ or $10^3$ under typical SERS conditions. There may also be an additional contribution due to fluorescence pumping.
Chapter 7

Conclusions

This chapter will summarise the main results of chapters 4-6. Furthermore, possibilities for future research that could strengthen our understanding of the effects described in this thesis will be discussed.

Chapter 4: Vibrational Pumping

In chapter 4 I investigated two aspects of vibrational pumping: the accurate estimate of vibrational lifetimes, and an application of vibrational pumping using two lasers for observing the dispersion in the plasmon resonance distribution.

By measuring the temperature dependence of the peak width or peak positions, it was possible to estimate the average frequency of the vibrational modes that the observed state was coupled to. If the average frequency was less than the frequency of the mode under question, we assumed that the relaxation lifetime was shorter than the dephasing lifetime and the main contribution to the peak width. The peak width could then be used to estimate the pumping cross-section. It was observed that the high energy modes were typically coupled to modes of less energy. Furthermore, the low energy modes were often coupled to vibrations of larger frequency which meant that their peak widths were dominated by dephasing. Medium frequency vibrations could be either dephasing or population relaxation dominated depending on the case. However, due to the complicated interaction between vibrational modes, it is not possible to assume that all high energy states are coupled to vibrations of less energy.

Two-laser pumping was a novel technique that was developed for the mea-
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Measurement of the dispersion of the plasmon resonance distribution. Localised surface plasmons will create large electric fields in the region between the metallic nano-particles called hot-spots (as discussed in chapter 3). As the excitation frequency is varied, the location of the largest hot-spots will change. As a consequence, the molecules that are observed at one wavelength may be different to molecules observed at another wavelength. Two-laser pumping allows us to observe the ability of one laser to couple to molecules that have been excited through vibrational pumping by a second laser of a different frequency. In essence, the results provide information on how the distribution of hot-spots overlap between the two excitation wavelengths. There were several complexities and limitations associated with this technique however:

- a cryostat is required to reach vibrational pumping temperatures along with a beam splitter to combine the two laser beams;
- to obtain a detailed map of the dispersion in the plasmon resonance distribution, a large number of pumping frequencies are needed;
- the pumping laser must have a lower frequency than the probe laser to ensure that the signal is not drowned out by fluorescence. This means that only half the resonance can be mapped.

Nevertheless, two-laser pumping does have the advantage that the response of the system does not have to be calibrated, as the scattering wavelength remains constant and only the population excitation wavelength varies. Furthermore, it is the only technique, that we know of, where the population created by one laser can be observed by a second one using a mechanism that does not involve the thermal population. Until further developments are done though, it will remain a “curiosity” within the broader umbrella of SERS.

Chapter 5: Wavelet Transforms and Background Removal

In chapter 5 I introduced the concept of wavelet transforms and how they can be effectively utilised for background removal. The advantage of wavelet transforms over techniques such as Fourier transforms, is the fact that they are well suited for low frequency signal features. I proposed an algorithm that iteratively performs discrete wavelet transforms. After each iteration, the original
signal was modified depending on the approximation spectrum obtained with the discrete wavelet transform. The iterative algorithm can be used to separate the background from signals in which there is an overlap in the frequency range of the signal peaks and the background contributions. This algorithm had the advantage that it could be applied to many signal events without modifying the parameters of the background fit.

Using the iterative algorithm, an application (the COBRA) was built for the complete de-noising and background removal of large numbers of spectra. While the de-noising could have been carried out using wavelet transforms, we chose to use Fourier transforms with a low pass filter as it is much more flexible and quicker than discrete wavelet transforms for this specific purpose. Furthermore, unlike the signal background, noise is better represented by a basis of trigonometric functions, rather than a wavelet.

To analyse the effectiveness of the application, several SERS examples were investigated: a simulated spectrum; a series of SERS spectra in which the background varied in intensity but not frequency; and a series of single molecule SERS events in which the background varied in both frequency and overall intensity. In each case, the iterative algorithm performed significantly better than the basic discrete wavelet transform fits that are often used in the literature. In addition, the most effective choice of decomposition level depended on the distribution in the signal peak sizes and their proximity to each other. The effect of defining background regions was also investigated and found to be very beneficial in obtaining accurate background fits, especially when the background frequency was relatively large.

This algorithm turned out to be crucial for the analysis of non-radiative effects on single molecules.

**Chapter 6: Vibrational Pumping of Single Molecules and Non-Radiative Processes**

Finally, chapter 6 looked at the results of single molecule vibrational pumping measurements and the interpretation of the pumping cross-section. Using the BiASERS technique, vibrational pumping of single resonant molecules were observed. In addition, both the pumping and SERS cross-section were estimated for each pumping event, and it was found that the pumping cross-section was typically much larger than the SERS cross-section. Furthermore, the discrep-
ancy was so large, for some cases, that it could not be justified purely by the
dispersion in the plasmon resonance and the vibrational lifetime. It was also
observed that the pumping cross-section decreased as the SERS cross-section
increased. A hypothesis was proposed that this effect was due to a combination
of non-radiative Stokes processes dominating the population excitation, along
with the plasmon resonance favouring anti-Stokes or Stokes scattering to different
degrees.

By measuring the contribution to the overall signal from fluorescence and
Raman scattering, for single molecule events, it was possible to estimate the total
and radiative enhancement factors. While the radiative enhancement factor
fluctuated due to the local environment of the molecules observed, the total
enhancement factor remained approximately constant. Furthermore, the total
enhancement factor was always more than an order of magnitude larger than
the radiative enhancement factor. The non-radiative enhancement factor must
therefore be larger than the radiative enhancement factor and vary only slightly
between molecules. This is not surprising as the non-radiative enhancement
factor is dependent on the distance between the molecule and the metal surface,
and not on the local field strength. For molecules adsorbed onto the surface of
metallic nano-particles, the molecule to metal spacing should vary very little.

Finally we are able to make some conclusions about the interpretation of the
pumping cross-section. The original reports of vibrational pumping always as-
sumed that the pumping cross-section was the same as the SERS cross-section.
However, the measurements performed in this chapter showed that this is not
the case. While the SERS cross-section is only effected by the radiative enhance-
ment factor, the pumping cross-section is determined by the total enhancement
factor which we can confidently state is dominated by non-radiative processes for
molecules directly adsorbed onto a metal surface. Consequently, the pumping
cross-section will always be larger than the SERS cross-section unless extremely
favourable circumstances are present; i.e. the local field is extremely large (close
to the theoretical limit), and the surface plasmon resonance favours Stokes scat-
tering.

Possibilities for Future Research

While most of the original motivations for this thesis have been addressed, there
are several avenues that could be investigated in the future that will add to our
understanding of the physics involved in this research. These include:

- Obtaining detailed information on the coupling between vibrational modes for common SERS analytes. This will require high resolution temperature dependent measurements of each of the main vibrational modes in order to detect small changes in the peak width and position. Consequently, the measurements can require a significant time commitment.

- Obtain detailed mappings of the dispersion in the plasmon resonance distribution using two-laser pumping. This will require a large number of pumping laser lines. A tunable laser is therefore very appealing for these kinds of experiments. The accuracy of the technique could also be assessed using substrates that have electromagnetic properties that are well understood, Klarite [176] for example.

- There are several modifications that could be made to the COBRA application that would make it more effective. For example: an option to restrict the region in which the background fit is made, an option to use wavelet transforms for the de-noising instead of Fourier transforms, and a more effective mechanism for searching through spectra. Furthermore, for our purposes it may be convenient to have a peak fitter for the vibrational modes once the background has been removed.

- Ideally we would like to be able to measure the pumping and SERS cross-section at the same time that we measure the total and radiative enhancement factors. This will allow us to determine how accurately we can measure the pumping cross-section from the total enhancement factor and how much of a role the asymmetry factor plays. However, there are several difficulties associated with this kind of experiment. Firstly, a dry sample needs to be used for the pumping measurements. This is a problem because bare Raman scattering and fluorescence is measured at room temperature with a liquid sample. The inter-molecule interactions will, therefore, be different for the dry and liquid samples. Furthermore, the quantum yield is modified by temperature. This could be resolved if the bare measurements were made with dry samples and low temperatures, but large numbers of scattering molecules are required to observe the Raman signal and this is not possible with a dry sample.

- It would be interesting to measure the contribution to the anti-Stokes intensity from fluorescence pumping. A possible way of doing this would be
with two-laser pumping in which one laser is tuned to the resonance of the molecule and the other is set at a wavelength where the molecule is not resonant. Two-laser pumping is then performed in two ways: using the resonant excitation as the pump, and using the non-resonant excitation as the pump. If there is no fluorescence pumping, the pump power dependence of the anti-Stokes intensity (relative to the probe) will be the same for both cases. However, if there is fluorescence pumping, using the resonant excitation as a pump will result in a larger slope in the anti-Stokes dependence to the pump power. There is one problem associated with this experiment: in one of the two cases, the probe excitation is going to be at a shorter frequency than the pump. Fluorescence due to the pump may therefore drown out the anti-Stokes signal of the probe. Nevertheless, this effect may be minimised by having a resonant excitation at a lower frequency than the non-resonant excitation. The amount of fluorescence at the non-resonant excitation will therefore be relatively small.
Appendix A

Cross-Sections

The term cross-section is often used in nuclear and particle physics and is related to the probability that two particles will interact. Classically we can express the cross-section as a hypothetical area in which 100% of the incident particles interact with the target particle (see figure A.1). However, for most cases, this area is much smaller than the area of the actual particle.

For scattering phenomena (like Raman and fluorescence) we often discuss the differential cross-section which corresponds to the probability of observing a scattered particle within a certain solid angle. In terms of the incident power density, $S_{\text{inc}}$ (in units W/m$^2$) and the differential scattered power, $dP_{\text{scat}}(\Omega)/d\Omega$ (in units W/srad), the differential cross-section is given by:

$$\frac{d\sigma_{\text{scat}}(\Omega)}{d\Omega} = \left[ \frac{dP_{\text{scat}}(\Omega)}{d\Omega} \right] / S_{\text{inc}}.$$  \hfill (A.1)

which is in units of [m$^2$/srad]. The quoted values for the differential cross-section will often be orientationally averaged. The overall scattering cross-section, for all scattering angles, will be given by:

$$\sigma_{\text{scat}} = \int d\sigma_{\text{scat}}(\Omega)/d\Omega.$$  \hfill (A.2)

In the case of Raman scattering, it can be shown that the total Raman cross-section is related to the orientationally averaged differential cross-section via [177]:

$$\sigma_{\text{scat}} = \frac{8\pi}{3} \frac{1 + 2\rho}{1 + \rho} \frac{d\sigma_{\text{scat}}}{d\Omega},$$  \hfill (A.3)

where $\rho$ is the depolarization ratio. This also holds under SERS conditions.
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Figure A.1: A schematic of the classical interpretation of the cross-section. Included is the incident power density, $S_{\text{Inc}}$, and the differential scattered power, $dP_{\text{Sca}}/d\Omega$, which is only valid for scattering interactions.

Other processes, such as absorption, do not result in a scattered particle and hence we cannot define a differential cross-section. In these cases we are only concerned with the total cross-section, which is the ratio of the energy per unit time absorbed from the incident beam, $P_{\text{Abs}}$, and the incident power density:

$$\sigma = \frac{P_{\text{Abs}}}{S_{\text{Inc}}}. \quad (A.4)$$
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Measuring the Scattering Volume of an Objective

In many experiments, it is important to know the volume of the laser beam that we are collecting the scattered light from (see figure B.1). If we consider a single scattering particle at the focus of the laser, the intensity of scattered light will vary with a Gaussian distribution (see figure B.2) as the particle is moved in the plane perpendicular to the incident light, and with a Lorentzian in the direction parallel to the incident light. For a laser that is focused along the z-direction, the scattering region is equivalent to a cylinder with a constant intensity at all positions. The cylinder will have an effective width, \( w_{\text{Eff}} \), which will correspond to the full width at half maximum (FWHM) of the Gaussian within the x-y plane. Furthermore, the cylinder will have an effective height, \( h_{\text{Eff}} \), which will correspond to the width of the rectangle in figure B.3. The scattering volume will therefore be given by:

\[
V_{\text{Sca}} = \pi \left( \frac{w_{\text{Eff}}}{2} \right)^2 \times h_{\text{Eff}} \tag{B.1}
\]

To determine the effective width of the beam, the laser is focused onto a sample with a stable Raman signal, often silicon. The pin-hole width (aperture size) is then reduced and the change in the intensity of a Raman peak is monitored. For a square pin-hole aperture of side length \( 2L \), the total scattered intensity is given by [161]:

\[...

\]
Figure B.1: A close-up of the scattering volume of the objective.

\[ I(L) = \frac{I_{\text{Max}}}{4} \left[ \text{erf} \left( \frac{\sqrt{2}}{W_0} (x_c + L) \right) - \text{erf} \left( \frac{\sqrt{2}}{W_0} (x_c - L) \right) \right] \]
\[ \times \left[ \text{erf} \left( \frac{\sqrt{2}}{W_0} (y_c + L) \right) - \text{erf} \left( \frac{\sqrt{2}}{W_0} (y_c - L) \right) \right], \quad (B.2) \]

where, \( I_{\text{Max}} \) is the intensity at the centre of the beam, \((x_c, y_c)\) are the coordinates of the centre of the beam, \(W_0\) is the FWHM of the Gaussian beam, and \(\text{erf}(x)\) is the error function defined by:

\[ \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt. \quad (B.3) \]

By fitting the function in equation B.2 to the variation in the Raman intensity with aperture size, we can estimate the FWHM of the Gaussian, \(W_0\). The effective width of the beam, however, is magnified by the factor, \(X\), which depends on the objective and collecting optics, so that \(w_{\text{Eff}} = W_0/X\). It is also possible to estimate the effective width by scanning the laser spot over the edge of a finely cut substrate (edge profiling). However, this is only accurate for objectives with small magnifications.

The effective height can be measured in a very similar way. The objective is moved closer to and further away from the sample and the Raman intensity is monitored. The variation in the Raman intensity will follow a response function
Figure B.2: A plot of the variation in the intensity with position for one dimension perpendicular to the incident light. The intensity follows a Gaussian function with a maximum intensity, $I_{\text{Max}}$, at the centre of the beam, $x_c$. The effective width is then related to the width of the rectangle which has the same area as the Gaussian and height, $I_{\text{Max}}$. This is the same as the FWHM of the Gaussian.

Figure B.3: A plot of the variation in the intensity with position for the dimension parallel to the incident light. The intensity follows a Lorentzian function with a maximum intensity, $I_{\text{Max}}$, at the centre of the beam, $z_c$. The effective height is then given by the width of the rectangle which has the same area as the Lorentzian and height, $I_{\text{Max}}$. 
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(that is very close to a Lorentzian) such that [161]:

\[ h_{\text{Eff}} = \frac{1}{I_{\text{Max}}} \int_{-\infty}^{\infty} I(z)dz, \]  

(B.4)

where \( I_{\text{Max}} \) is the intensity at the centre of the Lorentzian. The integral (the area under the Lorentzian) can be calculated by taking the sum of the intensities as a function of \( z \).
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Measuring the SERS cross-section via a reference

The cross-section is one of the most important properties of a molecule for SERS and yet one of the most difficult to measure. This is because the local field enhancement factor varies significantly between molecules. It is therefore very difficult to predict how many molecules actually contribute to the SERS signal. However, if the number of molecules is known, as is the case in single molecule SERS, the SERS cross-section can be estimated by comparing the SERS intensity with the Raman intensity of a molecule that has a known cross-section.

The average differential Stokes cross-section is related to the scattered intensity, $I_S$, and the incident power density, $P_{\text{Inc}}$ by (see section 2.3.3):

$$I_S = N \frac{d\sigma_S}{d\Omega} P_{\text{Inc}}.$$  \hspace{1cm} (C.1)

This is true in both surface-enhanced and normal Raman scattering. However, in the case of SERS the cross-section is an average over many local field enhancements, while in Raman scattering the cross-section is only averaged over the different orientations of the molecule (with respect to the incident light). If the experimental set-up is not changed between measurements, the ratio of the SERS intensity of one molecule and the Raman intensity of another molecule will be given by:
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\[
\frac{I_{\text{SERS}}}{I_{\text{Raman}}} = \frac{N_{\text{SERS}} d\sigma_{\text{SERS}}/d\Omega}{N_{\text{Raman}} d\sigma_{\text{Raman}}/d\Omega}. \quad (C.2)
\]

If the scattering volume, \(V_{\text{Sc}}\), of the objective is known along with the molecular density, \(n\), of the reference molecule (the molecule that we measure the normal Raman intensity of), we can rewrite this equation as:

\[
\frac{I_{\text{SERS}}}{I_{\text{Raman}}} = \frac{N_{\text{SERS}} d\sigma_{\text{SERS}}/d\Omega}{n V_{\text{Sc}} d\sigma_{\text{Raman}}/d\Omega}. \quad (C.3)
\]

If the Raman cross-section of one of the modes of the reference molecule is known, then we can estimate the SERS cross-section using this equation as long as we know the number of molecules contributing to the SERS signal. However, this is often not the case (which is why vibrational pumping was originally so attractive). Nevertheless, SERS cross-sections can be estimated under single molecule conditions (\(N_{\text{SERS}} = 1\)) using this technique.

The choice of reference molecule will depend on the type of measurement that is performed. If dry samples are measured in air, the reference molecule will need to be a gas. In our experiments we take a Raman spectrum of air and measure the intensity of the 2330 cm\(^{-1}\) mode of nitrogen, which has a known cross-section of \(16.4 \times 10^{-32} \text{ cm}^2/\text{sr}\) at 633 nm [177]. The number density of nitrogen in air can be easily estimated from the pressure and the fact that 78% (by volume) of air is made up of nitrogen. For an excitation wavelength, \(\lambda\), other than 633 nm, the cross-section will be modified by a factor of \((633 \times 10^{-9} \text{m})^4/\lambda^4\).

For a liquid sample and an immersion objective, we typically use 2B2MP (2-bromo-2-methylpropane) as our reference molecule. At 633 nm, the 516 cm\(^{-1}\) mode has a cross-section of \(5.54 \times 10^{-30} \text{ cm}^2/\text{sr}\) [9,177]. The cross-section can be modified for other excitation wavelengths in the same way as nitrogen. Typically we will use a concentration of 8.76 M which can easily be converted to a number density.
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Published Papers

Below are the headers of the papers that have been published over the course of my PhD research.

Polarization-dependent effects in surface-enhanced Raman scattering (SERS)

P. G. Etchegoin, C. Galloway and E. C. Le Ru

Received 13th March 2006, Accepted 27th April 2006
First published as an Advance Article on the web 10th May 2006
DOI: 10.1039/b603726a

A few key examples of polarization effects in surface-enhanced Raman scattering (SERS) are highlighted and discussed. It is argued that the polarization of the local field, which is felt by an analyte molecule in a location of high electromagnetic field enhancement (hot-spot), can be very different from that of the incident exciting beam. The polarization dependence of the SERS signal is, therefore, mostly dictated by the coupling of the laser to the plasmons rather than by the symmetry of the Raman tensor of the analyte. This sets serious restrictions for the interpretation of both single-molecule SERS polarization studies and for the use of circularly polarized light in techniques like surface-enhanced Raman optical activity.

Figure D.1: Physical Chemistry Chemical Physics, 8, 2624 (2006). Contribution: I performed the FemLab simulations and some of the GMT simulations for this paper.
On the connection between optical absorption/extinction and SERS enhancements

E. C. Le Ru, C. Galloway and P. G. Etchegoin

Received 12th April 2006, Accepted 30th May 2006
First published as an Advance Article on the web 8th June 2006
DOI: 10.1039/b605292d

Several aspects of the connection between the absorption/extinction spectra and the enhancement in surface enhanced Raman scattering (SERS) are analyzed and discussed. It is shown that in many standard situations the spatial distribution of the resonance plays a role for the difference between extinction/absorption and SERS enhancement and that the connection between both can be very indirect and, in many cases, misleading. This clarifies several misconceptions often found in the literature.

Figure D.2: Physical Chemistry Chemical Physics, 8, 3083 (2006). Contribution: I performed the FemLab simulations and some of the GMT simulations for this paper.

Vibrational pumping in surface enhanced Raman scattering (SERS)


Received 7th February 2008
First published as an Advance Article on the web 13th March 2008
DOI: 10.1039/b707870f

In this tutorial review, the underlying principles of vibrational pumping in surface enhanced Raman scattering (SERS) are summarized and explained within the framework of their historical development. Some state-of-the-art results in the field are also presented, with the aim of giving an overview on what has been established at this stage, as well as hinting at areas where future developments might take place.

Figure D.3: Chemical Society Reviews, 37, 965 (2008). Contribution: I performed the two laser pumping experiments and analysis that was used in this paper.
Single-molecule vibrational pumping in SERS

C. M. Galloway, E. C. Le Ru* and P. G. Etchegoin*

Received 6th March 2009, Accepted 28th May 2009
First published as an Advance Article on the web 29th June 2009
DOI: 10.1039/b904638k

Single-molecule vibrational pumping in surface-enhanced Raman scattering (SERS) is demonstrated rigorously using the bi-analyte SERS method at low temperatures. These experiments reveal a systematic difference between the radiative SERS cross section estimated from the Stokes intensity and that obtained by pumping itself (from the anti-Stokes-to-Stokes ratio), the latter being always larger. This difference can only be reliably demonstrated in the single-molecule SERS regime, for it is otherwise affected by complications of the averaging (over the enhancement distribution) of the signals of several molecules. The findings in this paper highlight the limitations of the pumping cross-section, which cannot (in general) be taken as a reliable measure of the SERS cross-section itself. We provide a discussion of the main possible explanations for the systematic difference of the two estimates.

Figure D.4: Physical Chemistry Chemical Physics, 11 7372 (2009). Contribution: I Performed all of the experiments along with the analysis and wrote the first draft.

Ultrafast Nonradiative Decay Rates on Metallic Surfaces by Comparing Surface-Enhanced Raman and Fluorescence Signals of Single Molecules

C. M. Galloway, P. G. Etchegoin,* and E. C. Le Ru†
The MacDiarmid Institute for Advanced Materials and Nanotechnology, School of Chemical and Physical Sciences, Victoria University of Wellington, PO Box 600, Wellington, New Zealand
(Received 30 June 2009; published 5 August 2009)

By the simultaneous observation of surface-enhanced Raman scattering and surface-enhanced fluorescence signals from a single molecule, we can measure and quantify the modification of the total decay rate of emitters in very close proximity to metals, even down to adsorbed molecules. This modified decay rate is shown to be largely dominated by its nonradiative component, which would be extremely difficult to estimate with conventional approaches. The method provides an indirect measurement of ultrafast (c~25 fs) mechanisms, which would be impossible to gain with time-resolved spectroscopy of a single molecule.

Figure D.5: Physical Review Letters, 103, 063003 (2009). Contribution: I Performed all of the experiments along with most of the analysis.
An Iterative Algorithm for Background Removal in Spectroscopy by Wavelet Transforms

C. M. GALLOWAY,* E. C. LE RU, and P. G. ETCEGOIN
The MacDiarmid Institute for Advanced Materials and Nanotechnology, School of Chemical and Physical Sciences, Victoria University of Wellington, P.O. Box 600 Wellington, New Zealand

Wavelet transforms are an extremely powerful tool when it comes to processing signals that have very “low frequency” components or non-periodic events. Our particular interest here is in the ability of wavelet transforms to remove backgrounds of spectroscopic signals. We will discuss the use of surface-enhanced Raman spectroscopy (SERS) for illustration, but the situation it depicts is widespread throughout myriad different types of spectroscopies (IR, NMR, etc.). We outline a purpose-built algorithm that we have developed to perform an iterative wavelet reconstruction. In this algorithm, the effect of the signal peaks above the background is reduced after each iteration until the fit converges close to the real background. Experimental examples of two different SERS applications are given: one involving broad backgrounds that do not vary much among spectra, and another that involves single molecule SERS (INS-SERS) measurements with narrower (and varying) backgrounds. In both cases, we will show that wavelet transforms can be used to fit the background with a great deal of accuracy, thus providing the framework for automatic background removal of large sets of data (typically obtained in time-series or spatial mappings). A MATLAB®-based application that utilizes the iterative algorithm developed here is freely available to download from http://www.victoria.ac.nz/raman/pubs/code/vbra.aspx. Index Headings: Wavelet transform; Background subtraction; Raman spectroscopy; Data processing; Surface-enhanced Raman spectroscopy; SERS.

Figure D.6: Applied Spectroscopy, 63, (2009). Contribution: I Performed all of the coding for the application and the analysis of its effectiveness. I also wrote the paper and made modifications based on the referees comments.
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