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Abstract

The antibonding VHS of the high temperature superconductor Bi-2212 appears in the extreme overdoped regime, a part of the cuprate phase diagram little studied to date. Observation of this VHS motivated taking a fresh look at the cuprates using fundamentals of electronics as the foundation for understanding the physics involved in the superconductivity of these materials. In the study of the high temperature superconductors it appears important questions have been overlooked, notably the possible contribution of the gapped state and whether these materials are better considered as doped semiconductors rather than as ‘poor’ metals. We also find the question of the contribution of oxygen, a substance with a strong magnetic signature, to data of the oxygen-doped cuprates has been neglected. Comparison with non-oxygen doping is supportive of the view the oxygen dopant contributes noticeably to magnetic data.

Through magnetic susceptibility measurements the antibonding VHS location, predicted by use of Fermi liquid theory, is well confirmed in polycrystals of the lead-doped cuprate Bi-2212. It was found that the peak in the DOS at the VHS produces no corresponding local peak in the critical temperature versus doping. Instead, the VHS appears associated with the disappearance of the superconductivity, rather than with the maximum critical temperature.
We find the metal-insulator transition plays an important role. There are two of these in the cuprates, a horizontal doping dependent one and a vertical temperature dependent one. They affect each other. Noting the consequences of doping an insulator until a metallic state is reached enables a connection to be made between doping and pressure.

Three requirements are identified for superconductivity to occur:

1. screening
2. pairing
3. charge mobility

Each requirement may be separately satisfied in a manner whereby each can vary differently as a function of the same variable.

The superconductivity of the cuprates is found to arise out of an underlying non-metallic state. As such, BCS theory, being formulated to explain superconductivity arising from metallic conduction, cannot be directly applicable. However, although HTS materials are a rich repository of both novel and familiar solid state physics, evidence does not appear to support the notion that superconductivity in the cuprates is caused by “exotic” physics.

We also find cause for optimism regarding the development of new or improved superconducting materials.
Acknowledgements

Many thanks to my supervisor Dr. Jeff Tallon for the interesting discussions and being willing to accept an unconventional student. Again, special thanks to Dr. Grant Williams of Industrial Research Limited for the open door.

Thanks are due also to Prof. Malcolm McMahon, University of Edinburgh, for taking the time to send information on bulk oxygen characteristics to a stranger on the other side of the world.

To Dr. James Storey, Cavendish Laboratory, many thanks for provision of information and continuing discussion after leaving for the other side of the world.

I am indebted to the HTS Platform of Industrial Research Ltd., Wellington, for having me. It has been a really great experience.

And the support of the Science Faculty office is greatly appreciated.

Also, I am very thankful and privileged for all the help and permissions so cheerfully given by both publishers and authors. Specially acknowledgement to Professor John Cooper for even sending me the raw data behind a paper, that I may create my own graph. It has been a pleasure to have the need to request copyright permissions. Any error resulting from the display of other people’s work is all mine.
In accordance with the reproduction agreement with the American Physical Society (APS) with regard to the figures reproduced from publications of theirs (Phys. Rev. B and Phys. Rev. Lett.), the following statement is proclaimed: “Readers may view, browse, and/or download material for temporary copying purposes only, provided these uses are for non-commercial personal purposes. Except as provided by law, this material may not be further reproduced, distributed, transmitted, modified, adapted, performed, displayed, published, or sold in whole or part, without prior written permission from the American Physical Society.”
5. The Bi-2212 material .......................................................... 37
  5.1 The samples used in this experiment ......................... 37
  5.2 The layers ................................................................. 38
  5.3 CuO$_2$-CuO ............................................................... 40
  5.4 Oxygen ................................................................. 41

6. Experiment ........................................................................ 51
  6.1 Data acquisition .......................................................... 51
  6.2 Doping method ......................................................... 52
  6.3 Equipment – SQUID .................................................. 53
  6.4 Mounting of the samples ............................................. 54
  6.5 Main Polycrystal ....................................................... 58
  6.6 Single Crystal ............................................................ 71
  6.7 Control Polycrystal .................................................... 78

7. Research of Others .......................................................... 84
  7.1 Normal State Resistivity under the Superconducting Dome ............................................ 84
  7.2 Cuprate Bond-length Data ............................................. 89
  7.3 Superconductivity as a function of normal state resistivity ................................................. 92
  7.4 Doping compared to Pressure ......................................... 98
    7.4.1 Magnetic Breakdown as a function of Pressure ......................................................... 98
    7.4.2 Conductivity as a function of Magnetic Breakdown .................................................. 99
    7.4.3 Conductivity as a function of Pressure ................................................................. 101
    7.4.4 Conductivity as a function of Doping ............................................................. 101
    7.4.5 Magnetic Breakdown as a function of Doping ..................................................... 101
    7.4.6 Equivalence of Doping and Pressure .............................................................. 102
7.5 Degenerate semiconductors (II) ........................................ 103
7.6 Optically Transparent Semiconductors .......................... 106
8. General Discussion ......................................................... 110
9. Conclusions ................................................................. 124

References ......................................................................... 129

List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Excerpt from the preliminary view of the VHS in lead-doped Bi-2212</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>The same view of the VHS with the ‘anomaly’ included</td>
<td>4</td>
</tr>
</tbody>
</table>
| 3      | A. The perovskite tetrahedra
<pre><code>   | B. The unit cell of Bi-2212 | 13   |
</code></pre>
<p>| 4      | Generic phase diagram for hole-doped cuprates | 14   |
| 5      | The Bi-2212 dispersion | 19   |
| 6      | Density of states depicted in 1D | 20   |</p>
<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Theoretical prediction of the VHS in Bi-2212</td>
<td>24</td>
</tr>
<tr>
<td>8</td>
<td>Theoretical prediction of the magnetic susceptibility as a function of temperature</td>
<td>25</td>
</tr>
<tr>
<td>9</td>
<td>Schematic of magnetic susceptibility of cupric oxide, CuO</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>Phase diagram for the O_2/graphite system</td>
<td>43</td>
</tr>
<tr>
<td>11</td>
<td>Susceptibility of cooled oxygen in constant volume</td>
<td>46</td>
</tr>
<tr>
<td>12</td>
<td>Specific heat of physisorbed oxygen</td>
<td>47</td>
</tr>
<tr>
<td>13</td>
<td>Single crystal in Teflon®, gelatine and straw</td>
<td>55</td>
</tr>
<tr>
<td>14</td>
<td>Teflon® magnetic susceptibility</td>
<td>56</td>
</tr>
<tr>
<td>15</td>
<td>Plastic straw bulk magnetic susceptibility</td>
<td>57</td>
</tr>
<tr>
<td>16</td>
<td>(Bi,Pb)-2212 polycrystal examples of magnetic susceptibility versus temperature</td>
<td>60</td>
</tr>
<tr>
<td>17</td>
<td>(Bi,Pb)-2212 polycrystal magnetic susceptibility versus T_c</td>
<td>61</td>
</tr>
<tr>
<td>18</td>
<td>(Bi,Pb)-2212 polycrystal VHS at low temperature isotherms</td>
<td>62</td>
</tr>
<tr>
<td>19</td>
<td>Theoretical isotherms in the range 90K-115K</td>
<td>63</td>
</tr>
<tr>
<td>20</td>
<td>Theoretical isotherms in the range 150K-310K</td>
<td>64</td>
</tr>
<tr>
<td>21</td>
<td>Effects of reannealing and of measuring ZFC or FC</td>
<td>65</td>
</tr>
<tr>
<td>22</td>
<td>Our polycrystal data for isotherms 200K and 300K</td>
<td>67</td>
</tr>
<tr>
<td>23</td>
<td>Triscone et al. polycrystal data for isotherms 200K and 300K</td>
<td>68</td>
</tr>
<tr>
<td>24</td>
<td>The VHS in the magnetic susceptibility of the single layer cuprate LSCO</td>
<td>69</td>
</tr>
<tr>
<td>25</td>
<td>Single crystal raw data of normal state susceptibilities</td>
<td>73</td>
</tr>
<tr>
<td>26</td>
<td>Progression of single crystal anneals at low temperature</td>
<td>74</td>
</tr>
<tr>
<td>Figure</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Single crystal susceptibility as a function of anneal conditions</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>(Bi,Pb)-2212 Control polycrystal raw data</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Control polycrystal susceptibility as a function of anneal conditions</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Companion polycrystal VHS and anomaly</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>VHS locations</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Resistivity data of Boebinger et al. for the ab plane of LSCO</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Enlargement of the Boebinger ab data for higher doping</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Resistivity data of Boebinger et al. for the c-axis direction of LSCO</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Doping dependent MIT of Ca_{1-x}Li_{x}Pd_{3}O_{4}</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Relation of $T_c$ to Cu-O bond length for various cuprates</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>$T_c$ vs bond length for six cuprate families</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>Cuprates phase diagram adapted from S. Uchida</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>Examples of $T_c$ versus pressure curves for elements</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>Superconductivity vs room temperature conductivity for the elements under both ambient and applied pressure</td>
<td></td>
</tr>
</tbody>
</table>
## Abbreviations used

<table>
<thead>
<tr>
<th>Abbreviation</th>
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<td>2-dimension(al)</td>
</tr>
<tr>
<td>ac</td>
<td>alternate current</td>
</tr>
<tr>
<td>ARPES</td>
<td>Angle-Resolved Photo Emission Spectrography</td>
</tr>
<tr>
<td>Bi-2212</td>
<td>BSCCO with n=2 (Bi$_2$Sr$_2$CaCu$<em>2$O$</em>{8+δ}$)</td>
</tr>
<tr>
<td>(Bi,Pb)-2212</td>
<td>Bi-2212 with some of the Bi$^{3+}$ replaced with Pb$^{2+}$</td>
</tr>
<tr>
<td>BSCCO</td>
<td>Bismuth-Strontium-Calcium-Copper-Oxide cuprate</td>
</tr>
<tr>
<td>CPL-1</td>
<td>Coordination Polymer (that forms 1D nanospace)</td>
</tr>
<tr>
<td>dc</td>
<td>direct current</td>
</tr>
<tr>
<td>DOS</td>
<td>Density of States</td>
</tr>
<tr>
<td>FC</td>
<td>Field Cooled</td>
</tr>
<tr>
<td>HIP</td>
<td>Hot Isostatic Pressing</td>
</tr>
<tr>
<td>HTS</td>
<td>High Temperature Superconductor/Superconductivity</td>
</tr>
<tr>
<td>LSCO</td>
<td>the cuprate La$_{2-x}$Sr$_x$CuO$_4$</td>
</tr>
<tr>
<td>MIT</td>
<td>Metal-Insulator Transition</td>
</tr>
<tr>
<td>p</td>
<td>doping level of the Bi-2212 in holes per copper atom</td>
</tr>
<tr>
<td>QCP</td>
<td>Quantum Critical Point</td>
</tr>
<tr>
<td>SQUID</td>
<td>Superconducting QUantum Interference Device</td>
</tr>
<tr>
<td>$T_c$</td>
<td>Critical Temperature for Superconductivity</td>
</tr>
<tr>
<td>TCO</td>
<td>Transparent Conducting (or Conductive) Oxide</td>
</tr>
<tr>
<td>TOS</td>
<td>Transparent Oxide Semiconductors</td>
</tr>
<tr>
<td>VHS</td>
<td>Van Hove Singularity</td>
</tr>
<tr>
<td>YBCO</td>
<td>the cuprate YB$_2$C$_3$O$_7$</td>
</tr>
<tr>
<td>ZFC</td>
<td>Zero Field Cooled</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Magnetic susceptibility</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Electrical resistivity, unless otherwise stated.</td>
</tr>
</tbody>
</table>
1. Motivation

Superconductors are characterised by the opening of an energy gap at the critical temperature, $T_c$. Both $T_c$ and the magnitude of the energy gap are governed, in conventional theory, by the density of states (DOS) and the pairing interaction. The DOS therefore plays an important role in superconductivity and possibly a crucial role in high temperature superconductors. These are layered 2D electronic materials in which there occurs a van Hove singularity where the DOS diverges.

A Van Hove singularity is a critical point in the density of states. In 2D systems this takes the form of a peak in the DOS within a band and is associated with a change between hole and electron majority charge carrier. Theoretically, the presence of a VHS in a material results from the effect the periodic structure of a crystal has on the frequency distribution of vibrations [1]. Van Hove applied his original analysis to phonons but the effect is also valid for the frequency (and hence energy) distribution of the electrons within a material. With the discovery of the cuprates interest intensified in the physical consequences of the 2D VHS.

The presence of a VHS has been confirmed in the cuprate Bi-2212 [2], [3]. This is a two-layer cuprate, in the sense that the unit cell comprises two CuO$_2$ layers weakly coupled together across the separating Ca layer. The coupling results in a splitting of the VHS into a bonding band VHS and an antibonding band VHS. With increasing hole doping it is the antibonding VHS which the Fermi level first crosses. Originally, the primary aim of this project was to acquire susceptibility measurements through the VHS for a single
crystal of Bi-2212 and to verify reproducibility in the location of the VHS in the dc magnetic susceptibility, as a function of doping, using a polycrystal. There was also a need for a more credible concentration of data points actually on the VHS because of its very narrow range of visibility.

Control of doping levels is critically important to acquire the magnetic data in the limited region where the VHS is visible. Motivation originated in the work done by Dr James Storey for his PhD thesis and our consequent experimental work done to assess the validity of resultant theoretical predictions. Behaviour of both the calculated thermopower and dc magnetic susceptibility data had shown excellent agreement with the empirical results as hole-doping levels, or critical temperature, of lead-doped Bi-2212 passed through the location of the antibonding VHS of this bilayer HTS. However, the expected rise and fall of the magnitude of the dc susceptibility passing through the location of the VHS was nearly overpowered by a dominant, monotonic rise in the susceptibility magnitude that accompanies increasing oxygen doping of the material. The presence of the VHS was only visible close to its peak over a limited range of doping, over such a restricted range that it has been completely unnoticeable in doping progressions taken in previous experimental work eg [4].

In that first experimental study of the VHS in the magnetic susceptibility, there had also appeared an unexpected peak in the magnitude at a doping state close to the location of the VHS on the still further over-doped side. All efforts to find an experimental cause of the phenomenon failed. It remained unexplained, and was believed possibly not an experimental artefact but rather, a
characteristic arising from some feature in the sample being measured. Contamination was not found, but even if it had been due to an unrecognised contaminant, the addition would have to be paramagnetic or ferromagnetic, in which case the susceptibility curve should not have fitted as it did into the sequence of shape and peak progression with doping seen in the sample’s paramagnetic data curves. Data for these curves extends from 100K to 350K. The VHS peak was found at a $T_c$ of just above 61K, and the unexplained anomalous peak appeared at a $T_c$ a little less than 59K.

Figure 1. Excerpt from the preliminary view of the VHS in lead-doped Bi-2212. The VHS is clear, but not many data points are actually in the narrow range of 60-62K where it is visible.
It was a further hope of this project that some light could be shed on this phantom and verify the presence or absence of this jump in magnitude. It occurred at a doping state beyond the location of the VHS in the region where the sample is more metallic still. Neither the sudden jump in the susceptibility at $T_c \approx 59K$ nor the background monotonic increase with increasing doping has been predicted.

With increasing experience of empirical observation of the VHS, motivation mounted to strip the cuprates right back to the physics behind fundamental electronics as a foundation for building an understanding of what is happening in the HTS materials.
In the quest to discern the origin of the charge carrier pairing of superconductivity and ultimately design HTS, understanding of the phase diagram is important. After many years of dedication to the underdoped region of the phase diagram of the cuprates, interest is now being turned to the extreme overdoped regime. It is the goal of this work to identify characteristics of the overdoped regime important to consider when embarking on the study of this region of the phase diagram and to offer an initial look at the cuprates from the perspective of the VHS.
2. Introduction

High Temperature Superconductors have now been studied for many years from the vantage point of generous resources of time, education, experience and funding. They have inspired not only specialist scientists but the general public too. Yet, the excitement and flurry of activity has still not resulted in a fundamental understanding of the nature of how this electrical superconductivity works.

Cuprates still have the highest $T_c$s. As more and more substances, both elements and compounds, are found to be superconducting given the right conditions, the view has been raised [5] of the possibility that most ‘things’ might superconduct if we only knew the condition for that matter to become superconducting. Instead of thinking we have reached the limits of $T_c$, there are people beginning to think higher temperature superconductivity is there for the taking – again, if only we knew what to do [6].

Looking back on the 23 years since the discovery of HTS it does seem that the lack of progress is not for want of acquisition of data, or the intelligence, training and experience to interpret it. In spite of this there remains no (general) agreement on the fundamentals of understanding the phenomenon of HTS. Certainly, no one has demonstrated an understanding that stands up to the test of designing a superconductor to predetermined requirements. However, the HTS community has reached agreement on some matters: Firstly, all are agreed that the superconductors we consider operational at ‘high temperatures’
are *layered materials*. Secondly, that the materials of HTS are *highly correlated systems* with electrons of a tightly-bound nature. Thirdly, that they are d-wave superconductors with nodes at the zone diagonal and antinodes at the edge of the Brillouin zone. Fourthly, there is wide agreement that there is scant agreement (even if there is little consensus on the level of disagreement). Such agreed facts can be used as clues in the continued superconductivity quest.

To start with the fourth point; it certainly can seem significant that years of effort and resources have not resulted in a deeper understanding. In the most simple form, two main types of conclusions result: **One**: The physics involved is very strange, of a kind previously unimagined, or **Two**: We need a new look on familiar physics.

Within the layered structure of the HTS compounds it is believed that one layer acts as a charge reservoir and the CuO$_2$ cuprate layer provides a superconducting plane. This interaction is in itself a good reason to consider a macroscopic view as a starting point.

Yet a belief that it is the copper oxide layers that hold both the key to the understanding and the origin of the superconductivity has resulted in exclusive attention being paid to this layer. Tempting though it may be to seek to discover an exotic new physics, this research trend may have the effect of contributing to the reasons progress is not forthcoming. By narrowing the focus too early it could be all too easy to miss out in a situation where multiple contributions combine to form a unique convergence of known effects.
For many years, the familiar Fermi “nearly-free” electron theory has served so well for so many circumstances, as noted by Manyala et al. [7]. It is comparatively recently we are faced with important materials where electrons are highly localised, or strongly correlated.

The matter of its occurring in a highly correlated system brings its own difficulties in pinpointing effects important to the superconductivity. A phenomenon that does not have direct control of formation of electron pairs may well have significant influence over another phenomenon that does mediate pairing – and may therefore vary in sympathy with $T_c$ while not itself being a causal agent. This is all the more reason to take an integrated approach to the cuprates rather than concentrate on specific interactions within a specific plane.

In addition, theory on the Mott parent compound, that appears a fundamental characteristic of the HTS, is not well progressed. Hubbard did a fine job to kick start theoretical understanding of Mott insulators, which, though predicted to be conductors by the conventional band theory for free electrons, are insulators due to the doubling of the unit cell arising from antiferromagnetic correlation [8], [9]. However, he achieved this by assuming great simplifications for the correlated nature of the tightly-bound state. This was definitely an excellent idea, the issue being that even with great simplification the equations remain troublesome to solve analytically and difficult to interpret physically.
Magnetism, for all its mystery and relation to correlated spins at the microscopic level, is frequently viewed as a macroscopic phenomenon. Many spin arrangements require long-range order. Along with the matter of the HTS being layered materials, magnetism as a macroscopic characteristic increases the need for a holistic approach. It is not necessarily that concentration on a single layer can take into account why the whole provides such a good superconductor when the parts do not. While the traditional view of the cuprates is to focus on the 2D electron dynamics of individual CuO$_2$ layers, it is essential to take the macroscopic view of a nominally 3D system comprising quasi-2D layers coupled together by Josephson interlayer coupling. This coupling is weak at low doping but essential for superconductivity on the one hand, while at higher doping when the coupling becomes strong (see e.g. [10], [11]), superconductivity is destroyed again. More importantly, as argued by Ashcroft [12], the CuO$_2$ layer, being charged, is not a thermodynamic entity. One must incorporate charge-compensating layers to achieve a true thermodynamic system. This insists that bosonic states in the superconducting intermediate layers must be coupled to the electronic system and the bulk cuprate is essential to its fundamental physics, including superconductivity. This is a rigorous, but overlooked, conclusion.

The layered cuprates provide a rich variety of physics. At the time of their discovery, as well as the unprecedented high temperatures of the superconductivity, the materials displayed the still novel and not well understood characteristics of antiferromagnetic Mott insulators of tightly-bound electrons, and electron dynamics of a 2D nature. The coexistence of such phenomena has made the task of distinguishing those characteristics that cause
superconductivity from those that coincide with superconductivity a difficult one for scientists. The next chapter gives a brief overview of the cuprates using Bi-2212 as an example. Then chapter 4 reviews fundamental physics that should remain relevant to understanding superconductivity within the framework of the new behaviours. Discussion of the significance of the presence of a 2D VHS is included. In chapter 5, the BSCCO samples used in the experimental work are introduced. Attention is paid to the copper oxide layer and detailed description is provided of the strength and variability of the magnetic properties of oxygen, the dopant used to change the charge carrier concentration to show the presence of the VHS. Chapter 6 presents experimental results of the magnetic response of the BSCCO samples, along with magnetic data from other sources, to clarify the presence of the VHS in the cuprates and possible consequences of the use of oxygen as a dopant. Other people’s research forms the basis of chapter 7. Empirical results are compiled that show a link between resistivity and superconductivity. Information from high pressure studies of geophysics demonstrates there does exist an equivalence between doping and pressure. Deliberately, a broad view is taken.

Chapter 8 discusses the VHS in the cuprates, the metal-insulator transition (MIT), and the physical requirements for the formation of superconductivity. Note is made of the further attributes of the cuprates about which little is understood. Finally, chapter 9 summarises what can we conclude from it all.
3. HTS and the Cuprates

3.1 The HTS past …

Until its discovery in ceramic oxides, announced in 1986 by Bednorz and Müller, superconductivity had only been seen in metals and metal alloys at the chilly temperatures of less than 23K. Broadly speaking, HTS refers to superconductivity at temperatures greater than 30K. The prospect of new materials reanimated interest in superconductivity and after the discovery of Bednorz and Müller it took very little time for \( T_c \) to be lifted to higher than the temperature of liquid nitrogen by the discovery of new but related cuprate materials. However, such superconductivity has only been found in layered ceramics with the vast majority being cuprates, and recently found in the iron arsenides, again layered materials. Thus all known high temperature superconductors are layered materials with the superconductivity originating in one of the layers. In the cuprates this layer is the square planar copper oxide one with stoichiometry \( \text{CuO}_2 \). Most cuprates have one or two copper oxide layers per unit cell, but can have three or more.

It was confirmed early on [13] that the electrical conductivity of the cuprates is from movement of electrons with the superfluid state being caused, as in the conventional superconductors, by the uniting of the charge into bosonic Cooper pairs. However, the cause of the pairing in the HTS is still not known.
The parent compound of the cuprates has long been known to be a Mott insulator e.g. [14], a state found in the transition metal oxides. Mott insulators were expected to be metallic, especially at low temperatures, according to the familiar band theory for free electrons, but actually are not because of their antiferromagnetic ordering which puts two charge carriers in the first Brillouin zone, instead of one. The parent Mott insulator is doped to reach the superconducting phase and with still further doping leaves the superconducting phase behind. There exist both hole-doped and electron-doped cuprates. The hole-doped cuprates have the highest $T_c$s and are the most studied.

3.2 An example of a HTS - the cuprate Bi-2212

For this project the focus is on the cuprate $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+\delta}$, abbreviated as Bi-2212. Its structure is shown in Figure 3. The bismuth strontium calcium copper oxide ceramics (often referred to as BSCCO) can, like most cuprates, be doped through a wide range of critical temperatures, equivalent to shifting the Fermi level, or chemical potential∗, through a range of energies. The basic general formula of BSCCO is given by $\text{Bi}_2\text{Sr}_2\text{Ca}_{n-1}\text{Cu}_n\text{O}_{2n+4+\delta}$. BSCCO is hole doped. Increase in the subscript $\delta$ describes the increase in doping as the oxygen content changes.

∗ Strictly speaking it is the chemical potential. In physics, particularly semiconductor physics, many works use ‘Fermi energy’ to refer to the ‘chemical potential’ at finite temperature as well as at 0K. In common with this convention we use in this work the term ‘Fermi energy’ for finite temperature chemical potential.
Figure 3. A. The perovskite tetrahedra. B. The unit cell of Bi-2212. Reproduced with permission from [15]. Copyright 2008 National Academy of Sciences, U.S.A.
The superconducting cuprates have a generic phase diagram as displayed in Figure 4, that well describes all members in the series Bi$_2$Sr$_2$Ca$_{n-1}$Cu$_n$O$_{2n+4+δ}$:

![Figure 4. Generic phase diagram for hole-doped cuprates. Phase diagram reproduced from [16], copyright 2000 of IOP. VHS label added. The doping level of the antibonding VHS of the bilayer cuprate Bi-2212 is indicated by the arrow. The phase diagram for the electron-doped cuprates is in essence the same reversed left to right, but with the regions in differing proportions.](image)

The phase diagram is traditionally presented temperature (T) versus doping (p) to show the progression from antiferromagnetic insulator to metallic Fermi liquid. That is, doping marks a development from high resistivity to low resistivity. Leaving aside the superconducting dome for the moment, the phase diagram could be presented T versus resistivity (ρ) as the material is doped from the insulating through to the metallic regimes. Further, in the
overdoped superconducting region it could be represented as $T$ versus $T_c$, where decreasing $T_c$ corresponds to increasing doping. We do this from time to time.

In the past, the first metals and various alloys found to comprise the type I and II superconductors have metallic conduction in the normal state. The BCS theory of superconductivity assumes that the normal state above $T_c$ be metallic, i.e. that the electron states are extended plane wave propagating states. In this regard the cuprates are extremely interesting in that in the underdoped region the ground state of the normal state appears to be insulating.

### 3.3 ... And the HTS future

At some stage in the future the issues will hopefully be resolved and we will have a fundamental theory and understanding of the HTS. T.M. Rice commented about the nature of such an achievement:

“Lastly, we can ask what the final theory should predict. First, it should describe the full complex phase diagram. Second, it should reveal the special conditions in the cuprates that lead to this very special behaviour. From this should follow some suggestions for other materials that would show similar behaviour. While it may not be possible to predict $T_c$ accurately - because, for instance, of a lack of precise input parameters - the final theory should give the correct order of magnitude and explain the trends that are observed in the cuprates. These trends include the increase in $T_c$ as we move from single-layer cuprates to those containing two and three copper-oxide layers. These challenges are likely to keep theorists busy for years to come, but hopefully not another decade and a half.” – Rice [17].

This was 9 years ago. So far we have not attained this goal.
4. Physical Background

4.1 Electron pairing.

Electron pairing was first noticed in the conventional superconductors. As a consequence of the need for an explanation of the observed phenomenon Leon Cooper [18] formulated a mathematical description of a situation where it would in fact be energetically favourable for two single electrons to unite and function as a single unit with constant total momentum and spin. Such a two-electron combination is called a “Cooper pair”. In essence, what he found was a phonon-mediated pairing where the pair maintained the same total momentum for the duration of their partnership. Superconductivity in conventional systems arises from this pairing of electrons with opposite spin ($\uparrow \downarrow$) and opposite momenta ($+k, -k$). With total spin of 0 (singlet pairing) the composite electron pair is effectively a boson, so many pairs may occupy the same quantum state. The binding energy between such a pair is greatest when the total momentum is zero, but very quickly drops to zero for a finite total.

In practice the energy and momentum states of electrons are quantised. This restricts the possible sum of momenta of paired electrons. States able to participate are further restricted by the orbitals actually present in materials under consideration, which impose symmetry constraints. Bardeen, an electronics expert, Cooper and Schreiffer, a PhD candidate, combined all these ideas to develop the so-called BCS theory [19], and it served well to explain the 45-year-old puzzle of superconductivity. It was found
that the only possible total momentum for an electron pair in the first generation superconductors is zero. There remains the possibility of other total momenta, other total spin and other mechanisms of pairing.

Nearly 100 years after the discovery of the first superconductors in 1911 researchers are still trying to find the pairing mechanism for the high temperature cuprates, and other newly-arrived layered superconducting compounds. That the superconductivity in the HTS compounds is also due to pairs of charge was established quite early, as per various refs in [13]. This is one of the fundamentals that unite all known types of superconducting materials. The pairs are bosons and able to move through a material without resistance because of the opening of an energy gap between the ground state and the first excited state. There are no states available to scatter into and therefore no resistance.

Recently, evidence of electron pairing was found in the insulating state. Amorphous bismuth film patterned with holes can be tuned between insulating and superconducting by changing the film thickness. Stewart et. al. [20] found the insulating state demonstrated, “activated resistances and magnetoresistance oscillations dictated by the superconducting flux quantum h/2e.” Charge pairing and electrical conductivity may therefore be distinct characteristics.

4.2 Bosons

Bosons are distinguished by their ability to crowd into the same quantum state. This is the crux of superconductivity and superfluidity. However, that bosons can occupy the same quantum
state does not mean they will be doing so in a given situation. Also, bosons of paired electrons are composed of fermions, particles that must never occupy the same quantum state. Fermions must distribute over the states available in such a way that two at most, with opposite spin, occupy the same energy and momentum state. The momentum total of any two fermions thus has a dependence on the availability of the states within a material.

4.3 Density of States

In a material with 2D characteristics, such as the cuprates, the DOS is the number of states able to be occupied per unit of k-space area per unit energy. The symmetry of the underlying square lattice modifies the nearly-free electron parabolic dispersion, to be very shallow at the Brillouin zone boundary and very deep at the zone diagonal, as shown in Figure 5. With doping, the Fermi energy falls until there is a cross-over from hole-like to electron-like conductivity. This change in majority charge carrier is accompanied by a peak in the DOS associated with the “saddle-point” at the zone boundary.

For Bi-2212, angle resolved photoemission spectroscopy (ARPES) was used to measure the dispersion shown in Figure 5. ARPES is based on the photoelectric effect and is particularly suitable for 2D momentum maps. The incoming photon has negligible momentum, and the momentum of the electron parallel to the surface is unchanged, so the energy characteristic of the ejected electron [21] may be easily determined.
It is easier to see the peak in the DOS (where the dispersion has a saddle point) in 1D, and this is shown in Figure 6, but the principle is the same for the 2D DOS. The dispersion of Figure 5 was the one used to calculate the DOS that occurs in the theoretical predictions for the behaviour of the magnetic susceptibility through the location of the VHS. The bonding VHS has a dispersion of similar form at lower energies but only one cone is shown in the illustration.

Figure 5. The Bi-2212 dispersion according to a tight-binding fit of ARPES data [22] from Bi$_2$Sr$_2$CaCu$_2$O$_8$. The site of the VHS can be seen at the edges of the zone where the derivative is zero in both the k$_x$ and k$_y$ directions. Presentation of dispersion is reproduced with permission of Dr. James Storey, Copyright 2008 [23].
Figure 6. Density of states depicted in 1D. The states bunch up over the flattened region around a VHS causing a peak in the DOS. We can obtain the same dispersion curve by doing a cut in Figure 5 from (0,0) to (π,0), then to (π,π).

Theoretical predictions for the effect of the DOS on the susceptibility can be made assuming a Fermi liquid of weakly interacting holes or electrons with spin susceptibility, $\chi$, given by:

$$\chi = 2 \mu_B^2 \int \frac{\partial f(\varepsilon)}{\partial \varepsilon} N(\varepsilon) d\varepsilon$$  \hspace{1cm} (1)

where $f(\varepsilon)$ is the Fermi function, $N(\varepsilon)$ is the density of states DOS, $\varepsilon$ normal-state energy and $\mu_B$ the Bohr magneton.
The general theoretical background of the equation is described generally in Ashcroft and Mermin [24] and applied to the specific situation of the Bi-2212 by Storey et al. [25]

The DOS figures prominently in the expression and a peak in the DOS is traced out in the magnitude of (dc) magnetic susceptibility data. The theory was successfully used [25] to identify the location of the antibonding VHS in the Bi-2212. We found it at the same location (within experimental uncertainty) in (Bi,Pb)-2212 samples. Figures 7 and 8, in the next section on the VHS, display calculated theoretical predictions for the magnetic susceptibility.

4.4 Van Hove Singularity

Generalising as much as possible, Van Hove showed that geometry is important in effects on the DOS [1]. A saddle shape in the dispersion of energy (frequencies) leads to a singularity in the DOS of a crystal with an effective 2D geometry. A 2D VHS occurs in the middle of a band. The singularity that occurs there as the result of such a VHS thus has a strong effect on the electrons (the fermions that make up the Cooper-pair bosons), and therefore also affects conductivity – super or not.

A change of majority charge carrier is an important physical consequence of crossing the 2D VHS where there is a change from hole-like to electron-like conductivity, or vice versa. This occurs because the Fermi surface changes from one which is centred on the Brillouin zone boundary to one which is centred on the zone centre. Thus e.g. in a magnetic field the electron orbits around the Fermi surface are of opposite sign either side of the
VHS reflecting the hole-like or electron-like character of the carriers. Until recently our most familiar electronic systems were three dimensional. Now, low-dimensional systems are becoming important. All known high-\(T_c\) systems are quasi 2D, with only weak coupling normal to the CuO\(_2\) planes.

Markiewicz [26] does a highly creditable job of summarising knowledge of the 2D VHS characteristics while maintaining a distinction between the phenomenon and the material in which it appears. To his own statement,

“The VHS can explain a number of normal-state anomalies in the cuprates, including the linear-in-\(T\) and \(\omega\) electron-electron scattering rate and a pronounced crossover in properties from the underdoped to the overdoped regime”,

he answers:

“Many researchers have noted that, whereas the superconductivity of the cuprates is relatively conventional, except for the high \(T_c\) values and the (probably) d-wave symmetry of the gap, the normal state properties are highly anomalous, and a key to understanding the cuprates is to understand these anomalous normal state properties. In this respect, the fact that the normal state anomalies follow rather naturally from the proximity of the VHS is very significant.”

In their work using ARPES to map the Fermi surface of Bi\(_2\)(Sr\(_{0.97}\)Pr\(_{0.03}\))\(_2\)CuO\(_{6+\delta}\) King et al. [27] find an extended saddle point at or near the Fermi level and note; “This agrees with earlier photoemission data from the cuprates which reveals a striking correspondence between the position of the Fermi level relative to the saddle-point singularity and their normal state properties; however, it does not support the existence of a simple link to a high \(T_c\).”
This latter point could be traversed in more detail (they are referring to lack of success in linking the magnitude of $T_c$ to the relationship between the Fermi level and the VHS), but the main issue is, the cuprates are materials of interconnected (2D) layers, therefore they have a 2D VHS. Since it is there - and since it is of a 2D nature – the VHS will naturally have considerable impact on the electronic properties of the system. That the system is also capable of superconductivity may be for no other reason than different phenomena can occur in the same material. There seems a paucity of evaluation of the cuprates from the consideration they would have a VHS anyway. That a material with a 2D VHS display (normal state) properties that result from a 2D VHS should not come as a surprise!

We should also like to point out it follows from the divergence in the DOS that the ground state at a 2D VHS has an unstable Fermi surface [26]. The transition between hole-like and electron-like conduction has a point where it is neither one nor the other. It could be described as a point of “reconstruction” of the Fermi surface. A phase transition could ensue, or abrupt changes in thermodynamic state. There could be a structural rearrangement that splits the VHS and therefore lowers the electronic free energy.

Materials with one CuO$_2$ layer per unit cell have one VHS. As noted, cuprates such as Bi-2212, with two CuO$_2$ layers in the unit cell, have two VHSs. When there are two layers, bilayer splitting divides the VHS into two parts: the bonding VHS, and the antibonding VHS. It is the antibonding VHS that lies in the range of easily accessible doping in the Bi-2212.
As the doping causes the Fermi level of the BSCCO to pass through the location (of the energy) of the VHS, corresponding changes occur in certain properties such as the dc magnetic susceptibility. This is therefore a good characteristic to measure to confirm location of a VHS with respect to $T_c$, or doping. Equation (1) was used for calculations, done by Dr James Storey [23], that predict such attributes as location of the VHS and the shape of a typical susceptibility curve of the material. Figures 7 and 8 illustrate the theoretical expectations for the antibonding VHS of Bi-2212 (with no lead).

![Figure 7](image)

Figure 7. Theoretical prediction showing the effect on the magnetic susceptibility response of Bi-2212 of the VHS found at doping level of around 0.225 holes per copper atom. Graph from [28], adapted with permission of Dr James Storey.
Many attempts have been made to either equate the VHS directly with pairing or to describe its use in enhancing $T_c$. e.g. [29], [30].

Other work concludes the VHS to be of little consequence in the formation of pairs e.g. [31], [32].

In BCS theory the relationship between $T_c$ and the VHS is contained in the expression for nearly-free electrons:

$$T_c \propto \hbar \omega_B \exp \left( \frac{-1}{N(\varepsilon)V} \right),$$  

Figure 8. Side view of one of the susceptibility curves: for one particular doping as a function of temperature. With permission [28].
It appears to the writer much of HTS research has been carried out from the point of view that a high DOS equates to pair formation. So since a (2D) VHS has a phenomenal effect on the DOS, this has naturally helped lead to consideration of a VHS pairing mechanism. The success of the VHS scenario in explaining the unusual normal-state properties of the cuprates has been seen as support for its continuing use in efforts to explain their pairing mechanism. It may well be that a 2D VHS is an integral part of any system constructed so it can superconduct in the way the cuprates can. However, the VHS can still be incidental to the actual mechanism of pair formation.

4.5 Conductivity

At its most fundamental level conductivity arises when charge is able to move within a material.

In metals electrical conductivity is provided by a sea of nearly-free electrons, loosely bound in plane-wave states. An electric current flows when there is a potential difference on either side of the sea.

In p-type semiconductors, electrons densely occupy the states through the valence band. Doping removes electrons from the band, which is equivalent to increasing the number of vacancies, or ‘holes’. As the electrons are transported, so are the holes, and the movement of these holes is what is detected as the current. For the holes to maintain coherence as the current flows, the electrons that form them must conduct themselves in an orderly fashion, i.e. they
must not be heavily scattered – they must have a lifetime which exceeds the timescale of the experimental technique.

As further electrons are removed, more holes appear, and the current, or conductivity, increases. When electrons continue to be removed, or holes doped in, the balance eventually shifts and the holes outnumber the electrons. With the change in ratio the material passes through a crossover between hole-like and electron-like flow.

Hole-doping also disrupts antiferromagnetism as charge, and its spin, is removed. In particular, the spins associated with the holes doped into oxygen orbitals frustrate the antiferromagnetism and the Neél temperature, $T_N$, falls rapidly.

As well as doping there is thermal excitation with increasing temperature. The conduction band becomes accessible. Holes can also appear in the valence band due to electrons becoming excited into the conduction band. It is not necessarily a given that the holes from both doping and thermal excitations will result in electron pairing. Thermal excitations are pairbreaking, but doping and thermal activation do both contribute to change to electron-like conduction.

The ultra low resistance of superconductors is a distraction from the nature of “good” conductivity. Deutscher remarked, [33] “It [BCS theory] was even used by some to predict that high temperature superconductivity could not exist. In fact, it is probably a correct prediction that metals cannot be high temperature superconductors.”
As the balance passes through the exactly half-and-half split of hole and electron charge carrier the conductivity is (for the moment) weighted neither towards showing hole-type conduction nor electron-type conduction, and it is here in the 2D materials the physical conditions occur for the singularity in the density of states.

4.6 Resistivity

A good insulator is characterised by a large band gap. Generally, insulating materials have a full valence band with two electrons, spin up and spin down, per state. With a smaller bandgap the material may be classified as a semiconductor and is often doped to achieve working levels of conductivity. On continuing doping a semiconductor can become “degenerate” where the conducting behaviour ceases to be insulator-like and takes on metallic characteristics.

As well as providing charge carriers, increasing quantities of the dopant may affect the lattice spacing of the background potential. This can lead to a progressively changing relationship between the periodicity of the ions and the electron wavelength – and accordingly vary the bandgap.

The superconducting $T_c=1.2K$ of aluminium can be raised by increasing the resistivity [34]. By oxidising the aluminium to partially form aluminium oxide, the resistivity increases and Dynes and Gamo found the superconducting $T_c$ to rise to a peak then fall away before collapsing on crossing a metal-insulator transition where the screening length diverged.
The tightly-bound electrons of a Mott insulator also fill the valence band, but with one electron per state. It is expected to be a metal by the nearly-free electron theory. In fact, the spin-up/spin-down arrangement of the antiferromagnetism leads to the doubling of the unit cell which now has two electrons in the Brillouin Zone, and the material is an insulator. In this case, electrons are prevented from mobility by the strong Coulomb repulsion. The cuprates are doped away from the Mott parent insulator, eventually becoming able to superconduct at low temperatures, then lose superconductivity as Fermi metal-like behaviour sets in.

4.7 Degenerate Semiconductors (i)

A semiconductor is degenerate when the concentration of impurity charge carriers becomes large compared to the host atoms. As dopant concentration increases from low to high the added charge carriers move closer together. They lose their isolated status and begin to interact with each other, which causes splitting into an energy band. This dopant impurity band closes in on either the valence or conduction band and the material behaves as a conductor. Hole doping moves the impurity band towards the valence band. When the Fermi level moves within $3k_B T$ of either the conduction or valence band, Fermi-Dirac statistics, rather than Maxwell-Boltzmann, start to apply. Eventually the bands overlap and the electronic structure is as for a metal. Now, the distinction between semiconductor and metal becomes the number of charge carriers, a more subjective criterion. The metal-like semiconductor still has very much fewer charge carriers than the intrinsic metal.
4.8 The Metal–Insulator Transition

There exist two main characteristics that can identify the presence of a MIT:

1) Traditionally the gradient of the resistivity as a function of temperature is the standard used to distinguish the insulator-like side (negative slope) from the metallic side (positive slope) of the MIT.

2) And in Mott materials, a microscopic inspection shows shorter bond lengths are metallic and longer bond lengths are insulator-like, with a critical length marking the MIT.

The MIT in the cuprates is of interest from two points of view: the vertical temperature-dependent Mott MIT and the horizontal doping-dependent MIT as the material is doped hole-by-hole from excellent insulator through to metallic. The vertical Mott MIT arises from electron-electron interaction and physically occurs at a critical bond length [35]. Its existence is not dimension-dependent. e.g. [36].

For a given substance the Mott MIT is a function of temperature. However, doping can change bond length as well as the number of charge carriers, and also alter the antiferromagnetism. Thus, doping can alter the temperature at which the Mott MIT occurs.

Generally, the appearance of a transition from insulator to (metal-like) conductor had been observed in systems where the ratio of the energy of the electron-electron interaction to the Fermi energy is high [37] (the effective mass is high), true for both p-type and n-type
materials, such as p-GaAs/AlGaAs and n-AlAs heterostructures. Observation of the GaAs-AlGaAs hole gas [38] found a minimum conductance, $\sigma_{\text{min}} = 2e^2/h$, distinguishing clear insulating and conducting phases. This is the Mott minimum metallic conductivity. The strongly insulating regime fitted resistivity of $\rho(T) = \rho_0(T_0/T)^{1/2}$ with $\rho_0 = h/2e^2$.

A MIT can be observed in systems as simple as a conductor-insulator junction such as where a metal, for example aluminium, is in contact with its oxide. In this case the junction(s) can be cooled to also exhibit superconductivity. Or it can occur, as in the cuprates, where the Mott MIT occurs within a single medium without the need to come in contact with another substance, by methods such as doping. Debate continues, however, as to whether HTS are homogeneous. [39], [40]

As a function of temperature the insulating state in a Mott material is commonly the cold state, as in the cuprates, changing to the metallic on heating. It is possible for the reverse to occur. Rubenstein [41] found $\text{V}_2\text{O}_3$, with a small amount of Cr dopant, warmed from an antiferromagnetic insulator to a metal, then on further warming changed to a (paramagnetic) insulating state. He found evidence that both MITs are of the Mott type.

The pressure-induced MIT in transition metal compounds is much studied by the earth sciences, where the interest is in the concurrent magnetic transition.
4.9 Mott insulators

Mott insulators were expected to be conductors by the conventional band theory of free electrons. Their electrons strongly feel each other’s coulomb repulsion, which has the effect of highly localising them. The antiferromagnetism of the Mott insulator state (of the HTS) comes from the localisation of the electrons in real space. Weak hopping of electrons from site to site insists that the spins are antiferromagnetically ordered so as to accommodate the Pauli exclusion principle. As the electrons cannot occupy the same state, the spin up - spin down arrangement for adjacent sites is needed to maintain distinct sets of quantum numbers between the fermions when an electron hops to its neighbour’s site and the two are sharing the same space.

This doubles the size of the unit cell, halving the area of the Brillouin Zone which has two electrons per Zone and thus establishes an insulating ground state.

The resistance of a cold Mott insulator is extremely high. A characteristic of the system is a metal insulator transition where the slope of R vs T crosses over from negative to positive as temperature is increased. The MIT has become of great interest in conventional electronics and the change to a metallic conductivity accompanies the loss of superconductivity in the cuprates as doping is increased e.g. [42].
Work has been done that correlates the apical bond length with the ability of the cuprate to superconduct e.g. [15]. It is related to the $T_c$ of the material. Bond length is also a variable that controls whether or not a Mott-like material is on the metal or insulator side of the MIT.

4.10 Magnetism

Moving charge is the basis of magnetism and of electrical current. Although electrical transport is well understood compared with the mysteries still surrounding magnetism, both require the existence of the electrically charged particles; the lattice ions and the electrons. The spin of an electron is classically analogous to a current loop, with spin ‘up’ and spin ‘down’ equivalent to the charge flowing in opposite directions so that the miniature magnet within is pointing either ‘up’ or ‘down’

4.10.1 Diamagnetism

Diamagnetism arises from the tendency (Lenz' Law) of the movement of an orbiting charge to react to an applied magnetic field in a way that produces an opposing field. Diamagnetism is the odd man out of the commonly considered magnetic states. The other forms of magnetism stem from the basic tendency of spin to align with an applied magnetic field. Diamagnetism is always present but is a weak response and is normally hidden in the presence of the much stronger alignment of the unpaired spin with the field. It is mostly seen in substances with an even number of electrons where the orbitals are fully occupied (spin up and spin down) and the orbital moments of the electrons sum to zero. However, substances with
unpaired spins can experience situations that subdue the ability to align with a magnetic field, or be a combination of elements where the unpaired spin is only a minor portion, and the total response measured is diamagnetic. Generally, diamagnetism is viewed as the tendency of a substance to weaken an applied magnetic field, i.e. it has a negative susceptibility.

In superconductivity, the ‘perfect’ diamagnetism arises from the field-induced macroscopically circulating supercurrent, which is strong enough to expel, or oppose, the magnetic field from the interior.

4.10.2 Paramagnetism
Paramagnetism, generally, results from random unpaired spins that become aligned in the direction of the applied magnetic field but lose that alignment due to thermal activation when the external field is removed.

4.10.3 Ferromagnetism
Ferromagnetism is characterised by unpaired spins that align spontaneously or align in the direction of an applied magnetic field and remain aligned when the external magnetic field is removed. Above the Curie temperature of a material – with enough thermal fluctuation - ferromagnetism becomes paramagnetism.

4.10.4 Antiferromagnetism
For the antiferromagnet, the averaged magnetic moment of the bulk substance is close to zero. Close inspection at the microscopic level however, shows the spins are not random at all, but highly ordered with spin up alternating with spin down so that their contributions
exactly cancel. This is referred to as “staggered magnetisation”. Like ferromagnetism, the arrangement is particularly sensitive to increasing temperatures, and when heated above the Néel temperature antiferromagnetic ordering is destroyed by thermal fluctuations and the substance becomes paramagnetic. Antiferromagnetism in crystals can be achieved by two ferromagnetic layers pointing in opposite directions, or by two antiferromagnetic layers which may be aligned so the vertical arrangement is also antiferromagnetic or so the vertical is ferromagnetic walls of alternating directions. Antiferromagnetism is a long range ordering in real space of electron spin.

4.10.5 Ferrimagnetism
Ferrimagnetism is characterised by alternating spin up and spin down in the same style as in antiferromagnetism, but where the total magnetic moment of one direction is greater than for the other direction, leaving a residual ferromagnetic response. It is physically seen in materials with ferromagnetic layers where the alignment of neighbouring layers is in opposite directions and of differing magnitude.

* * * * *

A way of looking at a relationship between ferromagnetism, paramagnetism and antiferromagnetism is to express the induced magnetisation as:

\[
M = \frac{C}{T - \theta} H
\]  

M is the magnetic moment, C is the Curie coefficient, H is the magnetising field, T is the temperature in Kelvin. \( \theta \) is the Curie temperature.
With:
\( \theta < 0 \) antiferromagnetism
\( \theta = 0 \) paramagnetism
\( \theta > 0 \) ferromagnetism

Above the Curie point a ferromagnetic material becomes paramagnetic
Above the Néel temperature an antiferromagnetic material is paramagnetic.

Or, on cooling a paramagnetic material can
1) remain paramagnetic,
2) become ferromagnetic,
3) become antiferromagnetic.
5. The Bi-2212 material

5.1 samples used in this experiment

Our own previous data for lead-doped Bi-2212 polycrystalline samples clearly showed the presence of the peak of the antibonding VHS in dc magnetic measurements [unpublished data]. The results appeared strong and easily reproducible. Samples for use in this project were obtained from a variety of sources. The main Bi$_{1.7}$Pb$_{0.3}$Sr$_2$CaCu$_2$O$_{8+\delta}$ polycrystal was inherited from a previous experiment that resulted from ongoing work. The Bi-2212 single crystal was supplied by C.T. Lin of the Max Planck Institut, Stuttgart on request to have a similar lead content.

We used these samples to search for the antibonding VHS, which arises from the 2D nature of the conducting layer. The separation of the bonding and antibonding VHSs depends on the strength of coupling between the two layers. If these layers are sufficiently separated (or weakly coupled) within a material each VHS occurs at the same energy. However, when the layers become close or strongly coupled, as are the two layers in the Bi-2212 unit cell, there is interference that splits the bands and hence the singularities to accommodate the Pauli principle. The bonding VHS is at the lower energy and the antibonding VHS is located at a higher energy level.

The previous measurements, as well as demonstrating the presence of the VHS peak, also had shown a companion peak in the magnetic susceptibility response of the BSCCO unpredicted and unaccounted
for by theory. Neither does theory predict a monotonic rise in the dc susceptibility with increasing doping. While the approach to the peak of the bonding VHS would eventually cause the susceptibility to rise again, this increase is not expected to be detectable until around halfway between the singularities. According to calculations using equation (1) we do not expect to see the susceptibility start to rise again until a doping level of around p=0.26. Or, we expect to see a monotonic decrease from the VHS until \( T_c \) gets close to 16.5K. Only then the magnitude of the susceptibility is expected to start to rise again for the approach to the bonding VHS.

### 5.2 The layers

The precursors that form Bi-2212 could combine as a multi-metal oxide, such as \( \text{Bi}_2\text{CuO}_4 \) where it is impossible to traverse from one bismuth atom to another without crossing a copper atom, and vice versa. However, they do not. The metals in the HTS materials are segregated. One of the few areas of widespread consensus about the cuprates is how they are layered materials. When we look at the crystal structure (shown in Figure 3) of the Bi-2212 it consists of the layers

\[
\begin{align*}
\text{BiO} \\
\text{SrO} \\
\text{CuO}_2 \\
\text{Ca} \\
\text{CuO}_2 \\
\text{SrO} \\
\text{BiO}.
\end{align*}
\]
All being of positive valency, it is hardly surprising the metals do not form chemical bonds with each other, particularly with the relatively low sinter temperatures of the HTS materials and the ready availability of the oxygen. Nevertheless, the result is that even after the boiling off of the carbon-oxide, or nitrogen–oxide gases, from the precursor compounds the metals are left in layers that distinguishes them. Whether the precursor combination is Bi$_2$O$_3$, SrCO$_3$, CaCO$_3$ and CuO; or Bi$_2$CuO$_4$, Sr$_2$CuO$_3$, and CaCO$_3$ or includes nitrates, the metals always form the stable layered structure. In the cuprates the superconductivity occurs along the copper oxide layer.

Doping is usually done by changing the oxygen excess δ in the structure through different annealing temperatures and oxygen partial pressures. Achieving higher doping levels is aided by substituting Pb$^{2+}$ on some of the Bi$^{3+}$ sites. For this reason we use lead doped Bi-2212 to more easily reach the antibonding VHS, the most accessible of the VHS in the Bi-2212. Extra oxygen that is doped into the cuprates goes into the bismuth oxide layers [43] and from this position donates holes into, or accepts electrons from, the copper oxide layers.

Over the years of study of the cuprates interest has been focussed on the 2D CuO$_2$ layer because of the superconductivity found there. In the parent Mott insulator the copper has a valence of 2$^+$ and as part of the interest in this layer CuO has been subjected to study.
5.3 CuO₂ – CuO

The superconductivity of the cuprates is in the CuO₂ layers with Cu²⁺ and because of this CuO has been of interest. In cupric oxide the onset of antiferromagnetism is at the Néel temperature of 230K with an incommensurate structure, without translational symmetry, then changes to commensurate at 213K [44], but does not reach its maximum ordering until 140K, where the magnetic susceptibility drops to its lowest magnitude. Above 140K magnetic disorder increases. A schematic diagram of this behaviour in magnetic susceptibility data is shown in Figure 9.

![Figure 9. Schematic diagram of magnetic susceptibility of cupric oxide, CuO. Reproduced, with author and publisher permission, from [44]. Copyright 1988 IOP Publishing.](image)

Cupric oxide is an intrinsic p-type semiconductor with application in electronics for its (comparatively) small bandgap. Petrov et al. [45] remark that, “…copper oxide [CuO] is a weakly degenerate semiconductor,…”. As a semiconductor doped CuO has been studied...
for decades. Much of the doping in electronics does of course, occur
at temperatures well above those necessary for the
superconductivity so far discovered. Even so, the substance is well
studied, often doped, and doping CuO has not been found to result
in superconductivity, even though CuO has an approximately square
planar co-ordination as seen in the cuprate HTS. It does not
however have the same layered structure, which is clearly vital.

Copper is a transition metal and has a filled 3d electron shell.
Unlike the other monoxides of the 3d transition elements, which are
cubic and octahedral, cupric oxide has a monoclinic unit cell [44]

There is also the elemental oxygen, which enters and leaves many
cuprates as they are doped through a range of electronic phases
and superconducting critical temperatures. This oxygen is present
both in molecular form as adsorbed molecules and in atomic form as
the labile oxygen in the atomic structure.

5.4 Oxygen

As oxygen plays a vital role in the production of superconductivity in
the cuprates, it is worth gaining familiarity with properties and
behaviour of this element both as it stands alone, and as it interacts
with different environments, particularly those of nano-sized
structures. It is reasonable to consider the possibility that excess
oxygen may find its way inside crystals of the cuprates due to the
pressures exerted by the anneal process, most significantly in the
extremely over-doped regime. Further, unlike most other HTS Bi-
2212 has a very “platey” microstructure with a very high internal surface area onto which oxygen can adsorb.

Apart from its ability to rust many of the objects of everyday life, oxygen is renowned for its magnetic properties. Moreover, it undergoes many structural changes with temperature and pressure variation. Nanospace geometries provide a pseudo high pressure environment for confined oxygen. Small spacing within a (crystal) structure can hold inserted molecules to a particular alignment.

Where the molecule or atom is trapped inside the crystals of the host, instead of between them, the combination is called a clathrate. Pure, bulk oxygen without the confinement of an exo-structure already has a rich phase diagram, as for example displayed by Gorelli et al [46]. The δ-phase, like the α-phase, is antiferromagnetic. With increasing pressure, both phases may exist to 200K, and above for the case of the δ-phase. Gorelli et al. [46] note the oxygen is “the only known material that shows a magnetic ordering with increasing temperature”, as it warms within the appropriate pressure interval from the diamagnetic O₈ ε-phase to the O₂ δ-phase where it can exist to room temperature. The β-phase has short-range magnetic order but lacks the long-range order of antiferromagnetism [47].

The phase diagram changes with restrictions imposed by the presence of a nanostructure. Historically, graphitic nanospace has been the system of choice for the study of oxygen in minute cavities.
The $\sqrt{3}\times\sqrt{3}$ commensurate structure is used to define $\rho$ of Figure 10, where $\rho$ is the coverage of oxygen. See ref. [48] for detail. Measurements were taken over a range of nanospace pore widths (slit pores) for temperatures of 1.7-100K. Note the variation of oxygen phases. Coverage is varied in the same manner as employed in the oxygen doping. Kanoh and Kaneko [48] report increasing antiferromagnetic ordering with increasing coverage. Graphite itself is a 2D layered system.

Kitaura et al. [49] observed the adsorption of oxygen into the channels of CPL-1, a Cu(II) microporous coordination polymer that
forms 1D nanospace. Pyrazine (pyz) is used to form the channels between 2D layers composed of the Cu(II) and pzdc (2,3-pyrazinedicarboxylate). The oxygen was inserted by heating the nanospace to remove water molecules and then cooled in oxygen. They measured one molecule of oxygen adsorbed per copper atom, with no electron transfer between gas and solid host. The 1D chain had a ladder structure of parallel oxygen molecules, van der Waals dimers, and a stronger antiferromagnetic interaction than the bulk α-phase. At about 90K a peak at 1561 cm\(^{-1}\) in the Raman spectra was equated to the solid α-phase at 2 GPa, rather than to the liquid or gaseous phases. At a pressure of 2 GPa bulk α-oxygen exists up to a temperature of around 80K [46].

Clathrates offer a form of trapping an incoming molecule or atom within a nanospace where the ‘guest’ substance is caught inside the crystal of the ‘host’. Again, the consequent characteristics impact on the response of the overall system. Apart from degree of chemical interaction with the host a guest molecule in a clathrate may retain ability to rattle e.g. [50], and rotate. Intersecting β-quinol (C\(_6\)H\(_6\)O\(_2\)) molecules form a cage that easily traps smaller molecules without chemical interaction, and has been used to study basic effects of clathration. Generalisations, as well as specifics to the nature of the individual gas, are possible. Although the host structure (an organic compound) is – again – not related to the cuprate components, it serves to illustrate the physical effects of clathration.

One notable characteristic is that generally, vibration, rotation and oscillation of the caged gas contribute significantly to overall heat
capacity [50]. The guest-host interaction of a clathrate affects the thermodynamic stability of the overall system.

Grey and Staveley also refer to the influence of whether or not neighbour and next-nearest neighbour cages are filled. They conclude an increasing potential barrier to rotation as neighbouring cages fill. There are geometrical and chemical (in particular van der Vaals) differences between different hosts, but the study of clathrated (and diatomic) gases finds commonality running through the trapping of the gases inside crystals compared with gases caught between crystals of a polycrystalline sample. In BSCCO the structural location most prone to such intercalation is the weakly bonded $\text{Bi}_2\text{O}_2$ double layer.

Bandow et al. [51] study the effect of oxygen adsorption on carbon nanohorns, a closed-off version of the carbon nanotube. They note oxygen molecules can get into the interior of the horns through openings caused by the heat treatment (which the nanohorns are subjected to on purpose, for creating entryways for hydrogen storage). By heat treatment they mean temperatures of normally 400-500 °C in an atmosphere of dry air. This is comparable to the anneal conditions for the BSCCO.

Also available for contemplation is the magnetic susceptibility of bulk oxygen as cooled under constant volume in a closed environment without maintenance of standard pressure. This is similar to a SQUID chamber which, although strictly speaking is not a closed system, mimics the cold, low-pressure scenario via the efforts to maintain a partial vacuum.
The freezing point and the solid γ-β transition shift little from standard pressure but the boiling temperature drops to 70K (from 90K). Oxygen sitting on or near surfaces may experience a similar pressure environment and pass through a similar sequence of phase changes. The shape at $T > 70$K follows almost exactly the shape of the susceptibility curve of the normal state of the BSCCO (an oxygen doped cuprate). Thus, any contribution to the BSCCO magnetisation
from such a source would merge apparently seamlessly with the BSCCO response.

Köbler and Marx also noted that the location and nature of the specific heat peaks of oxygen can pass through changes as internal coverage increases:

![Figure 12. Specific heat of physisorbed oxygen. [52]. Specific heat for some different coverages of 2-d oxygen in graphitic nanospace. In units of k_B per particle. They say the flattening and widening at coverage ρ=1.04 "reflects a blurred first-order transition from the solid δ phase to the liquid phase". Refer to Figure 10 for placement of these peaks in the phase diagram. Reprinted (figure 4) with permission from: U. Köbler and R. Marx , Phys. Rev. B 35, 9809. Copyright 1987 by the American Physical Society.](http://link.aps.org/doi/10.1103/PhysRevB.35.9809)

The interest in nanotechnology has lead to the development of the porous coordination polymers, starting from the CPL-1, into controllable nanospace [53] categorised by parameters such as:
size, shape, distribution of cavities; dimensionality, and ability of the host framework to interact chemically with the guest. These will facilitate the systematic study of gases in nanospaces ranging from the purely structural host that does not bond with its guest through to functional hosts where the guest gas is affected chemically along with having the physical constraints.

In the specific case of BSCCO, as oxygen is doped in from the parent Mott compound, the $T_c$ increases then decreases. The microstructure of cuprate crystals forms a nanospace geometry. As the first oxygen molecules dope in to the antiferromagnetic parent, it could be that all, or most, of the oxygen is readily accepted by the copper as a doping agent. It would seem feasible that as oxygen doping continues, there could become a point of semi-saturation beyond which the internal oxygen bonds less easily with the cuprate, particularly in the overdoped region. This would be observed in ARPES as a slowing in the rate of change in the Fermi surface area of the copper oxide planes, until no further doping takes place and the Fermi surface freezes.

On reflection it is easy to see that in everyday situations we are accustomed to thinking in terms of force, rather than the pressure achieved. A common level of force, applied to a microscopic entity can be equivalent to enormous pressure (witness diamond anvil cells which with the push of a finger can achieve 3 million atmospheres of pressure). Solid oxygen undergoes interesting phase transformations when subjected to ever higher pressure. Increasing quantities of oxygen inserted into nanospace geometries, such as those provided by layered compounds, undergoes similar
changes, without the experimenter needing to apply the dozens of
GPa necessary to achieve such change for the bulk oxygen.
Interfacial energies can result in internal pressures greatly in excess
of external pressures.

That the oxygen doping of the cuprates is easily achieved *and
reversed* at temperatures of hundreds of degrees cooler than the
melting point of either the cuprate or any of the layers, in an
atmosphere of flowing oxygen, implies the introduced oxygen is
weakly bound and has a flexibility of behaviour. Whether or not the
material is completely free of any physically adsorbed oxygen,
bonded oxygen may also show some of the properties discussed
above and the whole crystal coordinate as a functional guest-host
combination.

Leaving out the ferromagnetic elements iron, cobalt and nickel, and
the corrosive fluorine, only nine of the elements with stable isotopes
have greater paramagnetic susceptibility than oxygen (ref. data
compiled in [54]). At standard temperature and pressure, there is a
very large difference between oxygen and the majority of the
elements with lesser susceptibility [54]. Moreover, paramagnetism
increases substantially on cooling, thus markedly increasing the
difference between oxygen and the rest at BSCCO superconducting
temperatures. Oxygen at room temperature has a magnetic
susceptibility of $3449 \times 10^{-6}\text{cm}^3\text{mol}^{-1}$ [54], rising to $7699 \times 10^{-6}\text{cm}^3\text{mol}^{-1}$
at the liquid state (90K.). In these units the (Bi,Pb)-2212 response
varies around $200 \times 10^{-6}\text{cm}^3\text{mol}^{-1}$, with the exact value dependant on
doping state. The difference is great.
This is the substance the BSCCO is cooked in to achieve superconducting levels of doping.

A literature search did not encounter any examples of previous works that attempt to account for oxygen contribution to the data either by analysis of the oxygen component of magnetic response, or by acknowledgement of any oxygen effect on magnetic data specifically taken to measure the response of an oxygen-doped cuprate. The writer hopes the preceding gives sufficient demonstration of the strength of the magnetic versatility and influence of oxygen under various conditions. At the very least, the BiO layer in the BSCCO should be studied enough to eliminate the possibility oxygen as a dopant for the cuprates contributes significant magnetic influence from its position external to the superconducting copper oxide layer. It is not sufficient to just assume such a non-copper-oxide magnetic contribution to data to be negligible.
6. Experiment

6.1 Data acquisition

Magnetic susceptibility data was acquired by measuring magnetic moment as a function of temperature in a static field. Field-cooled (FC) magnetic data was collected to determine $T_c$ to gain an idea of the doping state and its progression with annealing history. Then, normal-state data between 90K and 350K was measured at 50 kOe under zero-field cooling (ZFC), where the sample is cooled under zero applied magnetic field and then the field is switched on and measurements taken on warming. The purpose of this was to try to put upper and lower bounds on the VHS location. Earlier, when the presence of the vHs had been confirmed in the magnetic susceptibility, the doping state had been assessed through $T_c$ values obtained from ZFC data. Although sufficient to verify the location of the singularity, it was disappointing the level of uncertainty in the measurement of $T_c$. The only difference is the method used to locate $T_c$. High-field data that shows the VHS continues to be taken by the same method. Quenching or not quenching in liquid nitrogen after anneals had not been found to affect results (n.b. anneal temperatures are lower than 400°C).

Measurement of $T_c$ for the single crystal and the control polycrystal were taken ZFC to be able to directly compare with the previously known locations of features of the polycrystal. The control polycrystal was annealed with the single crystal and was from the same BSCCO preparation as the main polycrystal.
6.2 Doping method

All samples were doped by being cooked in a flow of pure oxygen at atmospheric pressure. The changes in doping state to pass through the VHS were achieved by altering the temperature for different anneals.

Ideally, one might use a hot isostatic pressing (HIP) furnace to dope high oxygen levels. In the absence of a HIP furnace all our anneals were done in conventional furnaces.

Extreme over-doping to $T_c < 54K$ is easily achieved in the polycrystal (Bi,Pb)-2212 without the use of high pressure. An early attempt to over dope the single crystal (Bi,Pb)-2212 in a regular bomb furnace by applying 40b O$_2$ appeared to be the reason for the shattering of the crystal into shards, perhaps by rapidly varying pressure along the surface of the samples due to the gas flowing through. Moreover, the attempt to load in oxygen had resulted in minimal movement of $T_c$, indicative of much further time necessary under the pressure to be able to reach a $T_c$ on the overdoped side of the vHs. It appeared undesirable to submit the samples to further dynamic high pressure in case resulting destruction reduced the shards to unusable size. As a consequence, to learn how to achieve extreme overdoping of a single crystal using conventional furnaces took a significant quantity of available time.

As with measurements on polycrystals, the magnetisation of the Bi-2212 single crystal appeared as a strong signal and the SQUID had
no trouble detecting a signal from samples of a few milligrams in size. Nevertheless, the SQUID did have problems detecting shards approaching a line, and a better response was obtained from 5 mg in 2D square shape than from a 25 mg long strand, for example.

6.3 Equipment - SQUID

Empirical magnetic data for this project was centred on the use of the Magnetic Property Measuring System (MPMS) commercially produced by the Quantum Design company, colloquially known as the SQUID. Magnetic fields to \( \pm 7 \) Tesla can be generated, and sample response measured over a temperature range of 2-400 K. It is the same apparatus as used previously for detection of the VHS in (Bi,Pb)-2212.

The SQUID measures the bulk (macroscopic) moment, the sum of all magnetic responses within the range of the scan. For example, less than one thousandth mole of manganese(III) oxide, \( \text{Mn}_2\text{O}_3 \) (\( \chi_{\text{molar}} = 1.41 \times 10^{-6} \text{cm}^3\text{mol}^{-1} \)) will overwhelm a whole mole of diamagnetic copper metal (\( -5.46 \times 10^{-6} \text{cm}^3\text{mol}^{-1} \)) to give a paramagnetic reading. One mole of the famously diamagnetic bismuth contaminated with 0.01 mole of europium would also register as having a paramagnetic moment.

These examples are simple pairings to give a demonstration of results that can be obtained from real life bulk measurements where all possible contributions should be considered.
Changes to intrinsic behaviour can also occur thorough the natural interaction of the sample with the atmosphere in which it exists. The paramagnetic magnesium (\(1.3 \times 10^{-6} \text{cm}^3 \text{mol}^{-1}\)) oxidizes to diamagnetic MgO (\(1.2 \times 10^{-6} \text{cm}^3 \text{mol}^{-1}\)). Conversely, very little of oxygen-containing atmosphere in with the commonly diamagnetic gases, including nitrogen, chlorine, carbon dioxide, fluorides, helium and the other noble gases, is needed for the total gas to provide strongly paramagnetic data. In fact, oxygen adsorbed into solids, or mixed into liquid phases, can be plainly visible in a SQUID measurement.

### 6.4 Mounting of the samples

It was soon discovered that, as previously experienced with the polycrystal, the single crystal BSCCO gave a strong response to the application of a magnetic field. However, due to the brittle nature of the single crystal formation (“fat” film) it was necessary to work with samples of considerably less mass (small, but not weak signal) and concession had to be made to their fragility.

Polycrystal samples are mounted using two straws. One straw is threaded into the other. The sample is held in place halfway down the tube by the pressure between the inner and outer straws. The tip of the outer straw is then attached to the end of the SQUID rod. Both straws are used full length and this provides a constant background of a good sample holder.

The first trials to measure the response of the single crystal used a gelatine capsule stuffed with Teflon® supported by two lengths of
inner straw, one at either end of the capsule. Figure 13 shows a typical response.

![Graph showing magnetic response vs temperature](image)

**Figure 13.** Single crystal in Teflon®, gelatine and straw. The result at an applied field of 50 kOe when the single crystal was mounted in a gelatine capsule padded with Teflon with the capsule held in place by straw.

Note the extreme diamagnetism of the system. The BSCCOs are paramagnetic in the normal state. In this case at temperatures above 70K. There is also extensive distortion of the classic BSCCO form – the situation is not simply that of a very small signal on a background of strong diamagnetism which is usually close to constant over a wide temperature range anyway.
Figure 14. Teflon® magnetic susceptibility. A brick made of folded Teflon® tape and mounted in the same manner as polycrystal samples. Straw layout is uniform along length of measurement. Note the atmospheric oxygen contamination evidenced by the large peak round 54K.

The Teflon® proved to be more diamagnetic than polycrystalline bricks of BSCCO had been found to be paramagnetic, as can be seen by comparing Figures 1 and 14. Teflon® also traps atmospheric oxygen with ease, demonstrated by the rising susceptibility below 100K with a very high peak at the liquid-solid transition. Note the size of the oxygen addition, which arises solely from trapped molecules from the atmosphere.
Plastic straw was also measured as a substance in its own right. Slight oxygen contamination in the straw brick was not a surprise as the brick was constructed by layering together rectangles of the plastic and there is little escape possibility for trapped gas. However, the high tail at the high temperature end, as seen in Figure 15, is uncharacteristic of diamagnetic materials, though does match the feature in the combined materials mounted with the single crystal. This feature disappears as the quantity of localised extra straw mass reduces. In the capsule arrangement this tail could easily come from the support straws on either side of the capsule that do not cover the
site of the sample. Thus the quantity of straw changes dramatically with location.

In practice the response recorded with Teflon® had fascinating and reproducible distortions, in spite of very different mounting arrangements, that disappeared with the removal of the Teflon®. On noting the observations and experiences of earlier work on Teflon®, e.g. [55] and [56], where response varied essentially with reaction to mechanical stresses, it was realised the extent of the difficulties of being able to accurately account for the effect of the Teflon® for each temperature and extract the true response due to the single crystal. Moreover, the presence of the BSCCO mass appeared to increase the contribution of the Teflon®.

A straw-only mount was ultimately found to make the best available sample holder for the single crystals, just as for the polycrystals, with the single crystals able to remain in fixed position just as well as the polycrystals. All samples were mounted in the same manner, with two straws used full length which provides a constant background over the length of the scan.

6.5 Main Polycrystal

Obtaining many data points through the location of the VHS is difficult to achieve. The narrowness of the VHS peak requires steps in doping of the order of 0.0003 holes per Cu. This translates to changes in $T_c$ of a fraction of a degree to be able to show the up and down progression. Such small steps in doping state require minute changes in the anneal temperatures, which are difficult to control at
that level due to such real-life effects as fluctuations in power supply, differences between individual thermocouples of the same material, whether or not other equipment in the room is running, and other mundane events.

Acquisition of a number of data points through the peak was achieved by passing through the VHS a number of times by re-annealing of the sample. The very small increase in anneal temperature that corresponds to an appropriate step in doping for the VHS is less than the everyday fluctuations occurring in a working furnace with cold gas being passed through it. The gas flow through the oven is turbulent and each anneal gives a different pressure as a function of time experience. Temperature also fluctuates over time differently for separate anneals. So a variety of data with closely spaced $T_c$ is achieved by repeating a sample through sequences of very similar anneal conditions to access the small shifts in doping caused by the small-scale changes in pressure and temperature combinations.

In common with other experiments [3], uncertainty in measurement of $T_c$ remains large. Strictly speaking the uncertainty in $T_c$ is larger than the width of the VHS and is accentuated by the need to re-anneal through the VHS a number of times.

Figure 16 shows the shape of the typical BSCCO normal state magnetic susceptibility from a selection of measurements. Referring back to Figure 7 the prediction is that curves near the antibonding VHS will be higher than those far from this VHS. From the theory (equation (1)) the rise to the bonding VHS is not expected to be
detectable until a doping level of around \( p = 0.26 \), or after \( T_c \) drops to less than 17K.

\[
T_c = T_{\text{max}}[1 - 82.6(p - 0.16)^2] \quad (4)
\]

\( T_{\text{max}} \) for the Bi-2212 is 95K.
Figure 17 converts the data to vertical slices through constant ambient temperatures presented as a function of decreasing \( T_c \), as in the overdoped region this corresponds to increasing doping. As previously we see the VHS peak and an increase in the magnitude as doping increases.

Figure 17. (Bi,Pb)-2212 polycrystal magnetic susceptibility versus \( T_c \) showing the VHS over a wide range of ambient temperatures. Aside from the peak at the VHS all curves also show a growing increase in magnitude with increasing doping.
Notice the experimental increase in the magnitude with doping is greater at the colder ambient temperatures. At 270K (Figure 17) the rise from the foot of the VHS to doping of \( p = 0.23 \) is around \( 0.2 \times 10^{-7} \) emu/Oe/g. At 90K (Figure 18) the rise over the same interval approximately doubles to around \( 0.4 \times 10^{-7} \) emu/Oe/g. This implies the growing contribution to the susceptibility with doping comes from a paramagnetic source. Also noticeable is the appearance of the VHS peak at \( T_c = 65K \) instead of \( T_c = 61K \), a difference that appears to arise out of differences in measurement method, as subsequent measurements on a sample from the same pellet showed the VHS location returned to \( T_c = 61K \) when the method reverted to ZFC conditions instead of FC (see Figure 30).

Figure 18. (Bi,Pb)-2212 polycrystal VHS for low temperature isotherms.
Magnetic susceptibility also clearly shows the VHS at isotherms up to, and past, room temperature. This has been a duplicable result. Theory shows diminishing visibility of the VHS with increasing temperature. This reflects the view that the Fermi window only sees the VHS at low temperature, whereas at high temperature it looks out beyond the VHS where the DOS is diminished. Figures 19 and 20 show the theoretical calculations for the magnetic susceptibility magnified from Figure 7 to cover the same doping range as the experimental work.

Figure 19. Theoretical calculations for isotherms in the range 90K-115K magnified to the same doping range as the experiment. Data from [28], new graph created with permission. The theoretical VHS peak is more noticeable at these temperatures. Notice the susceptibility magnitude falls on both sides of the VHS over the doping range. The bonding VHS (calculated to be at around \( p = 0.3 \)) is not yet detectable.
Figure 20. The theoretical calculations for magnetic susceptibility for isotherms within the range 150K-310K. As the ambient temperature warms the susceptibility magnitude flattens out and visibility of the VHS is minimal compared to how noticeable the peak is in Figure 17. Data from [28], new graph created with permission

In this experiment $T_c$ was evaluated for the polycrystal using FC instead of the ZFC of the previous experiment to try to use the difference between the two to put upper and lower bounds on the location of the VHS. It was completely unanticipated to find a difference as large as four degrees for locating $T_c$. This is much too large a shift to be accounted for by the 10 Oe field used. If this large difference had been known about at the start, the $T_c$ measurement time would have been used to do dc only for both ZFC and FC placements of the $T_c$ on the same sample at the same doping level, instead of taking ac as well as dc measurements for FC only. The ac data is slightly noisier FC than previously for ZFC, but does not
contradict the dc data. Data from the control sample demonstrated
the VHS peak at 65K FC is equivalent to a peak at 61K ZFC (see
Figure 30).

From ARPES measurements Kaminski et al [3], detected the VHS
crossing in the doping range of $p = 0.22$ to $p = 0.23$ (or, somewhere
between $T_c$'s of 57K and 67K).

As with ZFC, the rate of change of temperature FC was one degree
per minute plus time during which the temperature is held constant
while the magnetic response is measured. As the VHS normal state
data itself is measured the same way in all cases (applied field of 50
kOe ZFC), one could expect that the anomalous peak previously
measured at 58.9K be now visible at $58.9 + 4 = 62.9$K. The data point
very near 62.9K shows no lift away from the background.

![Figure 21. Effects of reannealing and of measuring ZFC or FC. Sample A shows
the typical shift in $T_c$ that occurs when a sample is repeated through a sequence of
anneal conditions. Samples B and C, from the same ceramic block, have only
been through one sequence of anneal conditions each. $T_c$ was measured
differently. The atmosphere for all three samples is 1 atm of flowing oxygen.](image)
It is noted the ZFC and FC both tend toward showing $T_c \sim 59K$ for a particular anneal. For $T_c$s lower than 59K, a $T_c$ measured ZFC is increasingly less than the $T_c$ measured by FC. Above 59K the relative difference switches and the ZFC measured $T_c$ becomes increasingly greater than that shown by a FC measurement, see Figure 21 for the interchange.

The VHS is not a delicate phenomenon. Regardless of the zigzagging back and forth through doping levels the VHS remains clearly visible and in fixed location. Considering the 2D nature of the cuprates, it would actually be quite exotic physics if there were no VHS. But: if one did not know where to look, it could easily be missed.

Relative scarcity of data between $T_c$ of 58K and 64K is due to mishaps in annealing that can result from the need to change doping levels by very small quantities. Even a change of oven can disturb the anneal process. The gas flow, and therefore the pressures, may change. A different thermocouple can show the same reading for a slightly different temperature. If a subsequent anneal is in reality a little cooler than the previous anneal, this restarts oxygen uptake. The doping state shifts, perhaps backward as well as forward. The magnitude of the susceptibility is also disturbed as loading oxygen into a sample takes much longer than removing it.

HTS practice historically subtracts a Curie-Weiss term to deduct background contributions (from e.g. magnetic impurity phases such as CuO, SrCuO$_2$) and considers the remainder the response from the superconducting layer. This needs reassessment. Triscone’s
polycrystal data (see Figure 23) does subtract a Curie-Weiss term, and still has the monotonic increase in magnetic susceptibility with increasing doping. Cuprate data are traditionally attributed exclusively to the copper oxide planes.

In comparing the data of our polycrystal with the Triscone polycrystal note that each experiment was over a different range of dopings. As well as the monotonic increase in the magnitude of the magnetic susceptibility that accompanies increasing doping, the graphs accentuate the very limited range over which the VHS is visible.

![Graph showing magnetic susceptibility vs. doping]

Figure 22. Our polycrystal data for 200K and 300K isotherms. If we had measured $T_c$ ZFC the VHS would be shifted 4K to the right (towards the higher doping end) and appear at $T_c=61K$.
On the other hand La$_{2-x}$Sr$_x$CuO$_4$, which is not doped with oxygen, does not exhibit a monotonic increase in susceptibility magnitude with doping. It has a VHS at a predicted doping of $x = 0.25$, e.g. [58]. The magnetic susceptibility rises as a function of approach to this doping level. As the LSCO progresses past this point further into the overdoped regime the magnitude of the susceptibility falls off
again, as is consistent with a VHS. The disappearance of superconductivity at the edge of the superconducting zone is very close to the VHS in this material.

Figure 24. The VHS in the magnetic susceptibility isotherms for the single layer cuprate LSCO. Thanks to the authors and publisher of [59] for use of the data.

On the matter of our background not having been subtracted, as is more usual for presentation – we believe significant background to come from the oxygen. It is uncertain how to appropriately account for background that comes with the crystal itself (and therefore absent when the crystal is out of the chamber during the more conventional means of attempts to measure background). Moreover,
magnetic susceptibility background from the oxygen seems likely to include contribution from oxygen that has both increased the total paramagnetism and at the same time bonded sufficiently to the host cuprate to donate holes. Apart from the fact that it is not yet known how to magnetically differentiate the charge donor and acceptor planes, no precedent has been found to explain how much such a contribution should be included as being part of the whole cuprate, or discarded for not coming from the superconducting planes.

From Figures 17 and 18 for the polycrystal and Figure 11 for oxygen we can estimate the quantity of oxygen needed to provide the observed rise in susceptibility with doping. For the BSCCO polycrystal in the temperature range between the onset of superconductivity and 200K the increase in magnitude between the VHS and the doping level at $T_c \sim 60K$ is approximately $0.2 \times 10^{-7}$ emu/Oe/g. Below 200K the susceptibility of oxygen ranges from about 0.0625 to 0.175 cm$^3$/mol$^{-1}$ approaching superconducting temperatures. We can choose the value of 0.05 cm$^3$/mol$^{-1}$ of 250K to increase confidence in the figure not being overestimated. The molar mass of oxygen will be taken as 16g.

First we must convert the oxygen susceptibility units:

$$\chi_m = \frac{\chi_{\text{volume}} M}{\rho} \rightarrow \chi_{\text{volume}} = \chi_m \frac{\rho}{M}$$

$$\chi_g = \frac{\chi_{\text{volume}}}{\rho} = \chi_m \frac{\rho}{M \rho} = \frac{\chi_m}{M}$$

Here $\rho$ = density in g/cm$^3$ and $M$ = molar mass, g/mol.

Therefore, as the Gaussian units are equivalent to cgs emu units:

$$\chi_g (\text{oxygen}) = \frac{0.05}{16} = 0.003125 = 31250 \times 10^{-7} (\text{emu/Oe/g})$$
We would require $0.2 \times 10^{-7}$ emu/Oe/g to get the effect we see, which would come from a quantity of $0.2/31250 = 6.4 \times 10^{-6}$ g of oxygen. Weighing of samples is done on a Mettler AE200 precision balance of readability to $0.1 \times 10^{-3}$ g, which is also the figure of uncertainty – variations in atmospheric pressure or placing a sample at different sites on the pan can vary readings by a few tenths of a milligram. Variation of the order of $10^{-5}$ g cannot be detected. This is the amount of completely free oxygen that would be required for the effect. It does not include magnetic contribution from oxygen in the bismuth oxide layer that has begun some level of chemical interaction with the cuprate, however weak these bonds may still be.

To detect a feature such as the VHS relies on comparisons, not on ability to accurately determine precise values. The very small doping shifts – or changes in oxygen levels – required to pass through the extremely narrow window in the VHS, while delicate to achieve empirically, do serve to accentuate the ratio of the change in magnitude to the changes in $T_c$ shift. The magnitude of the magnetic susceptibility through the VHS changes at a very much faster rate with respect to doping compared to other parts of the phase diagram. Thus, not subtracting a background does not detract much from detection and visibility of the VHS

### 6.6 Single Crystal

Measurements of $T_c$ in the single crystal were done under ZFC.

The single crystal (Bi,Pb)-2212 failed to overdope, but nearer the end of the project was passed through a series of anneals
comparable to the range of anneal conditions applied to the main polycrystal to see if it could still be used as a preliminary gauge as to the location of the VHS. The bulk $T_c$ barely moved but changing oxygen levels near the surfaces could possibly still provide information. During data collection, a control piece of polycrystal was included during these anneals as a comparative guide to the consequences of the conditions. As it is from the same solid state preparation as the main polycrystal it also served as a comparison for the alternative method of measuring $T_c$. The piece measured was small and flat in an attempt to mimic the shape of the single crystal and was half the mass of the main polycrystal sample.

The basic form of the Bi-2212 magnetic response is evident in the data for the single crystal, as shown in Figure 25. This data does not show a smooth monotonic evolution with doping. In view of the dominant relative contribution of molecular oxygen to the susceptibility (see below) this erratic variation could simply arise from variations in adsorbed oxygen in a crystal which easily delaminates thus exposing large internal surfaces.
Figure 25. The temperature dependence of the normal –state susceptibility for the (Bi,Pb)-2212 single crystal raw data at high field.

Figure 26 has detail of the low temperature region where it is particularly noticeable the action contributed by the changing oxygen levels. Note that the high-temperature data appears to coincide with each other. But when enlarged, as in Figure 25, the detail of the variation in normal-state susceptibility can be seen.
Figure 26. Low temperature T-dependence of the magnetic susceptibility for a progression of (Bi,Pb)-2212 single crystal anneals. Samples are first aimed at extreme overdoping, then are annealed through a sequence of increasing temperatures to extract oxygen to move through decreasing doping steps.
Of note in Figure 26 is the variability of the susceptibility below $T_c$ as the material is subjected to ongoing oxygen treatment. When the anneal temperature is changed from 352°C to 354°C the sample experiences more than 12 further days in the pure oxygen atmosphere. The magnitude of the susceptibility increases, the oxygen peak at around 50K indicates that the apparent decrease in diamagnetism is due to the infiltration of molecular oxygen that has not yet completed chemical bonding with the cuprate. At the next anneal at 357°C the paramagnetism decreases again as there is less free oxygen and probably more oxygen chemically bonded into the structure. As time passes and the annealing steps progress, the bonding of atomic oxygen increases further and the paramagnetism of the oxygen begins to be overtaken by the diamagnetism of the superconductor. Finally, oxygen begins to penetrate far enough towards the middle of the crystal that movement of $T_c$ can be detected. The oxygen is continually entering the crystal and over time the dominance of the paramagnetism of the oxygen or the diamagnetism of the superconductor can compete until the bulk of the new chemical bonds are completed throughout the entire crystal and excess oxygen expelled.

The original anneal temperatures for the single crystal were between 300 and 315°C, chosen because of their success in reaching a satisfactorily overdoped state in the polycrystals. Continued efforts with the single crystal at such temperatures failed to make headway in doping because of the low diffusion and the need for oxygen to diffuse on a scale of millimetres for the single crystal rather than micrometres for the polycrystal. The mistake was made of trying to
anneal too far too soon, as works well for the polycrystal. Although the time constraints meant the single crystal was tested for the VHS before it was in a suitable overdoped state, it can be said that reaching the antibonding VHS in a single crystal appears to be possible. Aiming for an initial overdoping of a much warmer anneal temperature, such as 340 to 345°C, would be beneficial. Here, the initial anneal conditions were aimed to reach doping beyond the “anomaly” at $T_c \approx 59K$ to be able to test for this as well as the antibonding VHS, allowing also that these phenomena could be shifted a little compared to where they are found in the polycrystals. Start temperatures of 300-315°C were just too cool to make practical headway in doping a macroscopically sized crystal. The use of a HIP furnace to apply high pressure would also help enormously in achieving high doping levels in single crystal.

Plotting the susceptibility as a function of anneal conditions in lieu of critical temperature may demonstrate the placing of possibly both the VHS and, like the polycrystal, an anomaly at further overdoping. Due to the above noted circumstances the piece of single crystal did not dope sufficiently to demonstrate the monotonic rise in susceptibility.
The erratic behaviour seen in Figure 27 may be due to variability in adsorbed molecular oxygen. Based on the calculations for the main polycrystal just $3.2 \times 10^{-6}$ g of oxygen, or $10^{-7}$ mole of O$_2$, would be needed to account for the requisite changes of $10^{-8}$ emu/Oe/g in the magnitude of the susceptibility. However, in spite of the ever changing oxygen levels the peaks only occur after weeks of annealing and only for specific anneals, after which the magnitude lowers again. The possibility remains that the VHS can be seen even through this level of oxygen activity. There also occurred a second spike during those weeks, which may correspond to the anomaly seen in the polycrystals.
The spike that may correspond to the antibonding VHS occurs from anneal conditions appropriate to produce a VHS spike. The other spike is within the range of anneal conditions that have produced the anomaly in a polycrystal, but at exactly which anneal conditions will show the anomaly for a specific sample is possibly sample dependent. Without being able to measure the $T_c$ corresponding to this spike we can conclude little.

6.7 Control Polycrystal

As noted, after the single crystal was started on the series of anneals designed to pass through the VHS, a control polycrystalline sample of (Bi,Pb)-2212 was included in with the same treatments. The aim was to obtain an idea of the $T_c$ produced by these conditions. The control polycrystal was from the same solid state preparation as the main polycrystal sample and served also as a reference for the FC polycrystal data. Figures 28-30 show control polycrystal data for comparison. The samples were put through a sequence of steadily increasing anneal temperatures. That is, there was no reannealing backwards and forwards through sites to gain an increased density of data points relating to a phenomenon. In the control polycrystal the VHS showed as a result of the anneal temperature of 361°C and the “anomalous spike” occurred from an anneal temperature of 357°C. The single crystal “VHS” and “anomaly” spikes arose from anneal temperatures of 359°C and 352°C respectively. These shifts in temperatures compared to the polycrystal may indicate effects of different geometries.
Figure 28. (Bi,Pb)-2212 Control polycrystal raw data.

Figure 29. Control polycrystal susceptibility as a function of anneal conditions.
Figure 30. Control polycrystal VHS and anomaly of an example isotherm to show the comparison with the previous results of Figures 1 and 2 and the Main polycrystal of this experiment.

The control polycrystal confirms the location of the VHS peak at a $T_c$ a little greater than 61K, ZFC, with a repeat of the unexpected spike in the magnetic susceptibility at a $T_c$ a little less than 59K. The monotonic increase with doping is also present.

* * * * *

Again, the VHS peak was visible in the susceptibility over only a very small range of doping. Precision control of anneal conditions could possibly be able to give quite high resolution of the peak. In practice this level of control is unlikely to be realised. The idealised situation would be to run the entire sequence of anneals in the same furnace with the same thermocouple and no external influence on the anneal.
temperature. This includes such considerations as no repairs to the equipment, no fluctuation in power supply and always the same level of usage of neighbouring furnaces. Furthermore, the anneal supply of oxygen flows through the oven with turbulence, which potentially subjects the sample to variations in pressure. Even for a polycrystal this can contribute to a sum total of such minor disturbances to the anneal history that is sufficient to be noticeable above the control needed to pass though the vHs. Small deviations on their own may be inconsequential to the result but a number of such contributions occurring simultaneously may add up to a sequence of temperature and pressure variations that result in the compound effectively being oscillated through heating and cooling, albeit by fractions of a degree, which noticeably disturbs the doping. Disturbance is also caused by the need to keep reannealing to pass several times through the VHS to get a significant number of data points.

As previously, the magnitude of the unexplained anomaly was higher than the VHS.

Ohkawa [60] commented, “Because of the large anisotropy of CuO$_2$ planes, it is quite reasonable to argue that logarithmic van Hove singularities must be observed in various experiments. On the other hand, the absence of clear van Hove singularities in actual experimental data implies that logarithmic van Hove singularities in cuprate oxides are too weak to be observed.” We find it not at all weak, though in magnetic susceptibility measurements in the Bi(Pb)-2212 visibility is over an extraordinarily limited range of doping states. The VHS could be expected to be washed out as BSCCO is notoriously afflicted with disorder. Other cuprate HTS should offer clearer evidence still of the VHS in various normal-state properties.
As the antibonding VHS is so well located by the use of Fermi liquid theory, we will consider it a reasonable guide also to the location of the bonding VHS, even though experiment has not yet been able to dope this far. For the Bi-2212, calculations using equation (1) show the bonding VHS occurs at a doping level of about $p = 0.3$.

Through use of magnetic susceptibility we find the VHS is placed away from optimal doping, or away from where people were originally expecting to see it. Instead, we are finding the VHS rather nearer the vanishing of the superconductivity. Figure 31 illustrates the emerging trend.

![Figure 31. VHS locations. LSCO has one copper oxide layer. Bi-2212 has two copper oxide layers. Phase diagram reproduced from [16], copyright 2000 of IOP. VHS labels added.](image-url)
(Note: If $T_c$ were to show increase with the increase in the DOS at the VHS, the peak would be shifted in relation to the foot. We do not see $T_c$'s out of sequence for either ZFC or FC measuring conditions such as for the examples shown in Figures 1, 18 and 30.)

Further work is needed to confirm these results for other HTS materials, but so far, indications are that:

1. In single layer cuprates, the VHS will be located near the end of the superconducting dome, where $T_c \to 0K$, rather than near the highest $T_c$ as suspected in the early 1990's.
2. In bilayer cuprates, the bonding VHS still retains a majority-carrier Fermi surface, enabling the antibonding VHS to occur at a higher $T_c$, or closer to optimal doping. But the superconductivity will still collapse near the bonding VHS.
3. $T_c$ is not locally increased by the noticeable increase in the DOS provided by the VHS.

Such facts inspire a new look at the role of the VHS.

Other than the peak in the density of states, the very definite characteristic the VHS has is the change between hole-like and electron-like conductivity.
7. Research of Others

7.1 Normal state resistivity under the superconducting dome

Boebinger et al. [64] tried to measure normal-state resistivity of the superconducting dome by using a 60 T pulsed magnetic field. Very high magnetic fields are required to suppress the superconductivity of the HTS materials. Until subjected to such treatment, the nature of the normal state under the superconducting dome remained a mystery. The results of Boebinger et al. for LSCO are shown in Figures 32, 33 and 34.

They find “..that all underdoped samples (x<0.16) show low-temperature insulating behaviour,....”. While this is true, we find inspection of the x=0.15, x=0.17 and x=0.22 data, for both a,b and c-axis directions, shows remnants of superconductivity. In such a case, lack of insulating $\rho(T)$ behaviour can be expected. If Josephson coupling strengthens with doping it is conceivable a higher magnetic field becomes necessary to fully suppress regions of superconductivity. Indeed, Castellani et al. [65] also note that the data of the higher doping “is likely still affected by superconductivity effects”. In other words the ground-state insulating behaviour persists beyond optimal doping.
Figure 33. enlargement of the Boebinger ab-plane data for overdoped samples. At a doping of $p=x=0.17$ the resistivity at low $T$ appears affected by residual superconductivity which clearly in this case has not been fully suppressed. Reprinted (figure 1) with permission from, G. S. Boebinger, Yoichi Ando, A. Passner, T. Kimura, M. Okuya, J. Shimoyama, K. Kishio, K. Tamasaku, N. Ichikawa, and S. Uchida, Phys. Rev. Lett. 77, 5417. Copyright 1996 by the American Physical Society. http://link.aps.org/doi/10.1103/PhysRevLett.77.5417
The data of Boeinger et al. shows the material has both the temperature dependent MIT and the doping dependent change from insulator to metallic. Figure 35 shows resistivity as a function of temperature for a sequence of doped Ca$_{1-x}$Li$_x$Pd$_3$O$_4$ where the doping dependent MIT is the only MIT and is unaffected by Mott-Hubbard physics.
The normal state under the superconducting dome is difficult to even partially access for many of the cuprates due to the extremely high fields needed to repress the superconductivity. Or, in a Mott material, the temperature dependent MIT could be evaluated in part by measurements of bond length as a function of temperature at different doping levels. A Mott transition from metallic to insulator will be accompanied by increasing bond length.

Figure 35 Ichikawa and Terasaki find the doping dependent MIT of Ca\textsubscript{1-x}Li\textsubscript{x}Pd\textsubscript{3}O\textsubscript{4} between doping levels of x=0 and x=0.1 [66]. Reprinted (figure 3a) with permission from, S. Ichikawa and I. Terasaki, Phys. Rev. B 68, 233101. Copyright 2003 by the American Physical Society.  
Meanwhile, the normal state resistivity ($\rho$) has also been measured under the dome for an electron doped cuprate, $\text{Pr}_{2-x}\text{Ce}_x\text{CuO}_4$, [67], where a lower field is needed to suppress the superconductivity. For this cuprate too, $d\rho/dT$ of the ab plane is found to be negative (the insulator-like characteristic) also at less than optimal doping, which they find to be near a MIT. The behaviour of the c-axis resistivity with doping is not mentioned.

It appears the resistivity changes steadily as the material evolves from insulator to metallic, and these insulator characteristics persist even into the superconducting dome. This is seen in most, possibly all HTS.

### 7.2 Cuprate Bond-length Data

The Mott MIT can be physically observed in terms of a critical bond length. Fijalkowski and Grochala [68] have collected a multitude of experimental data correlating bond length with superconductivity in the cuprates. Their data is presented graphically in Figure 36.
Below 140K the antiferromagnetism of cupric oxide is independent of temperature. The dashed line marking out a dome shape is intended only as a guide to the eye.

They find an optimal bond-length of 1.92Å, which they dub a “magic” bond-length. In Figure 37 is shown how $T_c$ varies with Cu-O bond length for six of the cuprate families.

Figure 36. Relation of $T_c$ to Cu-O bond length for various hole-doped and electron-doped cuprates. Data from [68]; Karol Fijalkowski and Wojciech Grochala, *The ‘magic’ electronic state of high-Tc cuprate superconductors*, Dalton Transactions 2008, DOI: [10.1039/b802879f] – Reproduced by permission of The Royal Society of Chemistry. Below 140K the antiferromagnetism of cupric oxide is independent of temperature. The dashed line marking out a dome shape is intended only as a guide to the eye.
Figure 37. $T_c$ vs bond length for six cuprate families. Use of data from [68]; Karol Fijalkowski and Wojciech Grochala, *The 'magic' electronic state of high-Tc cuprate superconductors*, Dalton Transactions 2008, DOI: [10.1039/b802879f] – Reproduced by permission of The Royal Society of Chemistry. The members of the La family with the bond length near 1.94 Å incorporate both Ba and Ca in their stoichiometry.
These materials show a generalised trend of either decrease in \( T_c \) as bond length decreases (becomes more metallic) from 1.92Å, or increase in \( T_c \) as bond length approaches 1.92Å from the insulating side. Those that approach this bond length from the insulating side have a tendency to achieving higher \( T_c \)s than those that approach Fijalkowski and Grochala’s “magic” bond length from the metallic side. Bearing in mind Mott’s critical bond length, the superconductivity of the material appears to be correlated to the resistivity of the normal state, which here shows as a generalised trend over a wide range of the known HTS.

### 7.3 Superconductivity as a function of normal state resistivity

As noted earlier and shown in Figure 38, the phase diagram of the cuprates could be instructively presented as a function of temperature (\( T \)) and resistivity (\( \rho \)), instead of temperature (\( T \)) and doping (\( p \)). Alternatively, the view could be the phase diagram is a function of temperature (\( T \)) and conductivity (\( \sigma \)). Resistivity is, of course, a function of temperature as well as of doping, but we can focus our attention on how the resistivity changes with doping for a fixed temperature and repeat this activity for a variety of temperatures. The important matter is awareness of how the superconductivity changes as normal state conductivity varies with doping.

The closure of the pseudogap (the point where the pseudogap \( T^* \) line extends to 0K in Figure 38) in the lightly overdoped regime is considered by many to possibly mark the existence of a quantum critical point. At \( x (=p) = 0.18 \) or 0.19 is where the pseudogap closes.
in many HTS [69]. Using LSCO as a model, Uchida [14] puts this critical point at doping of around $x=0.18$ and remarks, “Nothing is special near $x=0.18$, but a different type of anomaly starts to develop when $x$ exceeds ~0.18.”

Figure 38. Cuprates phase diagram adapted from S. Uchida [14] showing trends with increasing conductivity.$^1$

---

Granular aluminium can have its $T_c$ measured as a function of resistivity, which traces out a dome [34]. In their study of the MIT in granular aluminium Dynes and Gamo [34] find maximum $T_c$ in the granular aluminium at resistivity where $k_F\lambda=1$, where $\lambda$ is the mean free path, a parameter important with regard to properties of metallic superconductors e.g. [33], and note it is near here Mott predicts an abrupt MIT. Their comment is, “Although it is clear that nothing precipitous happens here, it is at this point that there are changes in the material which ultimately result in the metal-insulator transition at a resistivity three to four orders of magnitude higher.” They do not show the superconductivity data to this point but state that the MIT is where the superconductivity vanishes.

Granular superconductors consist of grains of metal – metallic BCS superconductors - covered with an insulating layer. An ideal granular superconductor has grains of all the same size. The superconductivity is controlled by the grain size and the thickness of the insulating layer that covers the grains.

Deutscher [33] considers comparison of granular superconductors with the HTS superconductivity to be “instructive”. It is certainly interesting to consider the superconductivity of various materials as a function of resistivity. He also comments [p 64, 33], “It is in general difficult, and in fact practically not possible, to start from an arbitrary metal and to bring it up to a M/I transition of that kind by the use of some control parameter.”

While going as far as a MIT within a single element may be not possible, at least for now, we may still be able to acquire empirical measurement of $T_c$ versus resistivity for elements that superconduct. Buzea and Robbie [5] compile data for the superconductivity of
many elements as a function of pressure, and record a similarity between pressure and doping, at least in its effect on the development of superconductivity in ferromagnetic and antiferromagnetic materials. Even with the various methods newly applied to the elements to induce superconductivity, the very good metallic conductors copper, silver and gold remain unable to superconduct.

![Graphs of Tc versus pressure for elements](image)

Figure 39. Examples of T_c versus pressure curves for elements. Reproduced from [5] with permission. Copyright 2005 IOP Publishing.

The original metallic superconductivity did better in the “bad” metals. It would be interesting to return to the elements with the goal of concurrently measuring resistance and/or bond length as T_c changes with increasing pressure.

The superconducting T_c relationship with normal state electrical conductivity is rather spread, but the effects of pressure on
superconductivity in the elements are concentrated on those of lower normal state conductivity (Figure 40).

Figure 40. Superconductivity vs normal state conductivity for the elements under both ambient conditions and applied pressure. The stray element with electrical conductivity of $0.3 \times 10^6 \, (\Omega \text{cm})^{-1}$ that still can reach a $T_c$ of 15K is calcium, and the pressure needed for this is 150 GPa. Permission granted for use of data: the superconductivity $T_c$s from [5], normal state conductivities from [70].

It has been noticed the success of pressure in producing high(er) $T_c$s, or simply to induce superconductivity, and the point of view has developed that pressure may have equivalence to doping. Since the HTS materials of interest grow out of Mott insulating transition-metal...
Transition metals and transition metal compounds comprise a significant part of the interior of the planet. Although the copper compounds have not been their first choice for study, geophysics has been enthusiastically submitting materials of transition metals to high pressure studies ever since it was first possible to control such parameters under laboratory conditions. Iron compounds in particular are very well examined and in spite of the differences between the ferromagnetic iron and the diamagnetic copper, a look at the knowledge gained by the earth sciences about transition metal compounds, Mott insulators and the Mott transition may help to resolve some of the HTS questions. Studies include the antiferromagnetic hematite, \( \text{Fe}_2\text{O}_3 \) and the even valence \( \text{FeO} \). Since the discovery of the iron based HTS [71], one of the proposals that has risen in HTS is that even valence of the transition metal within the compound has importance to the development of the superconductivity. Geophysics high pressure studies find that materials of either odd or even valence of the transition metal can pass differently through the Mott MIT.
7.4 Doping compared to Pressure

7.4.1 Magnetic breakdown as a function of pressure

Pasternak and Taylor [72] were particularly interested in studying the high pressure transition as it occurs in Mott insulators. They conclude:

“...it is possible to obtain clear details of the HP [HP = High Pressure] state of magnetism in Mott insulators. It was shown that those materials that do not undergo a spontaneous Mott transition which results in a magnetic collapse, e.g., NiI$_2$, Fe$_2$O$_3$, will eventually undergo a HS $\rightarrow$ LS [HS = High Spin, LS = Low Spin] transition. In the case of even-valence configurations the spin-crossover will lead to diamagnetism and in the case of odd-valence configuration, to the gradual deterioration of the direct exchange and superexchange interactions and to the ultimate closure of the Mott-Hubbard gap.” (italics theirs)

They attribute the appearance of diamagnetism in systems with an even number of d-electrons to a transition from high spin to low spin as the decrease in interatomic distances causes crystal field splitting. For example, Hund’s rule breaks down in FeO. The high pressure leads to higher energy densities, which in the transition metal compounds leads to the splitting of the d-orbital energy levels. When the energy levels are separated by a large gap - a big split - it is difficult for electrons to reach the higher energy and it is energetically more favourable for the electrons to pair spin up/spin down to fill the orbitals of the lower levels. This pairing formation is termed “low spin”. When the energy splits by a small amount so the levels are separated by a small energy gap it is much easier for an electron to attain the higher energy level, and it is energetically favourable for electrons to jump this gap to place one electron in each orbital with the spins all in one direction, before filling orbitals with paired spin. This is the “high spin” formation.
Pasternak and Taylor consider many transition metal compounds including (alpha-) hematite, Fe$_2$O$_3$ which “with its large optical gap can be regarded as archetypical of a Mott insulator.”, and the general group RFeO$_3$, where R is a rare earth element. These compounds overall are “well known antiferromagnetic insulators with very large optical gaps.” It may be observed that with some of the oxygen replaced by alternatives such as arsenic and fluorine, the valence of the iron – the transition metal – is altered and superconductivity may be attained (for example La(O$_{1-x}$F$_x$)FeAs, -or LaFe(O$_{1-x}$F$_x$)As [73]- instead of LaFeO$_3$).

Takele and Hearne [74], motivated by the conditions in the interior of the earth, concentrate a study on the changes in FeS under high pressure. FeS is stoichiometric. They do note that transition metal sulphides can be compared with transition metal oxides. Both oxygen and sulphur are chalcogens. Incidentally the valence of iron in this compound is 2$^+$. Briefly, a magnetic signature appears at ~3 GPa (with a dramatic jump in conductivity) at room temperature and disappears at ~7 GPa. Their ability to monitor the changes down to a temperature of 5K lead them to describe the nonmagnetic state at P > 7 GPa as being diamagnetic. For this compound resistivity measurements showed that throughout the attainable pressure range dR/dT remained negative.

7.4.2 Conductivity as a function of magnetic breakdown
Patermarakis et al. [75] study the magnetic transition of pure hematite without pressure as a variable. In $\alpha$-Fe$_2$O$_3$ the Néel temperature occurs at 956K, with what is known as the Morin transition at ~265K where the magnetic ordering changes from
perpendicular to parallel to the c-axis. Magnetic susceptibility is approximately constant at $T > \sim 275K$ with a dramatic drop below 265K, then levels off to constant again with much decreased moment at $T < \sim 225K$. At the low temperature constant-moment state the material is in the antiferromagnetic phase. In the constant-moment phase at higher temperatures above 275K the net magnetic phase is weakly ferromagnetic, due to canting of the perpendicularly aligned spin. The change from the ferromagnetic to the antiferromagnetic region is called a spin-flip transition and they found this magnetic transition to take place over a significant temperature range, extending from $\sim 230K$ to $\sim 330K$ (exact endpoints dependent on parameters and definition).

This type of behaviour is observed in the magnetic superconductor RuSr$_2$GdCu$_2$O$_8$ [76]

Patermarakis et al. were particularly interested to see how electrical conductivity develops with the change in temperature and to correlate it with the magnetic transition. They found a wide peak in the conductivity (or equivalently, a wide inverse peak in resistivity) that spikes around the Morin transition, the temperature of conversion between weak ferromagnetism and (strong) antiferromagnetism. This occurs without pressure or doping. — The conductivity jumps at the magnetic transition.

They point out that overall the magnetic and conductivity transitions occur concurrently.
7.4.3 Conductivity as a function of Pressure
Pasternak and Taylor [72] measured the resistance of hematite as a function of pressure. From $P = 42$ GPa to $P = 59$ GPa the resistivity dropped – or the conductivity increased - by several orders of magnitude. At $P < 42$ GPa the resistance was insulator-like and at $P > 59$ GPa was metallic, as confirmed by $dR/dT$ curves. For the intermediate pressures the material showed a mixture of phases. Incidentally, their Mössbauer spectra as a function of pressure fitted the existence of a magnetic moment at $P < 42$ GPa, a mixture of magnetic and nonmagnetic components at $42$ GPa $< P < 59$ GPa, and nonmagnetic only at $P > 59$ GPa. In the compound $\text{LaFeO}_3$ they found a mixture of metallic and gapped states between 70 and 120 GPa, with the insulator-like resistivity below 70 GPa and the metallic above 120 GPa. It has been found to be quite normal for the materials to pass through three distinct resistivity regimes as pressure progresses, and the resistivity changes to be accompanied by a magnetic transition.

7.4.4 Conductivity as a function of Doping
Doping a semiconductor to achieve a desired level of conductivity is a common and well-understood practice. The cuprates are a prime example of a material being doped. The undoped parent is a superb insulator. Doping can progress carrier by carrier from this insulating state right through to metallic. Few substances can be doped through such a large range of conductivities.

7.4.5 Magnetic Breakdown as a function of Doping
Perhaps less obvious is the impact of doping on magnetism, particularly in an antiferromagnetic material. Hole-doping introduces
fundamental changes to the local spin and the long-range order. Removing the spin one-by-one changes the magnetism locally, then the local changes merge. Long-range order also begins to break down. Eventually, after a gradual transition as a function of the doping, the changes extend throughout the entire material and a new magnetic state has replaced the old.

Changing conductivity by doping changes spin density and arrangement. As described earlier, the hole doping not only changes conductivity, but in the cuprates is also an agent for breakdown of the antiferromagnetism by a progressive frustration mechanism. That is, the changes are not generally abrupt.

***

7.4.6 Equivalence of Doping and Pressure
The preceding illustrates the effects of pressure, and the coexistence of conductivity and magnetic transitions highlight the interwoven nature of the phenomena involved. There are indeed similarities in the effects of doping and pressure on the one hand, and a relationship between electrical conductivity and magnetism, or magnetic breakdown, on the other. Especially in Mott materials the magnetism and conductivity are intimately interwoven.

Generally, doping and pressure both cause concurrent change in magnetism and conductivity.
Pasternak and Taylor [72] refer to changes in band structure caused by the increased energy densities and changing relation between $W$ (d-band width) and $U$ (on-site repulsion) under megabar pressures.
The theoretical treatment of Suzuki and Otani [77] of solid oxygen under pressure obtained the result the pressure-induced MIT occurs because of band overlapping. Band overlapping is what happens when a degenerate semiconductor is doped into the regime of behaving as a metal.

Next we return to the topic of degenerate semiconductors to add detail from available knowledge. We will particularly notice p-type degenerate semiconductors, oxide semiconductors, and early superconductivity in ceramics.

7.5 Degenerate Semiconductors (ii)

The possibility of superconducting semiconductors was considered early e.g. [78]. The existence of such materials in reality was well confirmed in the 1960s with the observation of superconductivity in degenerate semiconductors such as GeTe, SnTe, SrTiO$_{3-x}$ and Sr$_{1-y}$Ba$_y$TiO$_{3-x}$ [corresponding refs in 79]; and in (Ba$_x$Sr$_{1-x}$)TiO$_3$, and (Ca$_y$Sr$_{1-y}$)TiO$_3$ [80]. All known such materials were strongly polar compounds with high static dielectric constant. Some are ferroelectric in the insulating state [80]. Non-polar semiconductors were considered incapable of superconductivity due to insufficient screening being available to the charge carriers [81].

“Encouraged” by the initially comparable results between polycrystals and single crystals, researchers were very soon studying the degenerate semiconductor superconductors in the ceramic form obtained from standard pressing and sintering [80].
From the dielectric properties of the materials it was believed $T_c$ varied according to changes in the symmetry or lattice parameter of the semiconductor [80], and that to cause variation of $T_c$ in those superconducting ceramics they needed to: either apply pressure, or substitute ions, or change the oxygen stoichiometry (where possible). Superconductivity was a function of the changes.

The titanates are n-type, the tellurides p-type superconductors. The superconductivity was attributed to strong electron-phonon coupling with effective mass and dielectric properties playing an important role e.g. [79], [80], [82]. Crucially, they attempt to describe how $V$ (the pairing strength of BCS theory in equation (2)) alters for an insulator-type material (rather than metallic), and in the presence of a high dielectric constant. In polar semiconductors the polar interaction of the background ions due to the added charge carriers is a very effective screen of the Coulomb interaction [79], [83]. At low frequencies the Coulomb interaction is well screened. When the dielectric constant falls at high frequencies the Coulomb interaction is enhanced. In a degenerate semiconductor the charge carriers themselves provide extra screening [84], as in metallic superconductivity. Once the material becomes ferroelectric, the dielectric constant drops markedly, and the Coulomb interaction is strengthened.

After the debut of the very first superconducting semiconductors more were hoped for, and it was thought a good place to look would
be “pseudo-ferroelectrics” (dielectric constant increases with decreasing temperature without the material ever actually becoming ferroelectric) [p 649, 82]. Through searching in this manner the number of degenerate semiconductors known to display superconductivity was extended. Cohen [82] presents GeTe and SnTe as examples of p-type low-carrier-density superconductors. He takes care to point out it is the p-type semiconductor that superconducts, and explains the superconductivity is a bulk characteristic of these tellurides. GeTe could be doped with (excess) tellurium, or with silver.

Much diligence was also put into demonstrating that the superconductivity in SrTiO$_3$ is a bulk effect. The superconductivity of the n-type degenerate semiconductors traced out a dome shape. In the tellurides, the p-type superconductors, the superconductivity traced out the upward curve of the onset of a dome. Doping was not increased to be able to demonstrate the location of a maximum or the vanishing of superconductivity.

Strontium titanate was a particularly curious material, displaying so many interwoven complexities, that Cohen and others [p 654, 82] were inspired to say, “If SrTiO$_3$ had magnetic properties, a complete study of this material would require a thorough knowledge of all of solid state physics.”

Appel does consider the possibility and also does not find the presence of magnetic properties a barrier to superconductivity:

"Finally, let us comment on magnetic impurities. Independent of whether or not magnetic impurities exist in SrTiO$_{3-x}$, we attribute superconductivity to the interaction between electrons and soft-optical phonons. Magnetic impurities will
decrease $T_c$ and affect its n-dependence [n=number of electrons – the charge carriers]. Their effect becomes important if the transition temperature in the absence of these impurities, $T_{co}$, becomes comparable with $\hbar/k_B\tau_s$ where $\tau_s$ is the spin lifetime. Both numbers are comparable for $n = 10^{20} \text{ cm}^{-3}$ if $\tau_s \approx 2 \times 10^{-11} \text{ s}$. The mobility lifetime $\tau_{\mu} \approx 10^{-14} \text{ s}$ at 4.2 K. In general, $\tau_s$ is roughly two orders of magnitude larger than $\tau_{\mu}$, so that the observed $T_c$ values may be affected by spin-flip scattering". [84]

These days degenerate semiconductors are again of research interest, but without aims of superconductivity.

The iron pnictides were discovered by the Hosono Group, who specialise in wide band gap semiconductors. Being familiar with such matters, they recognise at room temperature the fluorine-free, or undoped, La(O$_{1-x}$F$_x$)FeAs as a degenerate semiconductor - in the metallic state. [73]. With fluorine substitution (electron doping) this layered compound becomes superconducting up to 26K and shows superconducting onset up to 32K.

Although the optically transparent semiconductors that interest the Hosono Group do not superconduct, we will take time to also make acquaintance with research on these materials.

### 7.6 Optically Transparent Semiconductors

The concept of see-through materials that can conduct electricity has intrigued the electronics industry with the potential commercial possibilities. Transparent n-type semiconductors were more readily available. With the continuing importance of the p-n junction in electronic devices, motivation existed for the development of p-type
transparent semiconductors, and these have become a speciality of the Hosono Group in Japan. However, p-type wide bandgap semiconductors are not easily encountered and even less so ones where the holes have mobility much beyond insulator level.

Conductive oxides were of interest. They are “different” to the more customary semiconductors, such as silicon, seen in other applications. The first p-type TCO was NiO [85], announced in 1993. The conductivity of the material left a lot to be desired, but it was a breakthrough to have a real-life example. Very soon improvement followed, and now p-type TCOs have been developed to the level of incorporation into working devices. Important materials include CuAlO$_2$, SrCu$_2$O$_2$, and LaCuOCh where Ch is one of the chalcogens S, Se or Te.

From the point of view of electronics, the general problems in developing operative p-type TCOs, with mobility of the holes, can be summed up surprisingly briefly: The valence band edge of oxides is localised on the oxygen 2p orbitals, separated by a wide gap from the cation conduction band. Holes are very localised, or “deeply trapped”, with large effective masses. The result is little mobility of the charge carriers and difficulty in achieving doping. [86], [87]

Solutions to bypass the problems and increase the dispersion of the valence band were formulated. Kamiya and Hosono [86] list three ways this can be done:

1) by decreasing the nearest neighbour oxygen-oxygen distance,
2) by hybridization of cations with orbitals degenerate with the O 2p states,
3) by extending anion orbitals.
Practically, these solutions can be implemented by:

1) Applying pressure thus reducing the volume occupied by a given quantity of participating oxygen, or by doping more oxygen into the same volume,

2) Using d orbitals with energy levels similar to those of oxygen 2p. Copper is a prime candidate, and researchers of TCOs work with Cu⁺. The dispersive band thus produced has a lower effective mass [86] (and the closed shell of the Cu 3d\(^{10}\) was not expected to result in optical absorption),

3) Chalcogens were considered potentially useful e.g. [86].

“Good conduction” was seen in the oxychalcogenides of the form LnCuOCh, where Ln is a lanthanide and Ch is a chalcogen. This material is layered and the low dimensionality works to produce a large band gap via suppressing band dispersions [86], in particular by suppressing the width of the conduction band [88]. LaCuO(S\(_{1-x}\)Se\(_x\)) demonstrates increasing hybridization with increasing x (0 ≤ x ≤ 1), due to the wider spread of the Se 4p orbitals compared to S, and hole mobility is increased [86]. The conductivity increases to degeneracy in LaCuOSe (x = 1) by doping Mg\(^{2+}\) onto La\(^{3+}\) sites [87].

The Hosono group is developing the use of functional nanospace and clathration to achieve desired conductive properties.

SrTiO\(_3\) and BaTiO\(_3\) have been shown to have a level of optical transparency [89]. Although researchers of p-type wide band gap semiconductors naturally stay with the Cu⁺ that admirably suits the
purposes of p-type optical transparency, there are similarities between the cuprous oxide TCOs and the cupric oxide HTS.

The Hosono Group came across La(O_{1-x}F_x)FeAs and other new superconductors through research into new TCOs and other novel semiconductors [90].
8. General Discussion

At the beginning of the project the goal was to use dc magnetic susceptibility to confirm the location of the antibonding VHS in Bi-2212 for comparisons with predictions made by Fermi liquid theory. In our preliminary view of this VHS there had also been another, anomalous, spike in the susceptibility in the extreme overdoped region along with a monotonic-style increase of the magnitude with doping. Neither of these phenomena has been predicted by theory and it was hoped to also investigate their existence. We did make headway with these goals. However, after becoming familiar with both collecting data from this experiment and the results of others, it became apparent the role of the VHS in the cuprates differs to the traditional view that it provides an increased DOS for an increased $T_c$ and that a change in perspective is needed for unravelling the mystery of superconductivity in the cuprates.

It was from the Fermi liquid approach that we knew where to look for the VHS and found its description of the location excellent. In the Bi-2212 the VHS is visible over such a restricted range of doping that exactitude is essential. Due to the monotonic increase in the susceptibility, a confirmed characteristic of the oxygen doped Bi-2212, it is not possible to verify whether the Fermi liquid approach well describes the susceptibility curves as a function of temperature. So far, the monotonic increase is most likely to be related to the use of molecular oxygen as the dopant, and the shape of oxygen magnetic response is the same as that recorded for the BSCCO (e.g. compare Figures 11 and 16). From the VHS, the growth in
magnitude can be as much as 10-15 % after doping only a further 0.01 holes/Cu. Such a rise when the expectation is that values should be falling away again, implies the possibility the shape of the Bi-2212 curves may be dominated by the cause of this effect.

With the focus on the copper oxide layers there is a lack of information on the other layers of the cuprates. Experimental data indicates that oxygen doped cuprates have a magnetic response, increasing with doping, that is absent in non-oxygen doped cuprates. Many scientific fields have studied oxygen in many situations. Oxygen is consistently found to have a strong magnetic signature and is capable of many polymorphs. In the cuprates the doped-in oxygen does not enter the copper oxide layers. Instead, it is taken into what are known as the charge reservoir layers, the BiO layers in the case of the Bi-2212. So far, the contribution of the BiO layer to the total magnetic data recorded for the BSCCO material, especially as oxygen uptake increases, has not been studied. This seems an oversight. This work shows lack of substantial oxygen, or charge reservoir layer, contribution to the recorded magnetic response of the HTS materials cannot be assumed.

As far as the anomalous spike at $T_c \approx 59$K is concerned, we are now satisfied it does not arise from experimental artefact. An explanation remains elusive, but results are included as future research into the far overdoped regime is likely to encounter consequences resulting from this characteristic. We do offer two possibilities for investigation:

- This second peak may result from splitting of the VHS itself, which could occur for example from possible changes to symmetry. Jahn-
Teller effects, Mueller’s motivation for exploring (and discovering) the first HTS [13], induce structural distortion [91]. It may be that such splitting is a signature of structural change and one might fruitfully explore this part of the phase diagram for evidence of symmetry change or structural distortion.

- Or, this too could be related to the use of oxygen as a dopant. Within the structure of the crystal, oxygen may possibly reach a critical packing density or level of chemical interaction with the copper oxide layers at the conditions that produce $T_c \approx 59\text{K}$ on the overdoped side. A change between phases, or between different polymorphs, could show a similar peak in SQUID data, particularly when a magnetic change is also involved. [92]

Two other particularly notable results came out of the observation of the VHS:

1. Repeated passing through the VHS site has never given any indication that the peak in the DOS causes a rise in the $T_c$.

2. The VHS is rather more associated with the vanishing of superconductivity than with the maximum $T_c$.

The lack of increase in $T_c$ at the VHS may appear contradictory to the description of BCS theory and seem as support for proposals that require exotic physics or the invention of new states of matter to explain the superconductivity in the HTS. However, there are other possible explanations. It may simply be that the holes that participate in superconductivity do not ‘see’ the VHS at the zone boundary. This certainly seems to be the case in the underdoped region where superconductivity occurs only on the Fermi arcs near the zone diagonal e.g. [93], i.e. holes that pair may reside in parts of the
Fermi surface away from the \((\pi,0)\) zone boundary. There may also be other characteristics that can intensely affect the pairing mechanism, for example, screening strength.

Electronically the HTS materials are insulators that are doped to reach conductivity. We also know, electronically speaking, that:

1. A material with appropriate 2D characteristics will have a 2D VHS, which will mark a crossover between hole-like and electron-like conductivity.
2. The best HTS have hole-like majority charge carriers.
3. In reaching a metallic state from an insulating state via doping, it is usual to pass through an intermediate semiconductor state, where at finite temperature electrical conductivity occurs before the gap completely closes. The situation can be different at \(T=0\) where an abrupt transition from the insulating to metallic states may be observed. See e.g. Fig. 33 above.
4. Such a metallic state is a ‘degenerate semiconductor’.
5. It does appear to be the case that when \(T_c\) is tracked with respect to \(\rho\) superconductivity seems to be associated with the region near a MIT:
   a) In granular aluminium, the electron-like pairs superconduct in the metallic region and superconductivity is lost on crossing the MIT to the insulator side.
   b) In the cuprates, superconductivity appears in a dome shaped region about the MIT, as revealed by the Boebinger data (Fig. 33).
6. The HTS cuprates have a temperature dependent MIT which shows the materials as metallic at higher temperatures. However, beneath this there is also the progression of a doping dependent MIT.

7. Charge pairing and charge mobility are not necessarily synonymous.

8. Superconductivity in ceramics is not new.

9. Superconductivity in semiconductors is not new.

As well as being doped Mott insulators the cuprates are also oxides. Rather than being naturally endowed with charge mobility, p-type oxides, even as semiconductors, characteristically have ‘stuck’ charge carriers. On the other hand, in polar semiconductors charge is strongly screened. In conventional, non-polar, semiconductors the metallic process of screening is weaker, too weak on its own to allow pairing, particularly to high temperatures e.g. [81]

Earlier it was noted the vertical, temperature dependent, MIT is affected by the horizontal, doping dependent, MIT. This too perhaps could benefit from an about turn in perspective. The horizontal doping dependent insulator to metal movement of a degenerate semiconductor can be hidden by the vertical temperature dependent Mott MIT. At a suitable temperature a material with a temperature dependent MIT will naturally present as metallic. The cooler, insulator, side of the transition may still at the same time be slowly progressing towards metallic via a doping dependent MIT.

This appears to be happening in the cuprates, with further concealment from the superconducting dome which obscures the
nature of the normal state. Above the dome, at warmer temperatures, the material is metallic – as appropriate to a temperature dependent MIT. To the right of the dome, at high doping, the material is also metallic – as appropriate to a doping dependent MIT. At lower dopings and temperatures the material is superconducting and the normal state extremely difficult to access even for a momentary glimpse. To add to the confusion, a semiconductor doped to an extreme level of metallicity looks very much like an intrinsic metal. Now we have information that under the dome there is indeed a regular progression from the fully insulating state towards the metallic state.

Witte [94] recalls the use of polarizability (Herzfeld criterion) to describe in general the valence electron density dependency through a MIT. The valence electrons and atomic ions have an atomic polarizability that increases with decreasing radius until it finally diverges, also known as “dielectric catastrophe”. When this happens the electrons can be considered to become delocalized and conduction therefore becomes metallic. Herzfeld [95] relates the dielectric constant, refractivity and transparency in explaining the concept more fully.

Thirteen years after the discovery of the cuprates Edwards et al. [96] express the relationship in terms of charge carrier concentration and effective Bohr radius (of the localised carrier). They compare various cuprates known at the time with common semiconductors. While they note there are “important differences” to conventional semiconductors, such as the presence of antiferromagnetism and significantly higher static dielectric constants, they nonetheless “…propose that High T_c layered cuprates are doped semiconductors, irrespective
of the level of doping.” and find that in common with the conventional semiconductors, properties such as electrical conductivity are dominated on the insulator side of the (doping dependent) MIT by “…thermally-assisted hopping (and tunnelling) of excess charge carriers between localized states.”

It is interesting that the superconducting ability in Mott insulators was predicted [97] thirteen years before the HTS announcement of Bednorz and Müller by using similar concepts. The treatment was inspired by organic compounds, not the cuprates of the time, but functioned also on considering the material as a Mott semiconductor rather than a Mott insulator. Polarisation was important, and in the favourable circumstances, such a Mott material was found to fall into either a superconducting or a ferroelectric state, but could not be both at the same time.

Research on the iron-based HTS is still in its infancy but preliminary works find large polarizability [98], and in particular that the resultant screening is likely to be strong.

In 2006 a number of HTS researchers provided comments to Nature Physics [99] about the state and future of the field:

“Remarkably the superconductivity itself seems among the least mysterious of the various phenomena in the copper oxides. …” T. Senthil makes a comment reflecting a widespread viewpoint.

Masatoshi Imada wonders why “No theory has been able to explain why most of the doped or metallized antiferromagnetic insulators such as LaTiO$_3$, V$_2$O$_3$, NiS$_2$ and Sr$_2$VO$_4$ do not show superconductivity even at very low temperatures.” If a magnetic pairing mechanism were to be the cause
of the superconductivity in the cuprates it is natural to expect one may find superconductivity in other materials with similar magnetic properties. Theory is deliberately not our consideration at this stage, but from even the briefest of looks at physical characteristics we can begin to see that maybe we could have expected these compounds to not superconduct. LaTiO$_3$ is not only antiferromagnetic but also a relative of SrTiO$_3$ which does superconduct when doped. First, we recall SrTiO$_3$ and the other superconducting titanates are n-type. Then, that ‘good’ p-type conductivity in oxides is remarkably difficult to achieve. LaTiO$_3$ is p-type [100]. Copper is used to support p-type conductivity, titanium supports the n-type. When enough oxygen is doped into LaTiO$_3$ it does become n-type – metallic – and at the same time falls into ferroelectric ordering [101]. Similarly, V$_2$O$_3$ [102] and NiS$_2$ [103] are p-type materials, not n-type, and have the concomitant limitations. Detail on Sr$_2$VO$_4$ was not found.

Matthias Vojta notes interest in the HTS materials arose simply because of the superconductivity:

“Why is $T_c$ so high and how can we make it higher? That is probably the ultimate question in the context of high-$T_c$ superconductivity. …”

and in this context realises…

“But do we need to understand these phenomena [e.g. stripes/competing normal state phenomena] to understand high-$T_c$ superconductivity? …Is it mandatory to understand the pseudogap in order to design materials with higher $T_c$?

… What level of understanding is needed to solve the high-$T_c$ problem?

…Progress will only be made by discerning primary from secondary effects.”

The distinction between understanding the cuprates and understanding their superconductivity may be important.
Superconductivity has three basic requirements:
1. screening of the Coulomb interaction
2. a mechanism that makes the charge carriers join as a pair
3. once pairs have formed they need to have mobility.

P.W. Anderson said two decades before the HTS discovery [104],
“Once bound the pairs must also move:” In the initial search for
superconductivity in semiconductors Ge was tested and found to
remain in the normal state right down to very low temperatures.
Cohen commented [82], “These results were not surprising to most people,
since at such low temperatures, there are very few free electrons in this system,
and it could be argued that this material was not even a conductor let alone a
superconductor.” and notes that generally for superconductivity to
develop in a semiconductor,
“A maximization of the carrier concentration $n$ is essential.”
In other words, the charge mobility comes from the fermions, not
from the bosonic pairing. – Recall the detection of pairs in an
insulator (Stewart et al. [20]).
All three superconductivity requirements are in metals conceptually
satisfied by the same source. With a very high density of extremely
mobile electrons there is a good chance of frequent local excesses
of negative charge. Consequently, screening can result. The unusual
would be for the electrons to be insensitive to the lattice phonons,
therefore when they can approach each other closely enough
exchanging phonons becomes viable. The screening, pairing and
mobility requirements all arise essentially from characteristics of the
two electrons that form a pair.
In the HTS, or in a semiconductor, fulfilment of each of the three superconductivity requirements may be more broadly sourced. This does not necessarily require unusual phenomena. It can however, lead to complications. For example different mechanisms, such as those driving mobility and pairing, can vary differently as a function of temperature and other characteristics.

Are phonons essential to the pairing mechanism in the cuprates? Many believe so e.g. [68], [105], [106], [107]. However, the cuprates appear to become superconducting out of a semiconductor state. Cohen recalls "In the case of a polar semiconductor, a doped ferroelectric, or a doped pseudo-ferroelectric (i.e., SrTiO3) the possibility of strongly coupling electrons to optical phonons arises." [p 637, 82]. The term “phoplasmon” was coined for the resulting coupling of the phonon modes and the plasma modes in the many valley model. BCS theory was formulated for superconductivity resulting out of metallic conduction. While the final establishment of a theory of semiconductor superconductivity appears to have never eventuated, the key concept that in a semiconductor coupling of modes can be expected is another factor that can lead to difficulties in distinguishing cause, consequence and coincidence.

Furthermore, a recurring theme in non-metallic superconductivity is incompatibility of the superconductivity and ferroelectricity. Although this is a concept yet to be studied and confirmed, it leads to intriguing possibilities regarding the status of magnetic ordering in the HTS. Firstly, with the enormous upper critical fields of the HTS materials it is feasible some degree of internal magnetism be possible before superconductivity is destroyed. Secondly, antiferromagnetic ordering is particularly suitable to coexist with
superconductivity, as the bulk field is zero and the effect felt locally thus much reduced – compared to say, ferromagnetism. However, any remnant of magnetic order may be sufficient to deter ferroelectric tendencies and help cause a material to fall into the superconducting state. Multiferroic materials are rare and require specific and stringent conditions to exist [108]. When a material is not a multiferroic, the presence of magnetism automatically ensures protection against ferroelectricity. In this case, such a possible contribution would not even supply one of the three requirements for superconductivity – it would allow the environment for (polar) screening to function. More directly related to superconductivity, we know from geophysics that changes in magnetism can boost conductivity. In other words, effective charge mobility is improved. Local fluctuations in antiferromagnetic ordering may also aid superconductivity in this manner.

In the case of the cuprates the copper too, can protect against ferroelectricity, thus adding to possible reasons the cuprates were the first HTS found. The filled shell of the copper d-orbitals that makes it a particularly able participant in the semiconductor oxides, is also a characteristic that precludes the formation of ferroelectricity.

In a separate vein, the antiferromagnetism is a characteristic of Mott insulators. That is, it is can signal that the material has a wide gap. In addition, the multiple valence states of the transition metals makes them prime candidates for being able to dope to an extended concentration of charge carrier.
At the time of the discovery of superconductivity in the cuprates the HTS displayed other characteristics that were unfamiliar and poorly understood.

1. 2D conductivity, with the consequent VHS.
2. Antiferromagnetic Mott insulators.
3. Strong correlation.

Each one of these concepts was in existence long before the HTS, however, the physics underpinning each one was not well understood.

To the list we could now add
4. (p-type) wide gap semiconductors.
5. Antiferromagnetic semiconductors.

There was also a lack of satisfactory description of transition metals and their related compounds and the name “cuprate” has detracted attention from the fact they are also oxides. As noted by the Hosono Group, oxide semiconductors are “different”.

Particularly in the case of the VHS that results from 2D geometry, physical understanding of the phenomenon appears to have grown as a direct result of its appearance in the HTS. This makes even more difficult the task of differentiating which phenomena are causing superconductivity, which are supportive of it existence, which are indifferent, and which are detrimental. Or even, as may be the case with magnetism, which can give on the one hand and take with the other, so requiring an even more refined viewpoint.

As our oxygen information has come from biology and medicine inspired research, so has our knowledge of any pressure-doping
equivalence come from geophysics, whose major interest is naturally iron compounds. Nevertheless, important information is available about underlying physics relevant to evaluating the superconductivity of the HTS materials. As well as demonstrating a strong link between magnetic transitions and electrical conductivity, geophysics study of the pressure-induced MIT in transition metal compounds shows us it can indeed make a difference whether the transition metal is odd- or even-valence. Like other areas, the earth sciences also note Mott insulators are wide band gap materials. We have found important past and present information on semiconductors that leads to further understanding of the HTS and there are even clues from the first generation superconductors.

We find that the ability to form pairs, the ability to provide an environment where the pairing mechanism may function, and the ability of the pair to move once formed may function as distinct considerations. Many areas of research, perhaps seemingly unrelated in the first instance, have contributed to our view. Overall, the superconducting HTS materials are found to function as semiconductors, not as metals.

To start to build detail gleaned from such a wide base, some suggestions are made for ongoing research that could benefit understanding of superconductivity and lead to the design of further materials:

- Measure the contribution to magnetic susceptibility data from oxygen doped into the charge reservoir layers. In the first instance comparisons of strontium doped LSCO with oxygen doped LSCO would be a guide.
• Evaluate the cuprates as semiconductors.
• Repeat high pressure studies on magnetic-conductivity transitions using CuO and undoped cuprates.
• It would be instructive to suppress the superconductivity as far as possible past the edge of the dome for other HTS to try to confirm normal state resistivity characteristics of a variety of Mott-based superconductors.
• It may also aid superconductivity understanding to measure \( T_c \) as a function of resistivity for superconducting elements as pressure is increased.
• To the multiferroic community, an assessment of the extent of the incompatibility of superconductivity and ferroelectricity could be useful.
• Evaluate what changes happen when the chalcogens Se and S are used in cuprates, particularly LSCO which is most directly related to the TCOs.
• Directly compare further differences and similarities between the cuprous TCOs and the cupric HTS.
• Locate the VHS in the magnetic susceptibility for other cuprates and HTS. Particularly from the point of view of confirming whether it is a general characteristic the VHS (change of charge carrier) remains closer to the vanishing of superconductivity than the maximum \( T_c \).

People who first looked for superconductivity in semiconductors were, “ … motivated by the idea that semiconductors and semimetals could be useful systems for studying superconductivity. This is primarily because these materials are better understood than metals and it is possible to make large changes in the carrier densities and band structures (through alloying and
pressure) to study the dependence of the superconducting properties on the normal-state properties.” [p. 617, 82]

Now we find the second generation superconductors are semiconductors themselves.

9. Conclusion

While a global understanding of the cuprates must include superconductivity, the converse is not necessarily true – to understand the cause of superconductivity in the cuprates, details of simultaneously occurring phenomena do not need to be included, albeit the long-term goal would be to understand the effects such phenomena have on ability to superconduct.

The intense interest in the HTS arose purely out of their ability to carry electrical current without energy loss. We can make the task of understanding this ability much easier by not assuming we must do everything at once. What ignites the pairing of two electrons does not have to involve all phenomena present in a material. Moreover, we should recognise there may exist phenomena that support the existence of a pair while yet being completely unable to cause the pair to form.
As more and more materials and composites are found capable of superconductivity there will inevitably be a continually growing variation in the kinds, combinations and intensities of phenomena that are displayed in conjunction with the superconductivity. We should ask ourselves how often we realistically need an entirely different mechanism to explain the appearance of a phenomenon in yet another unfamiliar material, and when we would do better to concentrate on separating unfamiliar phenomena from the fundamental nature of electrical conductivity and on how a new phenomenon may affect a known superconductivity mechanism.

We must also be prepared for the eventuality that the more correlated a material is, the more cause and effect can become subjective. Agents like pressure or doping cause concurrent conductivity and magnetic transitions. As well as the transitions occurring concurrently, both magnetism and conductivity depend on charge. As a result they are highly interwoven and to extract which is dependent on which can be, in many respects, an academic exercise. In addition, in cases where mobility, screening and pairing are controlled by different phenomena there is ample opportunity for prolonged debate over what is the cause of the superconductivity. Through a variety of experiences and samples the antibonding VHS of the Bi-2212 remains evident. However, the magnetic susceptibility data continues to be dominated by a strong monotonic rise with increasing doping. Before embarking on detailed study of the overdoped regime it would be prudent to first gain understanding of the behaviour, and therefore the contribution, of the quantity of oxygen that is inserted into the HTS to reach such levels of doping.
The magnetic susceptibility data also shows an extra peak close to the VHS on the still further overdoped side (at $T_c \sim 59$K) of the Bi(Pb)-2212. Splitting of the VHS itself is a plausible explanation. However, the data so far may be consistent with this secondary peak being due to the oxygen dopant.

The cuprates contain a crystal structure of a (genuine) 2D nature. Therefore they have a 2D VHS. No evidence has been found to support the idea of the VHS in the cuprates being able to cause superconductivity, in particular of being behind the pairing mechanism. (This would require e.g. structural fluctuations of some sort associated with the proximate VHS). To the contrary, it rather more seems the 2D VHS is associated with disappearing superconductivity as the majority charge carrier switches. Many normal state properties of the cuprates can be accounted for by the presence of the 2D VHS, a phenomenon that occurs naturally when a system shows appropriate 2D characteristics. A material with a 2D VHS will have certain electronic properties, such as a peak in the DOS in the middle of a band and a ground state instability in the Fermi surface when the Fermi energy equals the VHS energy.

Studies on the HTS cuprates, the superconducting semiconductors of the 1960s, the copper-based p-type wide gap transparent semiconductors, the iron-based superconductors, and geophysics work on the Mott transition show a relationship between wide-gapped conductivity and the ability to superconduct. Low dimensionality has been found an effective manner of achieving large gaps. The VHS could be an incidental side effect in the known
HTS, able to affect superconductivity simply because both phenomena occur together in the same material, but neither fundamentally being cause or consequence of the other.

Some complete changes in perspective are found very useful, even essential. We find it greatly beneficial to regard the ‘copper based’ HTS as oxides rather than cuprates. By considering doping to have a pressure-like effect, instead of pressure to be equivalent to doping a wealth of information on the MIT of transition metal compounds is opened to us. Above all, we have found the cuprates are better regarded as semiconductors than as metals, particularly in the superconducting regime, and it is the underlying wide gap semiconductor that is the superconductor.

As Imada notes, a theory for a magnetic pairing mechanism in the cuprates should not only explain why such a mechanism functions in these materials, but also explain why it does not function in the non-cuprate materials with very similar magnetic properties that do not superconduct even a very low temperatures. Even lacking confirmation of the nature of the pairing mechanism, consideration of such non-cuprate magnetic materials [e.g. doped LaTiO$_3$] as semiconductors is able to illustrate why there should be a difference in expectation of superconductivity between otherwise similiar materials. With regard to the copper- and iron- based HTS, the transition metal antiferromagnetic insulators are natural wide gap materials, - with the added bonus of being able to be doped extensively. They also naturally avoid becoming ferroelectric.
As expected we find the antibonding VHS to be an enduring feature of the phase diagram and found its location superbly described by the use of Fermi liquid theory. However, the dominant role of the DOS in the production of the $T_c$ comes from a description of superconductivity specifically formulated for metallic conductivity. Phonons remain strong contenders for playing an essential role in the HTS superconductivity, but screening, pairing and charge mobility in the HTS may result from different sources. For example, electron-electron interaction remains likely to play an important role in the HTS. Knowing what is the pairing mechanism and knowing what are the causes of the high temperatures of the superconductivity are not necessarily the same questions.

As low-dimensionality has been found so effective and practical in achieving functioning wide gap p-type conductivity, we may nonetheless have the 2D VHS with us for a while. However, there are many potential methods available to develop semiconductors to have the attributes that lead to superconductivity in the cuprate – or oxide – HTS materials. Preliminary information suggests similar attributes are behind the HTS generally. With the growing ability to design novel semiconductors we find there are many possibilities ahead of us for the development of superconductivity.
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