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Abstract

Surface enhanced Raman spectroscopy (SERS) is undoubtedly a powerful tool as it allows one to overcome the major disadvantage of Raman spectroscopy: the weakness of its signal. Enhancement factors (EF) of up to $10^{10}$ make it even possible to detect single molecules. However, using it as an analytical tool to make reproducible, quantitative measurements has so far been difficult as the enhancement of the signal is "bought" at the expense of reproducibility: The larger the EF the more the reproducibility of the substrate suffers. This has been dubbed informally the "SERS uncertainty principle" by Natan [1]. While currently a lot of research effort is taking place at the high-EF-side of the spectrum and ever more sophisticated SERS substrates are being explored, in this thesis we would like to make a shift in paradigm and revisit SERS on flat metallic surfaces, which arguably constitute the simplest substrates available. To this end we will show their usefulness in making quantitative measurements and how they are an ideal platform for a new hybrid technique that combines reproducibility and extreme sensitivity with substantial EFs.

For making quantitative measurements two examples are explored in a systematic way: in the first example (Chapter 2) the determination of an unknown, resonant Raman cross-section is demonstrated on flat metallic films (possibly with some surface roughness) and confirmed with measurements done on more commonly used SERS substrates. Here the quantitative measurement is made possible by introducing a reference molecule as a standard and having statistics as our main ally: even though we do not know the exact EF that the individual molecules experience on the various substrates, we know that on average both, the unknown sample and the known reference, experience the same. In the second example (Chapter 3) we use commercially available flat films for which we verify experimentally that surface roughness is irrelevant. By themselves these substrates yield no enhancement – in fact they even quench the Raman signal. Yet they allow us to calculate and control the electric field on the surface which enables us to determine the orientation of adsorbed molecules by using surface selection rules (SSR). While the first example is mostly empirical, the second one allows us to test our theoretical understanding of plasmonic systems with proper numerical calculations that are in excellent agreement with the observed data. Finally, in Chapter 4, we use those flat films in a special configuration (called the Kretschmann configuration) to excite Surface Plasmon-Polaritons (SPP). This not only allows us to combine the spatial homogeneity of a flat surface with useful EFs easily predicted from theory but also to combine the extreme sensitivity of surface plasmon resonance spectroscopy (SPRS) with the analytical power of SERS.

It is not our intention to claim that the work presented here is the first attempt to do analytical work with SERS. Rather the new methods presented in this thesis will add new strategies and tools to the current research effort while the detailed analysis will provide the means to understand them theoretically and in their historical context.
The following publications emerged during the course of this thesis:


Abbreviations used in this thesis (AUITT)

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>chemical symbol for gold</td>
</tr>
<tr>
<td>Ag</td>
<td>chemical symbol for silver</td>
</tr>
<tr>
<td>BFP</td>
<td>back focal plane</td>
</tr>
<tr>
<td>BS</td>
<td>back scattering</td>
</tr>
<tr>
<td>CV</td>
<td>Crystal Violet (dye)</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>EF</td>
<td>enhancement factor</td>
</tr>
<tr>
<td>IR</td>
<td>infrared</td>
</tr>
<tr>
<td>KC</td>
<td>Kretschmann configuration</td>
</tr>
<tr>
<td>LFEF</td>
<td>local field enhancement factor $M_{loc}$</td>
</tr>
<tr>
<td>MSVTO</td>
<td>Mini Shark versus Tiny Octopus, in production</td>
</tr>
<tr>
<td>NA</td>
<td>numerical aperture</td>
</tr>
<tr>
<td>NB</td>
<td>Nile Blue (dye)</td>
</tr>
<tr>
<td>RH6G</td>
<td>Rhodamine 6G (dye)</td>
</tr>
<tr>
<td>RRS</td>
<td>resonant Raman scattering</td>
</tr>
<tr>
<td>SERS</td>
<td>surface enhanced Raman spectroscopy</td>
</tr>
<tr>
<td>SMEF</td>
<td>single molecule enhancement factor</td>
</tr>
<tr>
<td>SP</td>
<td>surface plasmon</td>
</tr>
<tr>
<td>SPP</td>
<td>surface plasmon polariton</td>
</tr>
<tr>
<td>SPRS</td>
<td>surface plasmon resonance spectroscopy</td>
</tr>
<tr>
<td>SPR</td>
<td>surface plasmon resonance</td>
</tr>
<tr>
<td>SSR</td>
<td>surface selection rules</td>
</tr>
<tr>
<td>TM, TE</td>
<td>transverse magnetic (= p-polarization), transverse electric (= s-polarization)</td>
</tr>
<tr>
<td>TIRF</td>
<td>total internal reflection fluorescence</td>
</tr>
<tr>
<td>SPlaC</td>
<td>SERS &amp; Plasmonics Code (see [2], Appendix F)</td>
</tr>
<tr>
<td>⊥,∥</td>
<td>symbol for perpendicular, parallel</td>
</tr>
</tbody>
</table>
Notations used in this thesis

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \doteq )</td>
<td>we demand that the left side is equal to the right</td>
</tr>
<tr>
<td>( := )</td>
<td>we define that the left side is equal to the right</td>
</tr>
<tr>
<td>( [, ] )</td>
<td>this symbol means &quot;unit of&quot;</td>
</tr>
<tr>
<td>( \hat{a} )</td>
<td>Raman tensor</td>
</tr>
<tr>
<td>( \alpha, \alpha^{\text{eff}} )</td>
<td>angle between surface normal and beam axis before, after optical elements</td>
</tr>
<tr>
<td>( A )</td>
<td>absorbance</td>
</tr>
<tr>
<td>( c )</td>
<td>speed of light</td>
</tr>
<tr>
<td>( C_p )</td>
<td>constant used for derivation</td>
</tr>
<tr>
<td>( C_E )</td>
<td>constant used for derivation</td>
</tr>
<tr>
<td>( e )</td>
<td>unit vector</td>
</tr>
<tr>
<td>( \epsilon_0 )</td>
<td>vacuum permittivity</td>
</tr>
<tr>
<td>( \epsilon_m, \epsilon_d )</td>
<td>dielectric function of metal, dielectric</td>
</tr>
<tr>
<td>( \mathbf{E}(t) )</td>
<td>electric field</td>
</tr>
<tr>
<td>( \mathbf{E}(\omega) )</td>
<td>complex electric field amplitude</td>
</tr>
<tr>
<td>( \mathbf{E}_{\text{loc}} )</td>
<td>local electric field in the presence of a metal surface normalized by the electric field strength of the incoming light at the same position but without the metal surface</td>
</tr>
<tr>
<td>( E )</td>
<td>photon energy</td>
</tr>
<tr>
<td>( f )</td>
<td>frequency of light</td>
</tr>
<tr>
<td>( F )</td>
<td>enhancement factor</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>opening angle of a cone</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>decay rate</td>
</tr>
<tr>
<td>( h )</td>
<td>Planck's constant</td>
</tr>
<tr>
<td>( k_0 )</td>
<td>wavenumber of light in vacuum</td>
</tr>
<tr>
<td>( L_m )</td>
<td>local field correction factor</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>wavelength</td>
</tr>
</tbody>
</table>

**Example usage:**

- \( f(x) \doteq g(x) \implies x = 3 \)
- \( f(x) := 3x^2 + 1 \)
- \([c] = \frac{\text{m}}{\text{s}}\)
- \([\alpha] = [\alpha^{\text{eff}}] = \text{deg}\)
- \( A = \log_{10}(T) \)
- \( c = 2.998 \times 10^8 \frac{\text{m}}{\text{s}} \)
- \( C_p = \sqrt{\epsilon_m \epsilon_0 c/2} \)
- \( C_E = \frac{1}{4\pi\epsilon_0 c^2} \)
- \( \mathbf{e} \in \mathbb{R}^3 \text{ with } |\mathbf{e}| = 1 \)
- \( \epsilon_0 = 8.854 \times 10^{-12} \frac{\text{C}^2}{\text{m} \cdot \text{J}} \)
- \( \epsilon_m | = 1 \)
- \( |f| = \frac{1}{s} \)
- \( |F| = 1 \)
- \( |\Gamma| = \frac{1}{s} \)
- \( h = 6.626 \times 10^{-34} \text{ J} \cdot \text{s} \)
- \( k_0 = \frac{\omega}{c} \)
- \( L_m^{1/4} = (\epsilon_m + 2)/3 \)
- \( |\lambda| = \text{m} \)
Notations used in this Text (continued)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{\text{loc}}$</td>
<td>local field intensity enhancement factor</td>
<td>$M_{\text{loc}} =</td>
</tr>
<tr>
<td>$N_{\text{Av}}$</td>
<td>Avogadro's constant</td>
<td>$N_{\text{Av}} = 6.022 \times 10^{23} \text{ mol}^{-1}$</td>
</tr>
<tr>
<td>$n$</td>
<td>refractive index</td>
<td>$n = \sqrt{\epsilon_m}$ for $\epsilon_m$ real</td>
</tr>
<tr>
<td>$NA$</td>
<td>numerical aperture</td>
<td>example: $NA_{\text{Obj}} = n \cdot \sin(\gamma_{\text{Obj}})$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>angular frequency of light</td>
<td>$\omega = 2\pi \cdot f$</td>
</tr>
<tr>
<td>$\Omega, \Delta \Omega$</td>
<td>angle, solid angle</td>
<td>$\Omega = (\theta, \phi), [\Delta \Omega] = \text{sr}$</td>
</tr>
<tr>
<td>$P, p$</td>
<td>power, power-density</td>
<td>$[P] = \frac{1}{s} \equiv \text{W}, [p] = \frac{1}{s\text{m}^2}$</td>
</tr>
<tr>
<td>$\mathbf{P}_L, \mathbf{P}_R$</td>
<td>unit vectors characterizing polarization in excitation, detection</td>
<td>$\mathbf{P}_L, \mathbf{P}_R \in \mathbb{R}^3$ with $</td>
</tr>
<tr>
<td>$\mathbf{p}(t)$</td>
<td>polarization</td>
<td>$[\mathbf{p}(t)] = C \cdot \mathbf{m}$</td>
</tr>
<tr>
<td>$\mathbf{p}(\omega)$</td>
<td>complex polarization</td>
<td>$\mathbf{p}(t) = \text{Re} {\mathbf{p}(\omega) \exp(-i\omega t)}$</td>
</tr>
<tr>
<td>$Q$</td>
<td>fluorescence quantum yield</td>
<td>$Q = \frac{\Gamma_{\text{rad}}}{\Gamma_{\text{tot}}}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>depolarization ratio</td>
<td>$\rho = \frac{d\omega}{d\omega^\perp}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>also: molecule density</td>
<td>$</td>
</tr>
<tr>
<td>$d\omega \equiv \frac{d\omega}{d\Omega}$</td>
<td>differential scattering cross-section</td>
<td>$[\frac{d\sigma}{d\Omega}] = \frac{m^2}{\text{sr}}$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>integrated scattering cross-section</td>
<td>$</td>
</tr>
<tr>
<td>$T$</td>
<td>transmittance</td>
<td>$T = \frac{P_{\text{trans}}}{P_{\text{inc}}}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>angle between light ray and surface normal</td>
<td>$</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Since Fleischmann, Hendra and McQuillan discovered an anomalously large signal of pyridine adsorbed on a silver (Ag) electrode in 1974 [3], surface enhanced Raman spectroscopy (SERS) has come a long way and grown into a large research field with entire books dedicated toward it [2, 4, 5]. While it was fairly soon understood by Jeanmaire and Van Duyne [6] and Moskovits [7] that the observed enhancement of the pyridine signal was of electromagnetic nature, there were other issues to which only recently satisfactory answers were found. Certainly one of the most prominent of them was centered around the question whether SERS allows the detection of single molecules and if so what the magnitude of the single molecule enhancement factor (SMEF) is (see [8–12] for further details).

Fig. 1: Artistic illustration of the SERS process with Ag nano-particles (friendly permission from M. Meyer).

On a practical level SERS allows one to overcome the major disadvantage of the Raman effect: its weakness in signal. Unfortunately this gain is bought at the expense of reproducibility giving rise to Natan’s assessment in a review article [1] that SERS is governed by an "uncertainty principle": either the SERS-substrate’s enhancement factor (EF) is good or its reproducibility - but not both.
This is a rather unfortunate situation as it makes analytical work with quantitative measurements rather difficult. In Chapter 2 we would like to show a strategy how this deadlock can be broken and demonstrate its usefulness by measuring for the first time the resonant Raman cross-sections of Rhodamine 6G (RH6G) for seven excitation wavelengths across the visible range.

On the theoretical side it seems rather surprising that since Moskovits outlined in detail the surface selection rules (SSR) in SERS some 30 years ago [13], so far no one has ever confirmed them experimentally on a flat surface. This may be in part owed to the fact that it is challenging to find suitable experimental conditions with sufficient signal of a probe-molecule. Those conditions and the obtained results are outlined in Chapter 3 and are the most direct demonstrations of Moskovit's predictions published so far.

In the final Chapter 4 the Kretschmann configuration will be discussed at length. Even though this setup is based on arguably the simplest plasmonic system available (namely a flat metallic film), it has received surprisingly little attention over the last few years. In our work we were able to show that with a clever and simple experimental configuration, two complementary techniques (namely SERS and surface-plasmon-resonance spectroscopy (SPRS)) can be combined and the signal efficiently collected. Especially because this latter result was achieved with minor modifications to a standard Raman-microscopy setup (unlike rather cumbersome prism setups described in previous publications), we hope that our results make SERS-microscopy on flat substrates an easily accessible tool.

As for the introduction given in this chapter, we aim at introducing only the most relevant terms and equations needed for understanding this thesis. For a more complete and in depth discussion of Raman spectroscopy and SERS we refer the interested reader to the excellent books available [2, 4, 5, 14].

\[\text{Given the fact that the modification of the Raman signal for a flat metallic surface illuminated from air is not due to a plasmonic effect and enhancement factors are mostly smaller than 1, one may argue that the work of this chapter should, strictly speaking, not be referred to in the context of SERS. But since the focus is on the verification of SSR for SERS a change in terminology (to Surface modified Raman Scattering) would only add confusion to a already challenging subject. Hence it shall only be emphasized at this point that the experimental situation we focus on in this chapter does not involve surface plasmon excitation and that furthermore the local field intensities are mostly quenched.}\]
1.1 Optical processes: a brief introduction

Absorption is probably the most intuitive of all the processes that occur when light interacts with matter. I remember as a child running over the hot pavement on my way to the swimming pool in the summer because it had heated up to an unbearable temperature that would burn my feet. I was fascinated by the difference in temperature I would notice on an outdoor chess-board when going from a black square to a white one. Without knowing, I was experiencing the effect of absorption in which the photon energy of the incoming sunlight was transferred to the object exposed to it and eventually transformed into phonon-energy (i.e., heat). Naturally this transfer-process was more efficient for black objects than for white ones.

For our experiments we are interested in the absorption that happens with molecules in a solvent (like water or alcohol). Measuring the effect of absorption in a solution of given concentration by monitoring the change in temperature induced by exposing it to a well controlled light source with incoming power $P_{\text{inc}}$ would certainly be possible, but it would be rather crude. A better way to quantify the effect of absorption is by measuring the power $P$ of a monochromatic light beam of wavelength $\lambda$ before ($P_{\text{inc}}$) and after ($P_{\text{tra}}$) it passes through a length $L$ of solution. The ratio $A := \log_{10}(P_{\text{inc}}/P_{\text{tra}})$ is called absorbance and plotted in Fig. 2a) as a function of wavelength for a 1µM solution of RH6G in water and shows a clear peak around 525 nm.

![Graph showing absorbance as a function of wavelength](image)

**Fig. 2**: Two pictures illustrating absorption: a) absorbance $A$ as a function of wavelength $\lambda$ for a 1µM solution of RH6G (pathlength 1 cm); b) Jablonski diagram of the absorption process in a molecule.

In order to get a better understanding of the absorption process on a quantum mechanical level, it is instructive to have a look at the Jablonski diagram depicted in Fig. 2b) where two different absorption processes are illustrated:

- **Electronic absorption** is a process in which the incoming photon has enough energy to excite the molecule into a higher electronic state. The typical energy needed is on the order of 3 eV (a bit more for small molecules, a bit less for dyes). Light of that energy is in the visible or ultra-violet range resulting in the name UV/Vis spectroscopy. Because of its origin, this kind of measurement can serve as a probe for the electronic structure of a molecule.
1.1. OPTICAL PROCESSES: A BRIEF INTRODUCTION

- When the incoming photon has only enough energy to excite the molecule into a higher vibrational level within the same electronic state (usually the ground state $S_0$) one talks about Infrared (IR) absorption. The energies involved are typically smaller than 0.5 eV and correspond to a wavelength range between 3 $\mu$m and 100 $\mu$m.

**Fluorescence** is the most common type of luminescence, the latter describing a class of processes characterized by absorption and consecutive emission of a photon by a molecule. It is a two step process illustrated in Fig. 3b) which can be described as follows:

- an incoming photon excites the molecule from its ground state $S_0$ to the first excited state $S_1$ (the previously discussed absorption). Via non-radiative transitions it relaxes to the lowest vibrational state in $S_1$ within a typical timescale of about 0.1 to 10 ps.

- having arrived at the lowest vibrational state, the molecule usually has a lifetime between 1 and 100 ns before spontaneous emission occurs entailing the emission of a photon (the observed fluorescence) and leaving it in any one of the vibrational states of $S_0$.

As can be appreciated from the above description, part of the absorbed photon’s energy is lost in this cycle due to the non radiative emission processes that allow the molecule to relax to the lowest vibrational level in $S_1$. In consequence one can observe a clear red-shift from the emission to the absorption spectrum which is shown in Fig. 3a).

![Absorbance and Fluorescence](image)

**Fig. 3:** Two pictures illustrating fluorescence: a) fluorescence of a 400 nM solution of RH6G in water as a function of wavelength with excitation at 514 nm; b) Jablonski diagram illustrating the 2-step fluorescence process in a molecule.

It is worth mentioning at this point that fluorescence can easily be observed with bare eyes: when shining a green laser through a container with Nile-Blue solution one can easily see the laser beam appearing in red illustrating the effect of fluorescence.

**Rayleigh scattering** is an optical effect that we observe every day looking at the blue colour of the sky (Fig.4a)). Light from the sun is instantaneously scattered at the same wavelength by very small, gaseous molecules in the atmosphere. This process is more generally referred to as elastic
light scattering and schematically illustrated in Fig. 4b). It is important to point out that for light scattering the energy of the absorbed photon does not have to match the energy of an electronic transition: a photon gets scattered by lifting the molecule to a virtual state. Through instantaneous relaxation back into the ground state a photon of equal energy but not necessarily equal direction or polarization is re-emitted.

As will be shown later on, the efficiency of this elastic scattering process is dependent on the frequency $\omega$ of the incident light and proportional to $\omega^4$. This means that shorter wavelengths (blue) are scattered much more efficiently than longer ones (red) leading to the already mentioned blue colour of the sky. In Raman spectroscopy, where a sample is excited by a laser, this Rayleigh-scattered light is unwanted (as it contains little information about the sample) and filtered in the detection beam path.

**Fig. 4:** Two pictures illustrating Rayleigh scattering: a) sunlight is scattered by small atmospheric molecules more efficiently in the blue than in the red resulting in the blue colour the sky; b) Jablonski diagram illustrating the Rayleigh process.

**The Raman effect** is an inelastic scattering process for which incoming and scattered light differ in energy. This energy difference $\Delta E$ is caused by an instantaneous transition of the molecule between its vibrational states. If $\Delta E$ is positive (Stokes scattering) part of the incoming photon's energy was used to excite a vibration, if $\Delta E$ is negative (Anti-Stokes scattering) the vibration's energy was given to the scattered photon. It can be helpful to visualize this process as absorption and re-emission via an intermediate, virtual state as illustrated in Fig. 5 at the top.

Raman scattering was predicted by Smekal in 1923 [15] and originally discovered by C. V. Raman [16] on organic liquids by using sunlight for excitation and observing the Raman-shift with simple colour-filters and bare eyes. Even though it is good to know that the effect is indeed detectable so easily, more information about the molecule's vibrational energy levels can be extracted when looking at the scattered light with a more sophisticated setup.

Fig. 9 and 10 show the optical layout of the spectrometer used in most of our experiments where a laser serves as an excitation light source for a sample under observation. The double subtractive premonochromator stage blocks the elastically scattered light and makes observation of the Raman shift and the recording of a spectrum possible.
The graph plotted in Fig. 5 shows such a spectrum in which the intensity of the scattered light is plotted in arbitrary units as a function of the energy shift. While the peak in the center at 0 cm\(^{-1}\) is (unwanted) stray-light of the laser, all the other peaks correspond to molecular vibrations. The symmetry of Stokes and anti-Stokes peak positions with respect to 0 is quite obvious. The reason that Stokes peaks are stronger in intensity is related to the population density of the molecule in the respective initial state: thermodynamically it is simply more likely to find the molecule in its ground state than in a given vibrational state and therefore the probability of an incoming photon to interact with the ground state is higher.

It is important to emphasize the difference between the Raman effect and the previously explained fluorescence: since the virtual state can, but does not have to, correspond to a real electronic state, the Raman effect is present even for incident light that does not have sufficient energy to excite the molecule into a higher electronic state and for which it would otherwise be transparent. Furthermore the instantaneous nature of the Raman effect has far reaching consequences for the observed enhancement when the molecule is placed in close proximity to a metal surface and differs significantly from the enhancement measured for fluorescence in the same environment. This is explained in more detail in Section 1.3.

Fig. 5: Three pictures illustrating Raman scattering: top) Jablonski diagram for the Stokes and anti-Stokes process in Raman scattering; bottom) Raman spectrum of RH6G as a function of wavenumber. The right hand side corresponds to Stokes-, the left hand side to anti-Stokes scattering; (from page 45 of [2]).
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1.2 Optical processes: a quantitative description

In the last Section the optical processes most relevant for this thesis (absorption, fluorescence, Rayleigh scattering and Raman scattering) were introduced in a rather qualitative way. In this section a more quantitative description shall be given. In order to do so, the concept of a scattering cross-section will be introduced and its analytical expression derived for each of the processes.

While for most of the discussion a classical approach is sufficient, the phenomenon of Resonant Raman Scattering can only be explained with a quantum mechanical approach. Since a complete treatment of this topic would be beyond the scope of this introduction, the end-result shall be given and its consequences explained but without the derivation. For further details see Long’s book [14].

1.2.1 The scattering cross-section

The concept of a scattering cross-section is very general, used not only in optics but also e.g. in nuclear-physics. It is applied for any kind of situation in which a stream of incoming particles $\alpha$ (such as photons in optics or e.g. protons in Nuclear-Physics) interacts with a target. In such a situation one is usually interested in the probability to observe a certain interaction product $\beta$ at a given direction $\Omega = (\theta, \phi)$ for a certain flux $n \left[ \frac{1}{\text{sec} \cdot \text{sr}} \right]$ of incoming particles. This probability is called differential scattering cross-section $\frac{d\sigma_{\alpha \rightarrow \beta}}{d\Omega}(\Omega)$ and it connects the differential number of events $\frac{dN^\beta}{d\Omega}(\Omega)$ at a given angle $\Omega$ and for a given process $\alpha \rightarrow \beta$ with $n$ linearly:

$$\frac{dN^\beta}{d\Omega}(\Omega) = \frac{d\sigma_{\alpha \rightarrow \beta}}{d\Omega}(\Omega) \cdot n^\alpha$$

It is important to emphasize that $\frac{d\sigma}{d\Omega}$ (commonly in units of $\frac{cm^2}{sr}$ for optical spectroscopy) is a statistical term which only makes sense to be used in the context of a large number of events.

![Fig. 6: Picture illustrating the variables necessary to define the differential scattering cross-section.](image)

In the case of optical absorption, it is fairly easy to attribute a physical meaning to the integrated or total differential cross-section $\sigma^{\text{abs}}$ which is implicitly defined by:

$$P^{\text{abs}} =: \sigma^{\text{abs}} \cdot P^{\text{inc}}$$

If a molecule (the target) is exposed to an incoming, monochromatic beam of frequency $f \left[ \frac{1}{\text{sec}} \right]$ and power density $P^{\text{inc}} = n^{\text{inc}} \cdot h \cdot f \left[ \frac{W}{\text{m}^2} \right]$ (where $h \cdot f [\text{eV}]$ is the photon energy) we are interested
the total absorbed power $P_{abs}$ [W]. Looking at eq. 1.2 it is apparent that the total scattering cross-section $\sigma_{abs}$ corresponds accordingly to the effective area $A_{eff}$ of that molecule: the area a perfectly black surface would have to have in order to absorb the exact same power as the molecule if placed in the beam.

In order to understand the physical meaning of the differential scattering cross-section better, let us consider the following situation: a monochromatic beam of power-density $p_{inc}$ impinges on a molecule with fixed orientation. This molecule in turn emits radiation (such as fluorescence, Rayleigh, Raman etc.) which can be observed with a detector in a given direction $\Omega$. Depending on the area of this detector and its distance $R$ from the molecule, it captures events in a certain solid angle $\Delta\Omega$ which is canonically given by the corresponding area $A$ on the unit sphere:

$$\Delta\Omega = \frac{A}{R^2}$$

(1.3)

Knowing the scattering cross-section $\frac{d\sigma}{d\Omega}$ for any of the mentioned processes allows us now to predict the scattered power $P_{sca}$ in a given direction $\Omega$:

$$P_{sca}(\Omega) = \frac{d\sigma_{sca}}{d\Omega}(\Omega) \cdot p_{inc} \cdot \Delta\Omega$$

(1.4)

In the case of Raman spectroscopy, a molecule’s scattering cross-section $d\Omega\sigma_R$ depends not only on its orientation $t$ and the detection angle $\Omega$, but also on incoming polarization $P_L$, detection polarization $P_R$, excitation wavelength $\lambda_L$ and the refractive index $n = \sqrt{\varepsilon}$ of the scattering environment which is assumed to be transparent. Since in a common Raman experiment ...

- ... the incoming light is usually linearly polarized and travels e.g. along $-e_z$,
- ... the spectrometer is in a BS configuration meaning that $\phi = 0^\circ$,
- ... the probe-molecule is in a random orientation, ...

... the definition of the differential Raman cross-section $d\Omega\sigma_{rad}^R$ is slightly more specific than eq. 1.1 and implicitly defined as:

$$\frac{dP_R}{d\Omega}(\phi = 0^\circ, t = \text{rand.}, P_L = e_x) = \frac{d\sigma_{rad}^R}{d\Omega} \cdot p_{inc}$$

(1.5)

If in addition to the incoming polarization $P_L$, the outgoing polarization $P_R$ is defined as well, then the perpendicular ($\perp$) and parallel ($\parallel$) scattering cross-sections can be defined along with the depolarization ratio $\rho_R$ as follows:

$$d\Omega\sigma_{rad}^R_{\perp} \text{ for } P_R \perp P_L$$

$$d\Omega\sigma_{rad}^R_{\parallel} \text{ for } P_R = P_L$$

(1.6)

and

$$\rho_R := \frac{d\Omega\sigma_{rad}^R_{\perp}}{d\Omega\sigma_{rad}^R_{\parallel}}$$

In order to get a better idea about the numbers involved, the following table shows typical values for $\frac{d\sigma}{d\Omega}$-values encountered for fluorescence, Raman and resonant Raman scattering for the example of RH6G.
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<table>
<thead>
<tr>
<th>process</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>absorption</td>
<td>$\sim 10^{-16}$ cm$^2$</td>
</tr>
<tr>
<td>fluorescence</td>
<td>$\sim 10^{-17}$ cm$^2$ sr</td>
</tr>
<tr>
<td>non-resonant Raman</td>
<td>$\sim 10^{-31} - 10^{-27}$ cm$^2$ sr</td>
</tr>
<tr>
<td>resonant Raman</td>
<td>$\sim 10^{-24}$ cm$^2$ sr</td>
</tr>
</tbody>
</table>

It is important to point out that while both - fluorescence and Raman cross-sections - refer to intensities that are integrated over a certain spectral range, Raman peaks are much narrower in spectral width and should therefore be multiplied with a factor of $10^2 - 10^3$ to be able to make a fair comparison.

1.2.2 Absorption

For many of the experiments presented in this thesis, a good understanding of the absorption behavior (and therefore of the absorption cross-section $\sigma_{abs}$) of the probe-molecule is necessary. A common way to obtain this information is with a UV/Vis spectrometer: the molecule of interest (with absorption cross-section $\sigma_{abs}$) is dissolved in a transparent liquid at a concentration $c$ [mol] in a container of length $\Delta L$. This specimen is then illuminated by a monochromatic beam of area $A$ and power-density $p_{inc}$ allowing us to learn about the sample by measuring the transmitted power $P_{tra}$ on the other side.

In order to derive $P_{tra}$ as a function of these input parameters, one can start by using conservation of energy to write the incoming power $P(x)$ as a sum of transmitted, absorbed and scattered power for a small volume element $\Delta V$:

$$P(x) = P(x + \Delta L) + P_{abs}^\Delta + P_{sca}^\Delta \equiv P(x + \Delta L) + N^\Delta V \cdot (\sigma_{abs} + \sigma_{sca}) \cdot p(x) \tag{1.7}$$

Here $N^\Delta V = N_{Av} \cdot c \cdot \Delta V$ is the number of molecules in $\Delta V$ and the combined effect of absorption and scattering is summarized in the extinction cross-section $\sigma^{ext} = \sigma_{abs} + \sigma_{sca}$. This renders immediately:

$$\frac{\Delta P}{P(x + \Delta L) - P(x)} = -N_{Av} \cdot c \cdot \Delta L \cdot A \cdot (\sigma_{abs} + \sigma_{sca}) \cdot p(x) \tag{1.8}$$

$$\Rightarrow A \cdot p^{\Delta L}(x) = -N_{Av} c \sigma^{ext} \cdot P(x) \tag{1.9}$$

The last equation can be interpreted as a differential equation with the simple Beer-Lambert Law as its solution:

$$P(x) = P_0 \cdot \exp \left( -N_{Av} c \sigma^{ext} \cdot x \right) \tag{1.10}$$

This means that the transmittance $T := P_{tra}/P_{inc} = P(x)/P_0$ can be written as $T = \exp \left( -N_{Av} c \sigma^{ext} \cdot L \right)$, which allows us (with known concentration $c$ and container length $\Delta L$) to deduce the extinction cross-section $\sigma^{ext}$. Since for most molecules $\sigma_{sca} \ll \sigma_{abs}$, it is reasonable to approximate
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\[ \sigma_{\text{ext}} \approx \sigma_{\text{abs}} \] which then renders us with the desired quantity. It is important to point out that most UV-Vis spectrometers’ output is not \( T \) but the absorbance \( A := -\log_{10}(T) = \frac{N_{\text{Av}} c \sigma_{\text{ext}} \Delta L}{\ln(10)} \) and hence:

\[ \sigma_{\text{abs}} \approx \sigma_{\text{ext}} = A \cdot \frac{\ln(10)}{N_{\text{Av}} c \Delta L} \] (1.11)

1.2.3 Fluorescence

As has been explained already, fluorescence is a two step process consisting of the excitation of a molecule into an electronic state \( S_1 \) through absorption of an incoming photon followed by the spontaneous emission of a photon concomitant with the molecule’s relaxation back into \( S_0 \). Just like absorption, fluorescence has a total cross-section \( \sigma_{\text{flu}} \) that allows quantitative comparison with the other types of radiation and shall be derived in the following.

In order to do so, let us look at the second step of the fluorescence process which is characterized by the radiative decay rate \( \Gamma_{\text{rad}} \left[ \text{sec}^{-1} \right] \) (commonly on the order of \( 10^9 / \text{sec} \)). Even though the relaxation from \( S_1 \) into \( S_0 \) can be associated with the spontaneous emission of a photon, it is by no means imperative and can just as well happen through a non-radiative process which is in turn characterized by \( \Gamma_{\text{NR}} \). The sum of these decay rates constitutes the total decay rate \( \Gamma_{\text{tot}} := \Gamma_{\text{rad}} + \Gamma_{\text{NR}} \) which allows us a straightforward definition of the fluorescence quantum yield:

\[ Q := \frac{\Gamma_{\text{rad}}}{\Gamma_{\text{tot}}} \] (1.12)

This number describes the competition between radiative and non-radiative decay and is close to 1 for many dye molecules (meaning that almost all of the absorbed energy is re-emitted as fluorescence). The integrated power of this fluorescence radiation is therefore:

\[ P_{\text{flu}} = Q \cdot P_{\text{abs}} \] (equ. 1.2)

\[ P_{\text{flu}} = Q \cdot \sigma_{\text{abs}} \cdot p_{\text{inc}} \] (1.13)

By definition of the total fluorescence cross-section, we can therefore conclude that:

\[ \sigma_{\text{flu}} = Q \cdot \sigma_{\text{abs}} \] (1.14)

Since for many dye molecules \( Q \approx 1 \), knowledge of the absorption cross-section renders also \( \sigma_{\text{flu}} \). For other molecules \( \sigma_{\text{flu}} \) has to be inferred from measuring its absorption and subsequently comparing its fluorescence spectrum to that of a molecule with known absorption and quantum yield.

1.2.4 Rayleigh scattering

In Section 1.1 the blue colour of the sky was given as an example for Rayleigh radiation, which occurs when light is scattered on objects (e.g. air molecules) that are much smaller than the incident wavelength. While the previous explanation was more qualitative, the objective now is to come up with a quantitative description that allows us to write down the Rayleigh scattering cross-section
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σ_{\text{RL}} explicitly. Since the latter is implicitly defined by the response of a small object to some outside excitation, we first have to derive the power $P_{\text{RL}}$ scattered by such an object when exposed to mono-chromatic light of power-density $p_{\text{inc}}$.

In order to do so, let us consider a nitrogen molecule in the atmosphere that is struck by radiation of a certain angular frequency $\omega$ (e.g. part of the sun’s radiation). This can be modeled as inducing a dipole $p(\omega)$ that oscillates at the same frequency $\omega$ according to:

$$p(\omega) = \hat{a}_{\text{RL}}(\omega) \cdot E(\omega) \quad (1.15)$$

Here $\hat{a}_{\text{RL}}$ is the linear or Rayleigh polarizability tensor. By treating the interaction of the electromagnetic wave with an electronic state of the Nitrogen atom as a classical harmonic oscillator with eigen-frequency $\omega_0 \text{[rad/sec]}$ one can derive the scalar function $\alpha_{\text{RL}}(\omega)$. This is done in the Lorentz model and it yields the expression (see [2], appendix D):

$$\alpha_{\text{RL}}(\omega) = \frac{e^2/m}{\omega_0^2 - \omega^2 - i\gamma \omega} \quad (1.16)$$

Here $e$ and $m$ are the effective charge and mass of the electronic cloud (respectively) and $\gamma$ is a dissipation coefficient accounting for internal and external losses. With this expression it remains now to understand the emission profile of a dipole $p$ oscillating at an excitation frequency $\omega$.

For this purpose let us consider a free dipole $p = |p| \cdot e_z$ located at the origin $O$ of the coordinate system depicted in Fig. 7 and a power-meter at angle $\Omega = (\theta, \phi)$ at $M$ with a polarizer oriented along $e_{\text{pol}} \in \text{span}(e_\theta, e_\phi)$ in front of it. It is a standard exercise demonstrated in many text books to calculate the differential power $dP_{\text{FD-M}} / d\Omega$ measured in $M$. Therefore only the result shall be stated here (from page 73 of [2], eq. 2.36, only the factor $\sqrt{\varepsilon_M}$ accounting for surrounding medium had to be added):

$$dP_{\text{FD-M}} / d\Omega = C_p C_E^2 \omega^4 |p \cdot e_{\text{pol}}|^2$$

Here $e_p$ is just a shorthand notation for $p/|p|$ that allows us to use this equation more easily in the future for any dipole orientation. To better understand this expression let us analyze the terms 1, 2 and 3 in more detail:
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- Term 1 is product of the constants \( C_p := \sqrt{\epsilon_M \epsilon_0 c/2 \text{ and } C_E := \frac{1}{4\epsilon_0 c^3} } \) which are just convenient substitutions stemming from the derivation and yielding:

\[
C_p \cdot C_E^2 = \frac{\sqrt{\epsilon_M}}{32\pi^2 \epsilon_0 c^3}
\]  
(1.19)

- Term 2 is of great interest as it contains two non linear contributions: the \( \omega^4 \) factor is the underlying reason for the sky appearing to be blue since higher frequencies (i.e. blue) in the solar spectrum get scattered much more efficiently than lower frequencies (i.e. red). The factor \(|\mathbf{p}|^2\) is of great interest as it allows us with eq. 1.15 and the Lorentz model to establish a connection between the radiated power \( dP_{\text{FD}-\text{Pol}}^{\text{rad}}/d\Omega \) and the incoming power density \( p^{\text{inc}} = C_p \cdot |\mathbf{E}|^2 \) (page 46, [2]) which is necessary to arrive at an expression for \( d\sigma/d\Omega \):

\[
|\mathbf{p}|^2 \Rightarrow |\alpha|^2 \cdot |\mathbf{E}|^2 = \frac{|\alpha|^2}{C_p} \cdot p^{\text{inc}}
\]  
(1.20)

- Term 3 gives us a clear understanding of the radiation profile. From Fig. 7 it is obvious that:

\[
\mathbf{e}_p \cdot \mathbf{e}_{\text{Pol}} = \left[ (\mathbf{e}_p \cdot \mathbf{e}_r) \mathbf{e}_r + (\mathbf{e}_p \cdot \mathbf{e}_\theta) \mathbf{e}_\theta + (\mathbf{e}_p \cdot \mathbf{e}_\phi) \mathbf{e}_\phi \right] \cdot \mathbf{e}_{\text{Pol}}
\]

no contribution \( \Rightarrow \) \( \sin^2(\theta) \cdot \cos^2(\mathbf{e}_{\text{Pol}}, \mathbf{e}_\theta) \)

This means that the best output is achieved in the horizontal direction (\( \theta = 90^\circ \)) and for the polarizer aligned with \( \mathbf{e}_\theta \). By either looking along the dipolar axis (\( \theta = 0^\circ \)) or turning the polarizer perpendicular to \( \mathbf{e}_\theta \) the radiation vanishes.

Inserting eq. 1.20 into eq. 1.18 renders an expression that brings us very close to the desired Rayleigh scattering cross-section:

\[
\frac{dP_{\text{FD}-\text{Pol}}^{\text{rad}}}{d\Omega} = C_E^2 \omega^4 |\alpha|^2 |\mathbf{e}_p \cdot \mathbf{e}_{\text{Pol}}|^2 \cdot p^{\text{inc}}
\]  
(1.23)

A free dipole \( \mathbf{p} \equiv |\mathbf{p}| \cdot \mathbf{e}_p \) has hence a Rayleigh scattering cross-section of:

\[
\frac{d\sigma_{\text{RL}}}{d\Omega} = \frac{\omega^4 |\alpha|^2}{16\pi^2 \epsilon_0 c^3} |\mathbf{e}_p \cdot \mathbf{e}_{\text{Pol}}|^2
\]  
(1.24)

1.2.5 Raman scattering

In the previous subsection we derived a molecule’s Rayleigh cross-section with an isotropic Raman tensor in vacuum. Instead of generalizing this expression for a non-isotropic molecule with a fixed position in a dielectric medium, we’ll go in this subsection straight to the case of Raman scattering.

In order to derive the cross-section for the case of Raman emission at angular frequency \( \omega_R \), it is possible to generalize the phenomenological approach described in the previous paragraphs for Rayleigh scattering. By looking at inelastic scattering classically as dipole-radiation we can copy a lot of the things already done. There are, however, a number of subtle but important differences which need to be discussed in detail:
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• Firstly, the expression that connects the induced Raman dipole \( \mathbf{p}_R(\omega_R) \) with the electric field \( \mathbf{E}_L(\omega_L) \) of the laser (with angular frequency \( \omega_L \)) needs to contain a local field correction factor \( L_m^{1/4} = (\epsilon_m + 2)/3 \) to account for the microscopic effects that cause the molecule to "feel" a higher field than the macroscopic one governed and described by the Maxwell equations (see page 79, [2]):

\[
p(\omega_R) = L_m^{1/4} \cdot \hat{\alpha}_R(\omega_L, \omega_R) \cdot \mathbf{E}(\omega_L)
\]  

(1.25)

• Secondly, by virtue of reciprocity the local field correction impacts emission, too, and eq. 1.17 has to be corrected by a factor \( \sqrt{L_m} \):

\[
\frac{dP_R^{\text{rad}} - \mathbf{p}_R}{d\Omega} = \sqrt{L_m} \cdot C_p C_E^2 \cdot \omega^4 \cdot |\mathbf{e}_{\text{pol}} \cdot \mathbf{p}|^2
\]

(1.26)

Inserting eq. 1.25 into eq. 1.26 yields an equation that takes us already very close to the desired Raman cross-section (we use \( p^{\text{inc}} = C_p |\mathbf{E}|^2 \) and \( C_E := \frac{1}{4\pi\epsilon_0 c^2} \) going from the first line to the second):

\[
\frac{dP_R^{\text{rad}} - \mathbf{p}_R}{d\Omega} = L_m \cdot C_p C_E^2 \cdot \omega^4 \cdot |\mathbf{e}_{\text{pol}} \cdot \hat{\alpha}_R(\omega_L, \omega_R) \cdot \mathbf{E}(\omega_L)|^2
\]

\[
= L_m \frac{1}{16\pi^2 \epsilon_0^2 c^4} \cdot \omega^4 \cdot |\mathbf{e}_{\text{pol}} \cdot \hat{\alpha}_R(\omega_L, \omega_R) \cdot \mathbf{e}_L|^2 \cdot p^{\text{inc}}
\]

(1.27)

From this equation we can already see how the cross-section for a molecule in a specific orientation would look like. However, since the definition of the Raman cross-section (as specified in eq. 1.5) specifically refers to a molecule in a \textit{random} orientation, the orientation-average has to be taken which yields the following expression:

\[
\frac{d\sigma_R^{\text{rad}} - \mathbf{p}_R}{d\Omega} = L_m \frac{\omega^4}{16\pi^2 \epsilon_0^2 c^4} \langle |\mathbf{e}_{\text{pol}} \cdot \hat{\alpha}_R(\omega_L, \omega_R) \cdot \mathbf{e}_L|^2 \rangle
\]

(1.28)

In order to write this more explicitly the orientation-average \( \langle |\mathbf{e}_{\text{pol}} \cdot \hat{\alpha}_R(\omega_L, \omega_R) \cdot \mathbf{e}_L|^2 \rangle \) has to be carried out. This shall not be done in detail here but the result shall be given for the two extreme cases with \( \mathbf{e}_{\text{pol}} \parallel \mathbf{e}_L \) and \( \mathbf{e}_{\text{pol}} \perp \mathbf{e}_L \) (from p. 84, [2]):

\[
\langle |\mathbf{e}_x \cdot \hat{\alpha}_R(\omega_L, \omega_R) \cdot \mathbf{e}_x|^2 \rangle = \frac{45\tilde{a}^2 + 4\tilde{\gamma}^2}{45}
\]

\[
\Rightarrow \quad \frac{d\sigma_R^{\text{rad}}}{d\Omega} = L_m \frac{\omega^4}{16\pi^2 \epsilon_0^2 c^4} \cdot \frac{45\tilde{a}^2 + 4\tilde{\gamma}^2}{45}
\]

(1.29)

\[
\langle |\mathbf{e}_y \cdot \hat{\alpha}_R(\omega_L, \omega_R) \cdot \mathbf{e}_y|^2 \rangle = \frac{3\tilde{\gamma}^2}{45}
\]

\[
\Rightarrow \quad \frac{d\sigma_R^{\text{rad}}}{d\Omega} = L_m \frac{\omega^4}{16\pi^2 \epsilon_0^2 c^4} \cdot \frac{3\tilde{\gamma}^2}{45}
\]

(1.30)

In this equation the reduced trace \( \tilde{a} \) and the anisotropy parameter \( \tilde{\gamma} \) are two scalar invariants of the tensor which are defined as follows:

\[
\tilde{a}^2 \equiv \frac{1}{9} (\alpha_{xx} + \alpha_{yy} + \alpha_{zz})^2
\]

(1.31)

\[
\tilde{\gamma}^2 \equiv \frac{1}{2} \left[ (\alpha_{xx} - \alpha_{yy})^2 + (\alpha_{xx} - \alpha_{zz})^2 + (\alpha_{yy} - \alpha_{zz})^2 \right] + 3 \left[ \alpha_{xx}^2 + \alpha_{yy}^2 + \alpha_{zz}^2 \right]
\]

(1.32)
The total Raman cross-section is the sum of the perpendicular and parallel one and therefore:

\[
\frac{d\sigma^R}{d\Omega} = L_m \frac{\omega^4}{16\pi^2 \epsilon_0^2 c^4} |\hat{\alpha}|^2 = L_m \frac{\omega^4}{16\pi^2 \epsilon_0^2 c^4} |\hat{\alpha}|^2 \tag{1.33}
\]

In this equation \(|\hat{\alpha}|^2 := (45\hat{\alpha}^2 + 7\hat{\gamma}^2)/45\) is the squared magnitude of the tensor \(\hat{\alpha}\) (p.86, [2]). This invariant is very useful as it allows us to define the normalized Raman polarizability tensor, of which we will make extensive use in the next section:

\[
\hat{\alpha}_N := \frac{\hat{\alpha}}{|\hat{\alpha}|} \tag{1.34}
\]

While in general the calculation of \(\hat{\alpha}\) is quite a significant challenge that requires e.g. density functional theory, for a uni-axial molecule oriented along \(e_z\) the tensor \(\hat{\alpha}_N\) has a very simple form\(^2\):

\[
\hat{\alpha}_{N}^z = \sqrt{15/4} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} \tag{1.35}
\]

### 1.2.6 Resonant Raman scattering

Resonant Raman scattering (RRS) occurs when the photon energy \(E_L\) of the exciting light source matches the energy of an electronic transition in the molecule. This situation is described by the Jablonski diagram depicted in Fig. 5 but with the transition’s virtual state (the dotted line) matching a real electronic state of the molecule (e.g. S1).

The interesting thing about RRS is the fact that the associated cross-sections become disproportionately large, an effect that cannot be explained with the classical approach used so far. The semi-classical one however gives a good qualitative explanation for these high cross-sections. In it the electric field is still described classically, but the molecule is treated quantum mechanically and therefore its transition between initial state \(|i\rangle\) and final state \(|f\rangle\) characterized with a probability \(\alpha_{kl}\) given by (p.100, [2]):

\[
\alpha_{kl} = \sum_{r \neq i, f} \left\{ \frac{\langle f |P_k|r\rangle \langle r|P_l|i\rangle}{E_f - E_i - E_L - i\hbar \Gamma_r} + \frac{\langle f |P_l|r\rangle \langle r|P_k|i\rangle}{E_f - E_i + E_L + i\hbar \Gamma_r} \right\} \tag{1.36}
\]

Here the sum is over all possible states \(|r\rangle\). Here the dipole moment operators \(P_k\) and \(P_l\) allow us to assign these probabilities to the components of the Raman tensor establishing the link between the classical description of the field and the quantum mechanical approach of the molecule.

It is obvious that if the energy difference between intermediate and initial state \(E_r - E_i\) is close to the the incident photon energy \(E_L\) the denominator becomes very small resulting in a resonance.

\(^2\)With the definition for the magnitude of a tensor given in the previous paragraph it is easy to see that \(|\hat{\alpha}_{N}^z|^2 = 1\) and therefore properly normalized.
1.3 Enhanced Raman and fluorescence

In the last section the differential Raman radiation \(\frac{dP_R^{rad}}{d\Omega}\) of a randomly oriented molecule was derived which in turn allowed us to deduce the differential Raman cross-section \(d\sigma_R^{rad}\):

\[
\frac{dP_R^{rad}}{d\Omega} = \frac{L_m C^2 \omega^4 |\hat{\alpha}|^2 \cdot p^{inc}}{d\sigma}\cdot \frac{1}{d\sigma}
\]  

(1.37)

This is a very useful result as it corresponds to a very common experimental situation in which a large number of molecules (e.g. of a given dye) in a water solution are examined with a Raman spectrometer.

In this section we would like to look at a more complex situation in which a molecule on a metallic surface is illuminated with a laser. In this situation the molecule not only experiences a modified local field strength, but also its Raman signal is altered due to the presence of the metal. Our goal will be to derive the differential power \(\frac{dP_{SERS-P}^{rad}}{d\Omega}\) emitted by the molecule on the metal:

\[
\frac{dP_{SERS-P}^{rad}}{d\Omega} = \frac{L_m C^2 \omega^4 |\hat{\alpha}|^2 \cdot |\hat{E}_{P_{loc}}| \cdot \hat{d_N} \cdot |\hat{E}_{P_{loc}}|^2 \cdot p^{inc}}{SMEF}\cdot \frac{1}{d\sigma}
\]  

(1.38)

This will implicitly yield the directional SMEF, an expression that is important for surface selection rules SSR.

While Raman scattering is an instantaneous process in which we profit from an enhancement of both the incoming and the outgoing radiation, fluorescence is a two step process. In consequence, even though the local field enhancement at the molecule’s position translates into an increased excitation, the outgoing fluorescence itself will not be enhanced. Furthermore the presence of the metal will allow the outgoing radiation to couple to local surface-plasmon which increases the non-radiative decay rate. The combination of these two effects is often referred to as fluorescence quenching, an effect that will be exploited in Chapter 2.

1.3.1 Surface enhanced Raman scattering

As in the previous section it is possible to approach the problem of a molecule with metal objects in its close vicinity classically: the light scattered inelastically at the Raman frequency \(\omega_R\) can be modeled as the radiation coming from a dipole \(p(\omega_R)\) induced by the local electric field \(\mathbf{E}_{P_{loc}}(\omega_L)\):

\[
p(\omega_R) = L_m^{1/4} \cdot \hat{d}_R(\omega_L, \omega_R) \cdot \mathbf{E}_{P_{loc}}(\omega_L)
\]  

(1.39)

It is important to emphasize at this point that due to the presence of metallic objects, the local electric field \(\mathbf{E}_{P_{loc}}\) can be much bigger in magnitude than the incoming, macroscopic field \(\mathbf{E}_{P_{inc}}\) from the laser. Furthermore \(\mathbf{E}_{P_{loc}}\) is also very sensitive to the laser’s polarization \(P_{L}\) with respect to the metal surface (either transverse magnetic (TM) transverse electric (TE))

In order to calculate the far field \(\mathbf{E}_{P_{inc}}\) (and therefore the differential power) of \(p\) with metal objects in its close vicinity and a detection polarization \(P_{R}\) characterized by \(\mathbf{e}_{P_{R}} \in \text{span}(\mathbf{e}_\theta, \mathbf{e}_\phi)\) located at
r (see Fig. 7), we need to use the reciprocity theorem (page 240, [2]). If we imagine the dipole p located at the origin, the theorem puts this dipole’s electric field E in a point r in relation to the electric field which a virtual dipole p^vir in r would create at the origin O:

\[ E \cdot p^\text{vir} = E^\text{vir} \cdot p \]  (1.40)

If we now choose a normalized virtual dipole p^vir = e_{p^r} along the detection polarization and set r large enough to consider a plane wave solution E^{PW-\text{vir}}_\text{loc} for E^\text{vir} with the metal objects and E^{PW-\text{vir}} for E^\text{vir} without them at the origin 0, then we obtain directly:

\[ E \cdot e_{p^r} \stackrel{\text{eq.1.40}}{=} E^{PW-\text{vir}}_\text{loc} \cdot p \]
\[ = \frac{E^{PW-\text{vir}}_\text{loc}}{|E^{PW-\text{vir}}_\text{loc}|} \cdot p \cdot |E^{PW-\text{vir}}_\text{loc}| \]
\[ = \left[ \frac{(E^{PW-\text{vir}}_\text{loc} \cdot e_{p^r}) \cdot |p||E^{PW-\text{vir}}_\text{loc}|}{\text{term 1}} \right] \left[ \right. \frac{1}{\text{term 2}} \right] \]

In order to get a better understanding of this equation, let us look at its two terms more carefully: term 2 is the the maximum electric field strength that an oscillating dipole p in r would induce at the origin without any metallic objects. If it was only for this term, the differential power \( dP^{\text{SERS-P}}_\text{rad} / d\Omega \) of the enhanced dipole p with a polarizer P_R in front of the detector would already be given by the maximum differential power \( dP^{\text{FD} - \text{max}}_\text{rad} / d\Omega = C_p C_E^2 \omega^4 |p|^2 \) of a free dipole as given in eq. 1.17. Naturally, this expression for the free dipole has to be corrected by \((1.17)^2\) (since \( P_{\text{rad}} \propto |E|^2 \)) and the local field correction factor \( \sqrt{L_m} \) (see subsection 1.2.5):

\[ \frac{dP^{\text{SERS-P}}_\text{rad}}{d\Omega} = \sqrt{L_m} C_p C_E^2 \omega^4 |p|^2 \frac{|E^{PW-\text{vir}}_\text{loc} \cdot e_{p^r}|^2}{M^{P_R}_\text{rad}(\Omega)} \]  (1.42)

Here we readily identified the polarized directional radiative enhancement-factor \( M^{P_R}_\text{rad}(\Omega) \) which is the ratio of the power emitted by a dipole of magnitude |p| with and without metallic objects:

\[ M^{P_R}_\text{rad}(\Omega) = \frac{d\Omega P^{\text{SERS-P}}_\text{rad}}{d\Omega P^{\text{FD} - \text{max}}_\text{rad}} = \frac{|E^{PW-\text{vir}}_\text{loc} \cdot e_{p^r}|^2}{M^{P_R}_\text{rad}(\Omega)} \]  (1.43)

In order to understand \( M^{P_R}_\text{rad}(\Omega) \) better, let us replace the normalized local Plane-Wave solution \( E^{PW-\text{vir}}_\text{loc} \) of a virtual dipole \( p^\text{vir} = e_{p^r} \) with the normalized local electric field \( E^{P_R}_\text{loc} \) of an incoming plane wave polarized along P_R. The latter is obviously equivalent to the former but much easier to envision: instead of dealing with a virtual dipole, we can simply consider an incoming laser-beam with polarization P_R.

Now it is quite obvious, that the radiative enhancement-factor \( M^{P_R}_\text{rad}(\Omega) \) is the definition of the local field enhancement factor \( M^{P_R}_e \):

\[ M^{P_R}_\text{rad}(\Omega) = |E^{P_R}_\text{loc} \cdot e_{p^r}|^2 = M^{P_R}_e \]  (1.44)

This is a remarkable insight: the reciprocity theorem allows us to understand the emission of an enhanced dipole simply by solving the excitation problem (which can be much easier e.g. for a flat metal surface).
In most common situations, $P_R$ is either TM or TE and the dipole orientation $e_p$ is commonly either $\perp$ (perpendicular) or $\parallel$ (parallel) to the metallic surface:

$$M^\perp_R \equiv |\hat{E}^R_{\text{loc}} \cdot e_p|^2 \quad \text{and} \quad M^\parallel_R \equiv |\hat{E}^R_{\text{loc}} \cdot e_p|^2 + |\hat{E}^R_{\text{loc}} \cdot e_p|^2$$ (1.45)

For flat surfaces $M$ can easily be calculated with the SPaC program (p.567, [2]). It is the ratio of the enhanced local field projected onto a certain direction and the absolute value of the enhanced local field without any metal objects. Alternatively one could eliminate the normalization factor by considering an incoming field-strength of 1.

For completeness (and for future reference) the total local field enhancement factor $M^\text{loc}_R$ shall be introduced at this point:

$$M^\text{loc}_R \equiv |\hat{E}^R_{\text{loc}}|^2 = M^\perp_R + M^\parallel_R$$ (1.46)

For simplicity the dependency of $M$ on the frequency $\omega$ and direction $\Omega$ has been omitted.

Since $P_{\text{rad}} \propto |E|^2$, the maximum differential power (as given in eq. 1.17) for a free dipole $p$ has to be corrected by (term 1)$^2 = M^\text{loc}_p$ of eq. 1.41 and by the local field correction factor $L_m$ (see subsection 1.2.5):

$$\frac{dP_{\text{rad}}^{\text{SERS}} - p_R}{d\Omega} = \sqrt{L_m C_p C_E \omega^4} \cdot |p|^2 \cdot M^p_e$$

$$= \sqrt{L_m C_p C_E \omega^4} \cdot |\hat{P}^p_{\text{loc}}|^2$$

$$= \left( L_m C_p C_E \omega^4 \right) \cdot \left( \frac{|\hat{P}^p_{\text{loc}} \cdot \hat{\alpha}_N \cdot \hat{E}^p_{\text{loc}}|^2}{\text{SMEF} F} \right)$$

$$= \left( L_m C_p C_E \omega^4 \right) \cdot \left( \frac{|\hat{P}^p_{\text{loc}} \cdot \hat{\alpha}_N \cdot \hat{E}^p_{\text{loc}}|^2}{\text{SMEF} F} \right)$$

Here the middle term is the SMEF $F$. Since the SERS cross-section $d\Omega^{\text{SERS}}$ is defined as the ratio of the emitted power and the incoming power density $p^{\text{inc}}$ we can conclude:

$$\frac{d\Omega^{\text{rad}}_{\text{tot}}^{\text{SERS}}}{d\Omega} = \frac{|\hat{E}^p_{\text{loc}}(\omega_R, \Omega_R) \cdot \hat{\alpha}_N \cdot \hat{E}^p_{\text{loc}}(\omega_L, \Omega_L)|^2}{\text{SMEF} F}$$ (1.48)

In order to evaluate this very general expression let us consider BS configuration ($\Omega_L = \Omega_R$ along the the $x$-axis) with an incoming laser polarization along the $z$-axis ($p_L = z$). For this situation 2 extreme situations are feasible: one in which the detection polarization $p_R$ is parallel to $p_L$ and one in which it is perpendicular to $p_L$. For those two situations the SMEF in eq. 1.48 takes on the form:

$$\text{SMEF}^{\perp}_{\text{BS}} \overset{\text{Def. 1.46}}{=} M^\perp_{\text{loc}}(\omega_R) M^\perp_{\text{loc}}(\omega_L) \cdot |\hat{e}^R_{\text{loc}}(\omega_R) \cdot \hat{\alpha}_N \cdot \hat{e}^R_{\text{loc}}(\omega_L)|^2$$ (1.49)

$$\text{SMEF}^{\parallel}_{\text{BS}} \overset{\text{Def. 1.46}}{=} M^\parallel_{\text{loc}}(\omega_R) M^\parallel_{\text{loc}}(\omega_L) \cdot |\hat{e}^R_{\text{loc}}(\omega_R) \cdot \hat{\alpha}_N \cdot \hat{e}^R_{\text{loc}}(\omega_L)|^2$$ (1.50)
1.3. **ENHANCED RAMAN AND FLUORESCENCE**

$T$ is called the SSR-factor and $\mathbf{e}_{\text{loc}}$ stands for the unit-vector along the local field orientation. Quite naturally, for a situation with no detection polarization those two factors are simply added:

$$\text{SMEF}_{\text{BS}} = \text{SMEF}_{\text{BS}}^\| + \text{SMEF}_{\text{BS}}^\perp$$  \hspace{1cm} (1.51)

If we now look at a simple situation in which the Raman tensor $\alpha$ is isotropic and the local field orientations behave "well" (i.e. $\mathbf{e}_{\text{loc}}^R(\omega_R) \perp \mathbf{e}_{\text{loc}}^z(\omega_L)$ and $\mathbf{e}_{\text{loc}}^z(\omega_R) \parallel \mathbf{e}_{\text{loc}}^z(\omega_L)$) then eq. 1.51 simplifies considerably (p.246, [2]):

$$\text{SMEF}_{\text{BS}} = M_{\text{loc}}^z(\omega_R) \cdot M_{\text{loc}}^z(\omega_L)$$  \hspace{1cm} (1.52)

For a random $z$ orientation, this is called the $|E|^4$ approximation: it ignores polarization effects and corrections stemming from the surface selection rules factor $T$. Even though the assumptions we made before seem to be rather specific, this approximation proves to be good for most cases and hence eq. 1.48 can be approximated as:

$$\frac{d\sigma^\text{SERS}}{d\Omega} \approx \left( M_{\text{loc}}(\omega_R) \cdot M_{\text{loc}}(\omega_L) \right) \cdot \frac{d\sigma^R}{d\Omega} (\text{SMEF}_R)$$  \hspace{1cm} (1.53)

### 1.3.2 Surface enhanced fluorescence

When treated in detail, surface enhanced fluorescence is even more complex than SERS: on top of polarization effects and surface selection rules, one has to look at the irreversible relaxation process which separates the absorption from the emission and may or may not destroy memory of the incoming polarization. Since for the scope of this thesis a semi-quantitative understanding of enhanced fluorescence and fluorescence quenching is more than sufficient, we will draw from the detailed explanation of dipole excitation and emission given in the previous section and content ourselves with citing results that are based on an approximation analogous to the $|E|^4$ one for the SERS case (i.e. polarization effects and SSRs are ignored).

As has already been explained, fluorescence is a two step process: in the first step a molecule absorbs a photon and is thereby excited into a higher electronic state $S_1$. Since absorption is a statistical process proportional to the number of incoming photons (i.e. the local light intensity), the modified absorption cross-section $\hat{\sigma}^{\text{abs}}$ of a randomly oriented molecule with surrounding metal objects is simply its free (vacuum) absorption cross-section $\sigma^{\text{abs}}$ times the local field enhancement factor (see p.250, 4.80, [2]):

$$\hat{\sigma}^{\text{abs}} = M_{\text{loc}} \cdot \sigma^{\text{abs}}$$  \hspace{1cm} (1.54)

This is very similar to what happens in the SERS case for the excitation of the enhanced dipole.

After this enhanced absorption the molecule experiences a non-radiative relaxation to the lowest vibrational state in $S_1$ followed by the emission of a photon while relaxing into $S_0$. This is the second step of the fluorescence process and it is, unlike SERS, completely independent of the first: no matter how high the radiative enhancement factor $M_{\text{rad}}$, no more photons can be emitted...
than there are excited molecules. This means that even if there was no competition from non-radiative processes, the modified quantum yield \( \tilde{Q} \) could not be greater than 1. In consequence the modified fluorescence cross-section \( \tilde{\sigma}_{\text{Fluo}} \) can be safely approximated as follows:

\[
\tilde{\sigma}_{\text{Fluo}} \overset{\text{eq.1.14}}{=} \tilde{Q} \cdot \tilde{\sigma}_{\text{abs}} \overset{\text{eq.1.54}}{\leq} 1 \cdot M_{\text{Loc}} \cdot \sigma_{\text{abs}} = \frac{M_{\text{Loc}}}{Q} \cdot Q \cdot \sigma_{\text{abs}}^{\text{Fluo}}
\] (1.55)

From this equation an upper limit for the fluorescence enhancement-factor \( \text{SMEF}_{\text{Fluo}} := \tilde{\sigma}_{\text{Fluo}} / \sigma_{\text{Fluo}} \) can be deduced:

\[
\text{SMEF}_{\text{Fluo}} \leq \frac{M_{\text{Loc}}}{Q}
\] which compares to \( \text{SMEF}_{\text{R}} \overset{\text{eq.1.53}}{=} M_{\text{loc}} \cdot M_{\text{rad}} \) (1.56)

This simple comparison already shows that for a common situation in which \( Q \sim 1 \) (as for RH6G) and \( M_{\text{rad}} = M_{\text{Loc}} \sim 10^3 \) (by virtue of reciprocity), the enhancement for Raman scattering outweighs by far the fluorescence enhancement.

In order to get a better approximation for the modified quantum yield \( \tilde{Q} \), let us now have a closer look at the molecule on the metal surface in the lowest vibrational state of \( S_1 \). It can relax into the ground state through a radiative process (quantified by \( \tilde{\Gamma}_{\text{rad}} = M_{\text{rad}} \cdot \Gamma_{\text{rad}} \)) or a non-radiative process. The latter can either happen through the known channel \( \Gamma_{\text{NR}} \) or the emission of a photon that is subsequently absorbed by the metal and quantified by \( \tilde{\Gamma}_{\text{EM}} \). In many cases \( \tilde{\Gamma}_{\text{rad}} + \tilde{\Gamma}_{\text{NR}} + \tilde{\Gamma}_{\text{EM}} \) is much bigger than \( \Gamma_{\text{NR}} \) and we can approximate (p251, 4.82):

\[
\tilde{Q} = \frac{\tilde{\Gamma}_{\text{rad}}}{\tilde{\Gamma}_{\text{rad}} + \tilde{\Gamma}_{\text{NR}} + \tilde{\Gamma}_{\text{EM}}} \approx \frac{\tilde{\Gamma}_{\text{rad}}}{\tilde{\Gamma}_{\text{rad}} + \tilde{\Gamma}_{\text{NR}} + \tilde{\Gamma}_{\text{EM}}} = \frac{M_{\text{rad}}}{M_{\text{tot}}} (1.57)
\]

Here \( M_{\text{tot}} := P_{\text{tot}} / P_{\text{Fluo}} \) is the ratio of the total emitted power by the molecule and the power of the fluorescence seen in the far field. With the above equation and eq.1.54 we can now deduce:

\[
\tilde{\sigma}_{\text{Fluo}} = \tilde{Q} \cdot \sigma_{\text{abs}} \approx \frac{M_{\text{rad}}}{M_{\text{tot}}} \cdot M_{\text{Loc}} \sigma_{\text{abs}} = \frac{M_{\text{Loc}} M_{\text{rad}}}{Q \cdot M_{\text{tot}}} \cdot Q \cdot \sigma_{\text{abs}}^{\text{Fluo}} \] (1.58)

\[
\Rightarrow \text{SMEF}_{\text{Fluo}} \approx \frac{M_{\text{Loc}} M_{\text{rad}}}{Q \cdot M_{\text{tot}}} \] (1.59)

This allows us now, to have a better look at the ratio of the enhancement-factors (eq. 1.53 and 1.59):

\[
\frac{\text{SMEF}_{\text{R}}}{\text{SMEF}_{\text{Fluo}}} = Q \cdot M_{\text{tot}} \quad \text{with} \quad M_{\text{tot}} = 1 + \frac{3\kappa}{16(k_M d)^3} \text{Im} \left\{ \frac{\varepsilon - \varepsilon_M}{\varepsilon + \varepsilon_M} \right\} (1.60)
\]

Here \( M_{\text{tot}} \) is taken without further derivation from p.303, eq. 6.13 in reference [2] (\( \kappa_{\perp} = 2 \) and \( \kappa_{\parallel} = 1 \) and \( k_M = \frac{\omega}{c} \sqrt{\varepsilon_M} \)). The \( \frac{1}{d} \) dependency of \( M_{\text{tot}} \) implies that the smaller the distance \( d \) of the molecule to the metal surface, the more the enhancement of the Raman signal outweighs the fluorescence enhancement.
1.4 The SPP-resonance condition

Surface Plasmon Polaritons (SPP) are a solution of Maxwell’s equations at a planar interface between a metal like Ag or Au (with dielectric function $\epsilon_m(\omega)$) and a dielectric medium like air or water (with dielectric function $\epsilon_d(\omega)$). This solution can be interpreted as an electromagnetic surface mode that decays exponentially away from the surface but propagates along the interface with a wavevector $k_x$ that can be shown to have the form:

$$k_x = k_0 \sqrt{\frac{\epsilon_m \epsilon_d}{\epsilon_m + \epsilon_d}}$$

(1.61)

The derivation of this dispersion relation (or resonance condition) is a standard exercise done in numerous textbooks and articles [2, 17, 18] and is a natural outcome when looking at planar interfaces (see Fig. 8) and their general, plane-wave solutions. A very concise and rigorous treatment (that adheres to a consistent sign convention and thereby avoids the pitfalls sometimes encountered in more “hand-waving” derivations) can be found in [2] on page 542 which we will follow closely in this section. The goal is to arrive at the SPP dispersion relation of eq. 1.61 and show that it corresponds to a physical wave that cannot be excited coming from the air / water side.

1.4.1 Plane wave solution in a homogeneous medium

The plane-wave solutions of Maxwell’s equations in a homogeneous medium with dielectric constant $\epsilon$ are given by ([2], p.532):

$$E = \text{Re}\{E_0 \exp\{i(k \cdot x - \omega t)\}\}$$

(1.62)

$$H = \text{Re}\{H_0 \exp\{i(k \cdot x - \omega t)\}\}$$

(1.63)

The following relations are dictated by Maxwell’s equations:

$$k \cdot k = \epsilon(\omega) k_0^2 \quad \text{with} \quad k_0 := \omega / c$$

(1.64)

$$n \cdot n = 1 \quad \text{with} \quad n := k / k$$

(1.65)

Here we used the definition $k := \sqrt{k \cdot k}$. Note that $k$ can be complex and that therefore in general $k \neq |k|$. Furthermore the electric and magnetic field components are perpendicular to each other:

$$E_0 \propto n \times H_0$$

(1.66)

$$H_0 \propto n \times E_0$$

(1.67)

1.4.2 Plane wave solution in two homogeneous media

For the situation of two homogeneous media separated by a planar interface all solutions can be written as a superposition of plane waves. This is a simple consequence of the linearity of Maxwell’s equations. Furthermore it is straightforward to show the following:

- that any solution can be written as a superposition of 4 plane waves of which each is characterized by its $k$-vector as displayed in Fig. 8.
• that due to translational symmetry the $k_x$-component is conserved:

$$k_{i,x} = \tilde{k}_{i,x} =: k_x \quad \text{for} \quad i = 1, 2 \quad (1.68)$$

• that without loss of generality the $k_y$-component can be assumed to vanish:

$$k_{i,y} = \tilde{k}_{i,y} = 0 \quad \text{for} \quad i = 1, 2 \quad (1.69)$$

• that for the $k_z$-component the following relation holds true:

$$k_{i,z} = -\tilde{k}_{i,z} = \pm \sqrt{\epsilon_i k_0^2 - k_x^2} \quad \text{for} \quad i = 1, 2 \quad (1.70)$$

Fig. 8: Schematic illustration of four plane-wave solutions at the boundary of two dielectric media. Their superposition constitutes the most general plane-wave solution at a planar interface.

1.4.3 Sign-convention for plane-wave solutions

Even though a sign-convention may seem technical, it will prove invaluable for distinguishing physical solutions of Maxwell’s equations from non-physical ones. Let us therefore make the following convention:

• If medium 1 is transparent (i.e. $\Im\{\epsilon_1(\omega)\} = 0$), an incoming light-source (i.e. $\Re\{k_{1,z}\} > 0$) present at $-\infty$ shall be described by $E_1$ rather than $\tilde{E}_1$.

Otherwise (i.e. for a non-transparent medium,1) no incident source shall be considered (it would be unphysical) and the scattered wave (described by $\tilde{E}_1$) shall be evanescent (i.e. $\Im\{\tilde{k}_{1,z}\} \equiv \pm \sqrt{\epsilon_i k_0^2 - k_x^2}$ for $i = 1, 2$).
In short this can be written as:

\[
\text{If } \text{Im}\{k_{1,z}\} = 0 \text{ then } \text{Re}\{k_{1,z}\} > 0 \quad (1.71)
\]
\[
\text{else } \text{Im}\{k_{1,z}\} > 0 \quad \text{and } E_1 = 0 \quad (1.72)
\]

• Similarly, if medium 2 is transparent (i.e. \(\text{Im}\{\epsilon_2(\omega)\} = 0\)), an incoming light-source (i.e. \(\text{Re}\{\tilde{k}_{2,z}\} < 0\)) present at \(+\infty\) shall be described by \(\tilde{E}_2\) rather than \(E_2\).

\[
\text{Otherwise (i.e. for a non-transparent medium 2) no incident source shall be considered (it would be unphysical) and the scattered wave (described by } E_2\text{) shall be evanescent (i.e. } \text{Im}\{k_{2,z}\} > 0\).
\]

In short this can be written as:

\[
\text{If } \text{Im}\{k_{2,z}\} = 0 \text{ then } \text{Re}\{k_{2,z}\} > 0 \quad (1.73)
\]
\[
\text{else } \text{Im}\{k_{2,z}\} > 0 \quad \text{and } \tilde{E}_2 = 0 \quad (1.74)
\]

### 1.4.4 Boundary conditions

It is possible to show that any plane-wave solution can be written as a sum of transverse magnetic (TM) and transverse electric (TE) solutions and that furthermore the polarization is conserved at the planar interface. It is therefore sufficient to only treat the case of TM and TE polarization for which the boundary conditions can be written elegantly in matrix form:

\[
\begin{pmatrix}
F_{1y} \\
\tilde{F}_{1y}
\end{pmatrix}
= 
\begin{pmatrix}
1 + K & 1 - K \\
1 - K & 1 + K
\end{pmatrix}
\begin{pmatrix}
F_{2y} \\
\tilde{F}_{2y}
\end{pmatrix}
\]

(1.75)

Here \(F \equiv H\) and \(K = \frac{\epsilon_1 k_{2,z}}{\epsilon_2 k_{1,z}}\) for the case of TM polarization while \(F \equiv E\) and \(K = \frac{k_{2,z}}{k_{1,z}}\) for the case of TE polarization.

### 1.4.5 SPP resonance condition

With this background it is now sensible to ask if (for a given frequency \(\omega\)) there is a non-trivial solution that fulfills the boundary conditions in eq. 1.75 with no incoming light (\(E_1 = \tilde{E}_2 = 0\)) i.e. if there is a \(K\) for which the following equation holds true:

\[
\begin{pmatrix}
0 \\
\tilde{F}_{1y}
\end{pmatrix}
\text{eq. 1.75} = 
\begin{pmatrix}
F_{2y} \cdot (1 + K) \\
F_{2y} \cdot (1 - K)
\end{pmatrix}
\]

(1.76)

Using the expressions for \(K^{\text{TM}}\) and \(K^{\text{TE}}\) from page 544 and 545 in [2] this necessitates that:

\[
K = -1 \iff \begin{cases}
\epsilon_2 k_{1,z} = -\epsilon_1 k_{2,z} & \text{for TM polarization} \\
\epsilon_2 = \epsilon_1 & \text{for TE polarization}
\end{cases}
\]

(1.77)

The case for TE polarization is simple to interpret: a non-trivial solution exists only for the case \(\epsilon_2 = \epsilon_1\) which means that from an optical point of view medium 1 and medium 2 are the same, i.e.
CHAPTER 1. INTRODUCTION

there is no interface. This solution is not interesting for us. However the TM-case is non-trivial and therefore interesting for us. A necessary (but not sufficient) condition then is:

\[(\epsilon_2 k_{1,z})^2 = (\epsilon_1 k_{2,z})^2\]  

(1.78)

\[\iff \epsilon_2^2 (\epsilon_1 k_0^2 - k_z^2) = \epsilon_1^2 (\epsilon_2 k_0^2 - k_z^2)\]  

(1.79)

\[\iff k_z^2 (\epsilon_1^2 - \epsilon_2^2) = k_0^2 (\epsilon_1^2 \epsilon_2 - \epsilon_2^2 \epsilon_1)\]  

(1.80)

\[\iff k_z = \pm k_0 \sqrt{\frac{\epsilon_1 \epsilon_2}{\epsilon_1 + \epsilon_2}}\]  

(1.81)

By convention we choose \(k_x\) to be positive which determines in turn (see eq. 1.70) \(\tilde{k}_{1,z}\) and \(k_{2,z}\).

Now it is important to check that

1. \(\tilde{k}_{1,z}\) and \(k_{2,z}\) have a sign that corresponds to a physical solution (i.e. a sign that respects the conventions in eq. 1.71 - 1.74).

2. \(K^{TM} = -1\) rather than \(K^{TM} = +1\)

Rather than checking those two conditions for the most general case, let’s have a look at the case most relevant to us: the interface between a dielectric like air (\(\epsilon_1 \equiv \epsilon_{air} = 1\)) and a metal like Ag (\(\epsilon_2 \equiv \epsilon_{Ag} = -16 + i 0.7 \) @ \(\lambda = 350\) nm). Since \(|\text{Re}\{\epsilon_{Ag}\}| \gg |\text{Im}\{\epsilon_{Ag}\}|\) it is reasonable (in a first approximation) to assume medium 2 to be loss free (i.e. \(\epsilon_2 \approx -16\)).

Inserting the expression for \(k_x\) in eq. 1.81 into the expression for \(k_z\) in eq. 1.70 leaves us with a choice of sign. Let us consider

\[k_{1,z} = + k_0 \sqrt{\frac{1}{\epsilon_1 + \epsilon_2}}\]  

(1.82)

\[k_{2,z} = - k_0 \epsilon_2 \sqrt{\frac{1}{\epsilon_1 + \epsilon_2}}\]  

(1.83)

It is easy to see that this indeed corresponds to a physical solution satisfying eq. 1.71 - 1.74 and that it also fulfills \(K = -1\).

This means that for the idealized case of a loss free Ag-air interface it is indeed possible to have a solution that is the superposition of 2 evanescent waves (in the z-direction) traveling with \(k_x = k_0 \sqrt{\frac{\epsilon_1 \epsilon_2}{\epsilon_1 + \epsilon_2}} \approx 1.03 \cdot k_0\) (in the x-direction). This solution is called a Surface Plasmon Polariton and it exists (by definition) with \textit{no incoming light}.

It is clear from the dispersion relation that it cannot be excited coming from air as the resonance condition for \(k_x\) is slightly bigger than \(k_0\). This means that for its excitation one has to come from the metal side and use a \textit{k−booster} which can e.g. be a glass prism.

It is also interesting to note that \(k_{x}^{SPP}\) is just beyond the condition for total internal reflection (TIR) on a glass-air interface: \(k_{x}^{TIR} = k_0\).

With further, rather tedious considerations it is possible to show that SPPs not only exist for the idealized case of a loss free metal but also for the case of real metals.
1.5 Experimental methods

Having introduced some basic optical effects in the last section, it is now important to briefly explain which samples were used to observe them and the instruments that collected the data.

1.5.1 Samples

For the experiments presented in this thesis we confined our attention to 3 different probes, all of them being dyes. The latter are important molecules used in biology (DNA sequencing), physics (gain medium for dye lasers, flow tracing), food processing, colouring of wood, paper, cotton and many other areas; While most of their commercial use is related to their strong absorption / fluorescence behavior in the visible (the former gives them the nice colour we are seeing), they are of great interest to us because of their large Raman cross-sections, which makes it easy to detect them.

- RH6G is one of the most commonly used dyes and is highly resonant in the green. Because of its large quantum yield ($\approx 1$), its Raman spectrum is drowned in the fluorescence background for this wavelength.
- Crystal Violet (CV) is also resonant in the visible but its fluorescence process is very inefficient. This allows one to observe its Raman spectrum even at resonance.
- Nile Blue (NB) has its resonance in the red, an excitation wavelength extensively used in the second part of this thesis (Chapter 3 and 4). Since its Raman cross-section outperforms the one of RH6G and CV in that region, it was the dye of our choice for that part.

These dyes were either dissolved in water or deposited on SERS substrates such as:

- a Ag Lee & Meisel colloid: those colloids were prepared according to a standard procedure [19] and essentially consist of Ag nano particles (average diameter about 50 nm) in water.
- a Ag or Au metal film: those flat films (50 nm) on glass were initially produced here in New Zealand by evaporation. To obtain better quality we eventually shifted to commercially produced films from the company SSens in the Netherlands.
- a Klarite substrate: those substrates consist of a silicon template with a regular nano-pattern that is coated with gold (Au). See [20] for further details.

1.5.2 Experimental setup

For our experiments a He-Ne-laser and a tunable Ar$^+$-Kr$^+$ -laser were available, providing the seven excitation lines ($\lambda_L = 458 \text{ nm}, 488 \text{ nm}, 514 \text{ nm}, 532 \text{ nm}, 568 \text{ nm}, 633 \text{ nm}, 647 \text{ nm}$) used to illuminate the samples. The sample in turn emits light (Rayleigh, Fluorescence, Raman - see previous sections) which is collected by an objective and imaged onto a pinhole (magnification-factor of $\times 40$ for a $\times 100$ objective). While it is the pinhole’s purpose to serve as a spatial filter when closed
sufficiently far, it was left wide open and therefore unused for all of our applications. The image of
the sample at the pinhole-plane is then recreated on the entrance slit of the spectrometer. This is
schematically depicted in Fig. 9:

Most of the data presented in this thesis was taken with a T64000 triple subtractive Jobin-Yvon
spectrometer equipped with a nitrogen-cooled CCD. For this type of spectrometer, the light arriv-
ing at the entrance slit is processed in three separate stages: in the first stage, a grating (usually
with 600 or 1800 lines/mm) disperses it into its constituent colours. By changing the angle be-
tween the surface normal of the grating and the incoming beam, one can select which part of the
spectrum passes through the intermediate slit and into the second stage. There the light is coll-
imated onto the third stage entrance slit by a second grating arranged in an optical setup exactly
symmetric to the one in the first stage. This double subtractive configuration filters out any (un-
wanted) laser-light and allows stage 3 to do the actual spectroscopy: again a grating breaks up the
light which gets finally collected by a CCD array of 256 × 1024 pixels. This layout is schematically
illustrated in Fig. 10.

While the CCD’s y-axis (with 256 pixels) corresponds to an actual physical dimension on the sam-
ple, the CDD’s x-axis corresponds to a certain Raman-wavelength \( \lambda_R(x) \). Usually all counts from
pixels with the same x-coordinate (i.e. with the same Raman wavelength) are binned resulting in

---

3the size of this slit is important for the spectral resolution of the data
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a signal $S(λ_R)$. It is common to display this signal not as a function of $λ_R$ but instead as a function of the Raman shift $ν$:

$$ν := \frac{1}{λ_L} - \frac{1}{λ_R} = \frac{1}{hc}\left(\frac{hc}{λ_L} - \frac{hc}{λ_R}\right)$$

$$= \frac{1}{hc}(E_L - E_R) \quad \text{(1.84)}$$

Using customary notation $h \approx 6.6 \times 10^{-34} \text{J} \cdot \text{sec}$ is the Planck constant and $c \approx 3.0 \times 10^8 \text{m/sec}$ the vacuum speed of light. It is apparent that the definition of $ν$ is such that it is proportional to the energy-difference of incident and scattered photon, a convenient choice since in that format a peak corresponding to a certain molecular vibration will always appear at the same position regardless of the excitation wavelength $λ_L$.

It is worth pointing out that in this setup the intermediate slit fulfills the task of an ordinary notch-filter by blocking the scattered light of the laser which would otherwise obscure the desired Raman spectrum. But where an ordinary notch-filter works only for a single excitation wavelength in the visible and cuts out not only the laser-line at $λ_L$ itself but also anything within a spectral range of about 100 cm$^{-1}$ around that laser line, a triple spectrometer works for any excitation wavelength and allows us to observe Raman scattered light as close as about 1 cm$^{-1}$ or 2 cm$^{-1}$ to the laser-line. This advantage in flexibility of a triple spectrometer outweighs in most situations by far the disadvantage of being slightly less efficient due to more optical components.
Chapter 2

Measuring resonant Raman cross-sections

The work discussed in this chapter was published in "Journal of Physical Chemistry A", 2010 [21].

2.1 Basic idea

Resonant Raman cross-sections are notoriously difficult to obtain because in most cases the Raman spectrum of the molecule under consideration is swamped in a huge fluorescence background. However, by placing the molecule on a metal surface, a process called fluorescence quenching suppresses the background and allows one to observe a clear Raman spectrum.

In this chapter a new method is proposed, that allows a quantitative analysis of the SERS spectra: by comparing the SERS signal of an unknown molecule (in our case Rhodamine6G) with the SERS signal of a molecule with known cross-section (Crystal Violet), we were able to deduce the resonant Raman cross-sections from the relative peak intensities.

![Chemical structure of Rhodamine 6G](image)

**Fig. 11:** a) Chemical structure of Rhodamine 6G ($C_{28}H_{31}N_{2}O_{3}$), the molecule of interest for this chapter (black: carbon, white: hydrogen, blue: nitrogen, red: oxygen) b) key finding of this chapter: the resonant Raman cross-sections of Rhodamine 6G for 7 excitation wavelengths across the visible spectrum.
2.2 Context

The determination of Raman cross sections [2, 14] is a textbook-like example of molecular spectroscopy [22, 23]. However, differential resonant Raman cross sections \( \frac{d\sigma}{d\Omega} \) in molecules are in general very difficult (and sometimes impossible) to obtain with normal (spontaneous) Raman spectroscopy. Despite their great importance in techniques such as surface-enhanced Raman scattering (SERS) [2], there is only a scant amount of experimental information on them [24].

The predominant reason for this is the simultaneous generation of fluorescence under resonance conditions in continuous-wave (CW) spectroscopy. For fluorescent dyes (which constitute a very important group of probes for SERS in general [2, 4], and for single-molecule SERS in particular [9, 11, 12, 25]) the bare fluorescence cross section of the molecules \( \frac{d\sigma_{\text{flu}}}{d\Omega} \sim 10^{-16} \text{cm}^2/\text{sr} \) typically outstrips the corresponding Raman ones in resonance \( \frac{d\sigma_{\text{Raman}}}{d\Omega} \sim 10^{-24} \text{cm}^2/\text{sr} \) by figures in the range of eight orders of magnitude. This is of course the primary reason why the field of single-molecule fluorescence [26, 27] was developed a lot earlier than its counterpart in Raman spectroscopy. Despite the fact that these cross sections refer to spectrally integrated quantities (i.e. integrated over all emission wavelengths) and that Raman signals are typically much "sharper" than fluorescence emission (by a factor of \( \sim 10^2 - 10^3 \)), this is still not enough to compensate for the remaining five to six orders of magnitude in intensity between the two: Raman signals are basically "swamped" in the fluorescence background of the spectrum. There are exceptions to the rule though in CW spectroscopy. The most common of which comes from dyes with a poor quantum yield \( (Q) \) for fluorescence emission [2, 27]. One example of the latter is the molecule crystal violet (CV) [24], with a very low fluorescent quantum yield \( Q \sim 5 \times 10^{-5} \) [28] due to internal non-radiative relaxation mechanisms [27] (the twisting of the arms of the molecule) in the excited state. Hence, in cases like CV it is indeed possible to measure the CW differential Raman cross section under resonance conditions, by comparing the signal of a known concentration of CV molecules in solution to a reference standard [22, 24] under identical experimental conditions. These cases are, nevertheless, more the exception than the rule for many important dyes.

Paraphrasing a recent review article by Anne Myers-Kelley [29]: "Resonance Raman scattering ... largely places the experimentalist at nature's mercy. If the Raman spectrum is weak or extremely complicated, or sits on top of a strong fluorescence background, there is not much that can be done about it".

A notable exception to the deadlock imposed by the presence of underlying fluorescence has arisen in the last few years in the form of broadband femto-second stimulated Raman spectroscopy (FSRS); pursued mainly by Mathies and co-workers [30–34]. FSRS is insensitive to background spontaneous fluorescence [33], and its theory has also been well developed [32]. For many years, a historical predecessor of FSRS to unravel the Raman spectrum under resonance conditions has been the technique of Kerr-gated time-resolved resonance Raman spectroscopy [35]. The early time-resolved methods [36] were mainly based on the idea of measuring the Raman spectrum before the fluorescence arrives; i.e. in the window of a few nanoseconds (typically) defined by the lifetime of the excited state [2, 27]. However, quantifying the differential cross section is still one step above the mere "extraction" of the Raman spectrum from the fluorescence background, for it implies a normalization with respect to a known standard that can be difficult to achieve in the time-resolved versions of the technique. The best evidence of how difficult it is to obtain reliable values of resonant Raman differential cross sections is perhaps the fact that the first published values in the literature for Rhodamine 6G (arguably one of the best known and most widely used dyes in laser spectroscopy) have been published for the first time in 2008 by Mathies and co-workers
for a single probe excitation line at 532 nm (doubled Nd-YAG laser), using FSRS [30]. The progress made in FSRS in the last few years is truly impressive, but it still remains a technique that is practiced by a handful of groups around the world. To the best of our knowledge, there are a priori no obvious alternatives in plain CW Raman spectroscopy for the task.

On the theoretical front, quantitative predictions of resonant Raman cross-sections are also challenging since they require detailed modeling of excited state dynamics. It is only recently that reports of theoretical predictions have appeared. An example particularly relevant to this study is Ref. [37], where time-dependent density functional theory is used to predict resonant Raman cross-sections of Rhodamine 6G. Arguably, such theoretical predictions remain subject to potentially large errors.

In this chapter, we propose a new method to quantify experimentally resonant Raman differential cross sections by using the SERS effect and CW Raman spectroscopy. Like any method, it has intrinsic limitations, but in those cases where it can be applied it provides an easy alternative to time-resolved spectroscopy. It can produce experimental estimates for several excitation lines, and it can be used directly with CW-Raman systems that are most commonly available in many laboratories around the world (compared to the availability of time resolved systems). In the following, we explain the basics of the method and discuss its potential limitations. We then apply it specifically to obtain experimental estimations of $\frac{d\sigma}{d\Omega}$ for RH6G for seven different excitation lines across the visible range.
2.3 Principles of the method

One important aspect of surface-enhanced spectroscopy is the interplay between radiative and non-radiative components of the enhancement factor, and how they affect (differently) Raman and fluorescence processes. In this chapter the basic concept, needed for the present problem, shall be briefly reviewed (with the aid of Fig. 12) while a more detailed explanation can be found in Section 1.3 and in the specialized literature [2, 28, 38–40].

2.3.1 Basic concept

Fig. 12:
Schematic sequence illustrating the adsorption of a molecule on a metal surface and the concomitant quenching process:

(a) The emission far away from a metallic surface is dominated by fluorescence when the quantum yield of the dye is good.

(b) As the dye approaches the surface, both Raman and fluorescence are enhanced; but while Raman always profits from radiative enhancement, the fluorescence emission is a compromise between what is gained in enhanced absorption and what is lost in non-radiative emission to the metal [2]. This is the well-known “quenching of fluorescence” effect seen in SERS.

(c) In direct contact with the metal, the molecule’s fluorescence is mostly quenched (with respect to SERS) by non-radiative processes. If we were able to compare two molecules (one with a known and another with an unknown $d\sigma/d\Omega$) on the same spot on the surface, we would have a (comparative) measure of Raman differential cross sections without interference from fluorescence.

In a nutshell, Raman profits from radiative enhancements in both the incoming (laser) and Stokes-scattered photon, while fluorescence only profits from an absorption enhancement in the first
step of the process. The emission in fluorescence is further limited by the competition between radiative and non-radiative decay from the excited state, the rate of which are modified by different mechanisms in close vicinity to a metal surface. As a result, for molecules adsorbed directly onto the metal, the Raman signal is typically enhanced by several orders of magnitude more than the fluorescence signal.

This phenomenology is often simplified by simply stating that “fluorescence is quenched while Raman is enhanced” as the molecule approaches the metal surface; this is illustrated schematically in Fig. 12(a-c) and treated in considerable more detail in the specialized literature [2, 28, 38–41]. In reality, fluorescence may still be enhanced when a molecule is directly adsorbed onto the metal [2, 41], but the fluorescence to Raman ratio is indeed strongly quenched.

Using this well-known phenomenology, we can qualitatively envisage the following method to quantify an unknown resonance Raman cross-section: we first take a reference molecule of which we know the bare Raman differential cross sections for some modes, and place that molecule in a specific place on a metal surface where it is subject to a Raman enhancement (i.e. we can measure its SERS spectrum). We then take a resonant molecule that we do not know the Raman differential cross sections of (because it was hidden by fluorescence), and place it in the exact same position as the previous one. Thanks to fluorescence quenching, we can again measure its SERS spectrum under identical experimental conditions as the reference. If both molecules are not intrinsically modified by the presence of the metal and both are subject to the same SERS enhancement, simple ratios of peak intensities yield the differential Raman cross sections of the second molecule.

2.3.2 Potential limitations

There are several problems with this simple-minded approach, but all of them admit some sort of a solution or a partial solution. We list a few of the most obvious here:

- The method implies that there is no substantial modification of the molecule as a result of its interaction with the surface; i.e. that there is no metal-molecule complex formed in the process. This aspect is closely related to the possibility of an additional “chemical enhancement” in SERS [42]. If there is a metal-molecule complex present, the differential cross section we measure is not that of the bare molecule but rather that of the molecule in the presence of the metal (which can have its resonance condition changed in the process). While this is a potential limitation, there is some reassurance that such a situation can in principle be detected by making measurements on several different dyes, over a large wavelength range, and ideally on two types of SERS substrates (e.g. silver and gold).

- The simple-minded approach as stated above implies that we are able to position the molecule and the reference molecule in exactly the same place. This is obviously unachievable, and it is exacerbated by the well-known drastic inhomogeneities of the enhancement factor in typical SERS substrates [10]. Instead we can rely not on single-molecule signals but on average properties of the enhancement factor for a given substrate [24]. For as long as the total concentrations of dyes are small enough to avoid mutual interference on the surface coverage, and large enough to ensure reproducibility of signals over the chosen integration time, we can take average values as representative. The underlying assumption here is that the
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average SERS EF (or analytical SERS EF [2, 24]) is similar for both dyes. We need for example to ensure that both dyes have the same adsorption properties on the metal surface (for example by choosing both dyes with a strong affinity to the metal surface).

- The idea also assumes that there will be no additional experimental limitation to obtain the SERS signals of both dyes. However, the unequal photobleaching rates for both dyes at a given excitation wavelength can make a difference in the comparison of relative intensities [43, 44]. Photobleaching problems can be avoided by working with the lowest possible power densities and their presence can be checked experimentally by performing measurements at two or more incident laser powers.

- In theory there is no limitation on how different the two differential Raman cross sections to be compared can be. In practice, however, it is best to be able to see both signals within the same dynamic range of the detector without having to change the experimental conditions (increasing power, integration time, etc.). This implies that we should try to use dyes with similar cross sections. If we are trying to measure a resonant dye, we then need to find another resonant dye with known cross section. Accordingly this second reference molecule cannot be anything but a resonant dye with a poor quantum yield. This enhances the importance for this application of resonant dyes with low (or negligible) quantum yields. Some standard dyes (like CV) fall into this category, but they can also be engineered if necessary by the addition of quenching moieties to a given chromophore. The choice of the “reference molecule” is an important part of the problem here, and it needs to be resolved on a case-by-case basis depending on the compatibility with the other molecule and the spectral range where we want the comparison to be made.

- SERS substrates tend to have problems with reproducibility. A rule of thumb is always that the smaller the enhancement the better the reproducibility of the signal [45]. Substrates that sustain high enhancements (∼ 10⁶) capable to see single molecules are typically the least reproducible. Part of this issue can be solved by working with low magnification objectives and long integration times to increase sampling range in space and time, respectively (this has the additional benefit of reducing photo-bleaching issues). But to completely avoid this problem, it is even better to have both dyes simultaneously in the sample. This is similar in some ways to the bi-analyte SERS technique [8], which was developed for single molecule detection. Here, the method is used at much higher analyte concentrations to compare average signals over the same enhancement factor distribution.

- Different surface selection rules [13, 46] for different molecules could pose a problem, because the electromagnetic SERS EF may vary from mode to mode and from molecule to molecule by a factor related to the orientation of the molecule on the surface. Except for extreme cases (where a peak disappears, for example) this should not contribute much except by a relatively small factor [46]. The cross-sections determined with this method are therefore subject to uncertainties in the surface-selection rules factor [2], which unless independently measured can be assumed to be of the order of a factor of ∼ 2 [46].

Accordingly, the method proposed here is nothing but a bi-analyte SERS measurement, where the aim is not to use a contrast signal to detect single molecule cases but rather make a comparison of average signals over the same enhancement factor distribution. This is done for two different resonant molecules: one that we know the Raman differential cross sections of, and one that we do
not. Note that we use SERS substrates here to profit not so much from their enhancing properties of the Raman signals (SERS) but mainly for their quenching properties of the fluorescence.

The main underlying assumption is that both molecules experience the same analytical SERS EF [24]. This implies in particular that they have the same adsorption efficiency during sample preparation, that they do not exhibit extreme surface selection rules effects, and no chemical modification or chemical enhancement. The approximate validity of these assumptions (say within a factor $\approx 2 - 3$) is, we believe, sufficiently common (see Ref. [24] for examples) but must nevertheless be assessed on a case-by-case basis. In particular, measurements on different types of SERS substrates or with different preparation procedures, with different pairs of analytes, and at different excitation wavelengths should all contribute to confirm, or disprove, the validity of these assumptions. In fact, as we shall see, there may in some cases be wavelengths for which the Raman cross-sections of the unknown dye can also be measured via standard methods (for example when it is in pre-resonance conditions). This then provides a further independent check of the validity of the proposed method.

With some limitations (summarized in the list above) a simple estimate of resonant Raman cross sections is feasible without resorting to time-resolved spectroscopy. The limitations are real, but there is no technique that is completely free of limitations in that sense. FSRS, for example, also faces limitations in terms of the photostability of the molecules under intense pulsed excitation and the actual Raman gain that can be obtained by stimulation. There will be examples where a quantitative determination of resonant differential cross sections with FSRS will not be possible. With these provisos in mind, when the technique proposed here is applicable, it does provide a very simple estimation of resonant differential Raman cross sections.

Table 2.1: CV cross-sections for the 1620 cm$^{-1}$ mode along with experimental conditions (CV concentration $c$, integration time $t$, and incident power $P$), correction factors $K_{\text{abs}}$ (accounting for absorption losses in the liquid solution of the incident laser-light (on its way from the objective to its focal point) and the scattered Raman-light (on its way from the focal point back to the objective)) and $K_{\text{sys}}$, (accounting for the the fact that for each excitation wavelength the detection efficiency of the system at the wavelength associated with 2B2MP’s 516 cm$^{-1}$ Raman peak differs from the detection efficiency of the system at the wavelength associated with CV’s 1620 cm$^{-1}$ Raman peak) and measured CV depolarization ratios $\rho = I_\perp / I_\parallel$ used for determining it.

<table>
<thead>
<tr>
<th>$\lambda_{\text{ex}}$ [nm]</th>
<th>458</th>
<th>488</th>
<th>514</th>
<th>532</th>
<th>568</th>
<th>633</th>
<th>647</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$ [$\mu$M]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>200</td>
<td>100</td>
<td>30</td>
<td>60</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$K_{\text{sys}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.74</td>
<td>1.37</td>
<td>1.07</td>
<td>1.02</td>
<td>0.88</td>
<td>0.69</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>2.44</td>
<td>1.63</td>
<td>2.13</td>
<td>2.84</td>
<td>1.97</td>
<td>2.51</td>
<td>1.43</td>
<td></td>
</tr>
<tr>
<td>$K_{\text{abs}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.77</td>
<td>0.29</td>
<td>0.31</td>
<td>0.45</td>
<td>0.36</td>
<td>0.35</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
</tr>
<tr>
<td>$d_\Omega \sigma$ [$10^{-26}$ cm$^2$ sr$^{-1}$]</td>
<td>4.6</td>
<td>9.7</td>
<td>14.4</td>
<td>28.5</td>
<td>67.5</td>
<td>5.1</td>
<td>1.7</td>
</tr>
</tbody>
</table>
2.4 Experimental

As an example of its applicability, in the next two sections ('Experimental' and "Data evaluation and results") data shall be provided and evaluated for the estimation of resonant Raman differential cross sections $d_{\Omega} \sigma_{\text{RH6G}}(\lambda)$ for Rhodamine 6G (RH6G) at seven different excitation wavelengths in the visible by a direct comparison with CV. To this end we proceed as follows:

1. First the bare differential Raman cross-sections $d_{\Omega} \sigma_{\text{CV}}(\lambda)$ of CV are obtained for different excitation wavelengths $\lambda$.

2. Then, ratios $R_i(\lambda)$ of SERS signals of these two dyes in four different types of SERS substrates (indexed with $i$) are measured.

The desired cross-section $d_{\Omega} \sigma_{\text{RH6G}}(\lambda)$ of Rhodamine6G is obtained, by multiplying the average ratio $\langle R(\lambda) \rangle$ with the measured reference cross-section $d_{\Omega} \sigma_{\text{CV}}(\lambda)$.

2.4.1 Determination of the reference cross-section $d_{\Omega} \sigma_{\text{CV}}(\lambda)$

Raman spectra of Crystal Violet (CV) were taken with a triple-subtractive Jobin-Yvon Raman microscope equipped with a $N_2$-cooled CCD detector. Different excitations lines in the blue-red region (458, 488, 514, 532, 568, 633, and 647 nm) were obtained from either a HeNe or tunable Ar+-Kr+ laser. The triple-subtractive spectrometer is ideal for resonance studies, for it does not rely on the use of notch filters.

In order to determine CV's resonant Raman cross-section, we focused on its 1620 cm$^{-1}$ mode and compared it with a standard: 2-bromo-2-methylpropane (2B2MP) (thoroughly characterized in Ref. [24]). We use, in particular, the 516 cm$^{-1}$ Raman mode of 2B2MP which has a differential cross section of $5.4 \times 10^{-30}$ cm$^2$/sr at 633 nm and can be corrected for other excitation wavelengths $\lambda_{\text{ex}}$ by a factor of approximately $(633/\lambda_{\text{ex}})^4$ where $\lambda_{\text{ex}}$ is in nm (since it is far from resonance across the visible).

By knowing the concentration of CV in a reference solution and the density of 2B2MP, a direct intensity ratio provides the differential cross sections for the former, even without characterizing the scattering volume [24]. Examples of Raman spectra are shown in Fig. 13 while the experimental conditions used are summarized in Table 2.1.

While photobleaching is always a potential danger to the measurements' accuracy, it was accounted for by using low power densities (i.e. a low magnification x20 objective). Furthermore...
the absence of photobleaching was affirmed by checking the signals’ linear behavior with varying laser powers. However, there are three additional complications to this standard measurement that need to be accounted for:

**Firstly,** the solution is not transparent, and its absorption of both the laser and Raman light must be taken into account. To correct this, we measured the dye’s absorbance and calculated the loss in incident power as well as the loss in scattered light taking into account the shift in wavelength. This leads to a correction factor $K_{\text{abs.}}$ (for each excitation wavelength), which is listed in Table 2.1 (the focusing distance of the objective is 3.3 mm).

**Secondly,** the detection efficiency of our spectrometer is polarization dependent. In consequence all Raman spectra were taken with a polarizer for detection parallel to the incident polarization. We therefore measure the ratio of $d\sigma_{\parallel}/d\Omega$ rather than that of $d\sigma/d\Omega$. This can be corrected using the expression:

$$
\frac{d\sigma}{d\Omega} = \frac{d\sigma_{\parallel}}{d\Omega} + \frac{d\sigma_{\perp}}{d\Omega} = (1 + \rho) \frac{d\sigma_{\parallel}}{d\Omega}
$$

(2.1)

Here $\rho$ is the depolarization ratio of the mode [2]. To apply this correction, we have used the value $\rho = 0.18$ for 2B2MP [24] and have measured $\rho$ for CV at all excitation wavelengths, again listed in Table 2.1.

**Thirdly,** for a given excitation wavelength $\lambda_{\text{ex}}$ the detection efficiency of the system varies from the reference mode of 2B2MP (@ 516 cm$^{-1}$) to that of CV (@ 1620 cm$^{-1}$). To correct this we measured the response of our system (depicted in Fig. 14) by comparing the signal with the black body spectrum of a calibrated lamp of known effective temperature ($T = 2700$ K).

From this curve the correction factor $K_{\text{sys.}}$ is extracted which is again listed in Table 2.1. CV cross-section values in the green-yellow region are not affected much by the different response, but in the blue-purple region the correction can be important.

Comparing a mode, for example, at a Raman shift of 516 cm$^{-1}$ (2B2MP) with one at 1620 cm$^{-1}$ (CV) for 458 nm laser excitation (which places the modes in absolute wavelengths at 469 and 495.4 nm, respectively) overestimates the differential cross section of CV by a factor of ~ 3.7, unless the correction for the response of the system is included. All values in Fig. 14 are corrected by the response of the system. The correction factors $K_{\text{sys.}}$ (see Table 2.1) are extracted from this curve.

The results for $d\Omega\sigma^{\text{CV}}(\lambda)$ are summarized in Table 2.1 along with measurement details and the correction factors. It is interesting to note the variations of $\rho$ as a function of excitation wavelength, a clear indication of mode symmetry changes induced by resonance [47].
2.4. EXPERIMENTAL

2.4.2 Determination of the relative intensity ratios $R_i(\lambda)$

The ratios of SERS signals of RH6G (1510 cm$^{-1}$ peak) and the reference molecule CV (1620 cm$^{-1}$ peak) were taken on four different types of substrates (Ag colloids in solution, silver films, Au films, and Klarite substrates, see Section 1.5.1) and for 7 excitation wavelengths.

In principle, the nature of the SERS substrate should not influence the results for as long as: (i) the substrate does not interfere with the dyes, and (ii) there is enough signal to observe both dyes (the reference and the probe). It is a good practice however to compare the ratios of Raman signals under SERS conditions on several different substrates. This is done to ensure that there was nothing extremely peculiar about one particular choice of substrate and that similar results can be obtained irrespective of the exact nature of it. If this is the case, we can have more confidence that what we are measuring is an intrinsic property of the probe, and not a property of the probe in combination with the substrate. If the substrate is completely insensitive to the ratios of cross sections between an unknown probe and a reference, it should not even matter whether we use silver or gold (the two most widely used SERS substrates) as enhancing/quenching materials.

The first series of samples are prepared in solution with Ag Lee & Meisel colloids [19] at 15 mM KCl [48]. Samples were prepared to a total dye concentration of 10 nM (CV+RH6G) by successive dilutions from reference samples at 100 µM. To avoid dilution errors in this process, we obtained the final concentration in three steps. Initially we go from 100 µM to 1 µM, where an absorbance measurement is carried out to ensure proper dilution. At this point the dyes are mixed in a 1:1 (or 10:1) ratio and further diluted by a factor of 50 in the colloid, which is then aggregated with KCl. It is worth pointing out at this point that the accurate preparation of low dye concentrations is a challenging aspect of this experiment and should always be done with care.

Fig. 15: Examples of data for a sample with a concentration ratio RH6G:CV = 1:1 (10 nM in total), measured at different excitation wavelengths: (a) $\lambda_{ex} = 633$ nm, (b) 568 nm and (c) 531 nm.
As a way of example, with a fluorometer we were able to check concentrations down to $\sim 1$ nM and observed deviations from the desired value of up to a factor of $\sim 3$ in many instances. With the final procedure we followed (which included carefully electrostatically discharging the equipment we used) we were able to follow a reliable dilution allowing us to obtain the desired concentrations with an accuracy of about $\sim 10\%$ in the final concentration.

Figures 15 and 16 show a few examples of measurements done in the Ag Lee & Meisel colloids at three different excitation wavelengths. We normally take several spectra (as shown in the figure) over time (with 30 to 200 sec integration time) to obtain an average on which the analysis is performed. This is done to ensure that the average signal was not affected by an unusually large fluctuation of the signal (which can happen sometimes with large clusters in colloidal suspensions).

RH6G goes from dominating the spectrum over CV in the green (532 nm) to almost disappearing from it in the red (633 nm). The latter suggests that its cross-section in the red is at least an order of magnitude smaller than CV. In order to verify this, a new sample was prepared where RH6G and CV were diluted as before, but this time with a relative concentration of 10:1 (10 nM in total). Figure 16 shows complementary data (equivalent to the data in Fig. 15) for this additional sample. For the seven wavelengths used for this experiment laser powers between 100 and 1000 $\mu$W with the \texttimes{}20 immersion objective were chosen. No detectable effect of photobleaching was observed at this laser power level.

In addition to colloid measurements, we check the relative ratios of SERS signals for the dyes deposited at $\sim 100$ nM concentration on flat silver and gold films, and commercial Klarite substrates (made out of gold). Silver (30 nm) and gold (200 nm) films were deposited on glass slides using a conventional evaporator equipped with a calibrated thickness monitor. Klarite substrates were used as received without further preparation. The dyes (and dye mixtures) were drop cast on the films and/or Klarite substrate and dried under a mild heat. Raman spectra were taken in this case with a \texttimes{}10 objective (to improve spatial averaging and avoid photobleaching as much as possible) in air, by using again the T64000 Jobin-Yvon triple spectrometer and integration times of $\sim 20$ – 60 sec. We made averages over at least 20 different points on the sample to ensure the signal was representative of the average over the substrate. The data on gold substrates tends to be weaker than that on silver films, and it is likely that part of the enhancement seen on silver and gold films comes from surface roughness. For gold substrates we could only obtain spectra at three of the six laser wavelengths we used for silver; this is because the signal is too weak and cannot be quantified in the other cases.

For the analysis, we concentrate only on two modes: 1510 cm$^{-1}$ of RH6G and 1620 cm$^{-1}$ of CV simply because they do not overlap too much with other modes and can be easily measured within...
the same spectral window of the CCD. In order to obtain the cross-section ratio

\[ R(\lambda_{\text{ex}}) := \frac{d\Omega \sigma_{\text{RH6G}}^{1510}(\lambda_{\text{ex}})}{d\Omega \sigma_{\text{CV}}^{1510}(\lambda_{\text{ex}})} \] (2.2)

of the differential cross-section ratios for the different excitation wavelengths \( \lambda_{\text{ex}} \), we assumed that both RH6G and CV experience the same enhancement factor in a bi-analyte SERS sample. In consequence, it is obvious that \( R \) is equal to the ratio of the integrated peak intensities \( \Sigma \) of the respective dye in the mixed sample:

\[ R = \frac{\Sigma_{1510}^{\text{bi-analyte}}}{\Sigma_{1620}^{\text{bi-analyte}}} \] (2.3)

However extracting those peak intensities from the bi-analyte SERS spectra is not trivial. The problem we are facing is possible overlap of peaks belonging to the different dyes which makes the fitting in the bi-analyte spectrum prone to error. A way to avoid such errors is schematically illustrated in Fig. 17 and explained in more detail in the following.

![Fig. 17: Schematic illustrating the method to extract the ratio \( R \) of relative peak intensities from a bi-analyte spectrum (top spectrum). First the peak intensities \( \Sigma_{\text{RH6G}}^{1510} \) and \( \Sigma_{\text{CV}}^{1620} \) of a pure RH6G (\( S_{\text{RH6G}} \), bottom left) and a pure CV SERS spectrum (\( S_{\text{CV}} \), bottom right) are determined. In a second step a linear least-square decomposition of the mixed spectrum \( S_{\text{bi-analyte}} \) into its components \( S_{\text{RH6G}} \) and \( S_{\text{CV}} \) (and a quadratic background) yields factors \( \alpha \) and \( \beta \). Note the accuracy of this fit. The ratio is then simply obtained from eq. 2.3.](image)

For each excitation wavelength \( \lambda_{\text{ex}} \), the fits of the peaks were first performed on a pure RH6G and on a pure CV SERS spectrum (\( S_{\text{RH6G}} \) and \( S_{\text{CV}} \) respectively). This provides us with peak Intensities \( \Sigma_{\text{RH6G}}^{1510} \) and \( \Sigma_{\text{CV}}^{1620} \) for each dye in two reference samples not affected by peak overlap. Those pure SERS spectra were then taken as a basis for a linear least-square decomposition of the bi-analyte data (\( S_{\text{bi-analyte}} \)) yielding factors \( \alpha \) and \( \beta \) that fulfill the following equation:

\[ S_{\text{bi-analyte}} = \alpha S_{\text{RH6G}} + \beta S_{\text{CV}} + \text{background} \] (2.4)
The background (which consists of instrumental background and fluorescence) was taken as a quadratic function of the wavelength (which preserves the linearity of the decomposition). This linear least-square decomposition of a mixed SERS spectrum is extremely accurate since it is not affected by non-symmetric peak shapes or peak overlap. Knowing the background and the coefficients $\alpha$ and $\beta$, the ratio $R$ is then easily obtained from the relation $R = \frac{\alpha}{\beta} \frac{\Sigma_{1510}}{\Sigma_{1620}}$ and leads to the SERS intensity ratios shown for all the different substrates in Fig. 18.

These SERS inferred ratios are shown, where possible, together with ratios of bare cross section measurements done with normal (CW) Raman spectroscopy. The latter are measured in regions outside the main absorption of RH6G (where we can see the Raman signal above the fluorescence background). One additional value is inferred from the bare cross section of RH6G measured by FSRS in Ref. [30] at $\lambda_{ex} = 532$ nm and our own determination of the resonant cross section of CV at that wavelength.

To a very good approximation, a consistent picture is obtained for the ratios of cross sections across different substrates and different excitations. From these ratios and the bare $d\sigma/d\Omega$'s of CV, we can obtain estimates for the differential cross sections of the 1510 cm$^{-1}$ mode of RH6G at different excitation wavelengths. The obtained differential cross-sections $d\sigma/d\Omega$ for RH6G and CV are summarized simultaneously in Table 2.2 and in Fig. 19. Even though listed with two significant figures the values for $\sigma_{\text{RH6G,SERS}}$ should be taken with caution since there is some scatter in the measurement. A rough estimate for their correctness is about a factor of 2.
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Table 2.2: Differential Raman cross-sections $d\sigma/d\Omega$ in units of $\times 10^{-26}$ cm$^2$/sr for CV (1620 cm$^{-1}$ peak) and RH6G (1510 cm$^{-1}$ peak). The values $\sigma_{\text{RH6G,SERS}}$ were obtained by multiplying $\sigma_{\text{CV}}(\lambda_{\text{ex}})$ with the ratio factor $R(\lambda_{\text{ex}})$ obtained from the bi-analyte SERS spectra.

<table>
<thead>
<tr>
<th>$\lambda_{\text{ex}}$ [nm]</th>
<th>458</th>
<th>488</th>
<th>514</th>
<th>532</th>
<th>568</th>
<th>633</th>
<th>647</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\text{CV}}$</td>
<td>4.6</td>
<td>9.7</td>
<td>14</td>
<td>29</td>
<td>68</td>
<td>5.1</td>
<td>1.7</td>
</tr>
<tr>
<td>$\sigma_{\text{RH6G}}$</td>
<td>8.9</td>
<td>2.3 $\times 10^2$</td>
<td></td>
<td>0.22</td>
<td>0.095</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\text{RH6G,SERS}}$</td>
<td>5.2</td>
<td>26</td>
<td>70</td>
<td>1.5 $\times 10^2$</td>
<td>1.2 $\times 10^2$</td>
<td>0.64</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Fig. 19: Differential Raman cross sections $d\sigma/d\Omega$ in units of $\times 10^{-26}$ cm$^2$/sr for the 1620 cm$^{-1}$ mode CV and the 1510 cm$^{-1}$ mode of RH6G at seven different excitation wavelengths (458, 488, 514, 532, 568, 633 and 647 nm). The data is presented together with the absorption spectra of both dyes. RH6G displays a much stronger pre-resonance enhancement of the Raman cross section compared to CV which seems to follow the absorption spectrum more closely.
2.5 Discussion and conclusion

With several provisos in mind (that need to be evaluated on a case-by-case basis) we have shown here that it is indeed possible to obtain estimates of resonant differential Raman cross sections of dyes with SERS. Using the "quenching" properties of metals for the fluorescence emission of resonantly excited dyes, we can obtain estimates by comparison with a standard affected by the same enhancement distribution. We provide in Fig. 19 and Table 2.2 what we believe is the most complete set of values of resonant Raman differential cross sections for RH6G at seven different excitation wavelengths. Our values at 532 nm compare well with that obtained by the more sophisticated (and naturally more complicated) technique of femto-second stimulated Raman spectroscopy [30]. By the same token, we provide the wavelength-dependent resonant differential cross sections of CV in Tab. 2.2 and Fig. 19 (and the corresponding depolarization ratios in Tab. 2.1), which were not reported before in the literature, to the best of our knowledge.

Note that RH6G seems to show a much stronger pre-resonance enhancement of the Raman cross section compared to CV in which the Raman resonant profile copies rather faithfully the dispersion of the absorption. In addition, the fact that the ratios of cross sections for the bare molecules at 647, 633, and 458 nm (blue data points in Fig. 18) show some reasonable agreement with what happens for the same ratio on different substrates (within the limited natural experimental accuracy of these studies) goes some way towards addressing one of the issues raised earlier; i.e. the fact that the analytical SERS EF are the same for both dyes under a given set of experimental conditions. This agreement for example automatically excludes potential problems of different adsorption properties. We believe these results indicate that the enhancement is mainly electromagnetic in nature here (unless both molecules happen to have accidentally the same chemical enhancement, an unlikely situation). Similar evidence for CV and RH6G has been found before [24].

In more general terms, our paper here shows a quantitative application of SERS, that allows the experimental estimation of an extremely difficult intrinsic physical property of molecules (the resonant differential Raman cross section). Arguably, one of the main point of criticism of SERS over the years has been its inability to produce reliable quantitative results; a trend that is being slowly reverted in recent times by the development of better and more reproducible SERS substrates. Our method here “circumvents” the variabilities in the exact enhancement factor by maximizing as much as possible spatial and time averaging of the signals and by using two dyes simultaneously. It also highlights one of the less commonly utilized benefits of SERS (as opposed to the SERS enhancements), namely its ability to quench fluorescence with respect to Raman.
Chapter 3

Surface selection rules in SERS

The work discussed in this chapter was published in "Chemical Communications", 2011 [49].

3.1 Basic idea

The Raman signal of a molecule attached to a metal surface depends on its orientation with respect to the surface, an effect that is formally described by SSR. The theory of the latter is well understood but has been confirmed so far only for relatively complex systems relying on a number of assumptions and simplifications. In this chapter we make the most direct demonstration of their validity by looking at molecules on a flat surface and are thereby able to deduce their orientation.

Fig. 20: Illustration of one of the central ideas in this chapter: exploiting Surface Selection Rules in order to obtain the molecular orientation of a dye deposited on a Au surface.
3.2 Context: historical background and relevance

SERS is a unique characterization tool for molecules on metal surfaces. The determination of molecular orientation with SERS has been a longstanding goal [50, 51]. For a fixed orientation on a metallic surface, the exact SERS intensity of each Raman mode depends on its tensor symmetry with respect to the surface, i.e., its orientation. Two main difficulties arise: (i) the knowledge of the Raman tensors of different modes, and (ii) the knowledge of the local field polarization at the molecule, and its connection with the SERS EF. The Raman tensors can be obtained for small molecules by symmetry analysis or density functional theory (DFT). However, some may be modified upon adsorption (for instance in chemisorbed molecules, which are precisely the most likely to have a fixed orientation). The theoretical basis for the local field polarization was laid out by Moskovits [13], who introduced the concept of SSRs and studied the case of planar metallic surfaces in detail. The concepts were also extended to the case of a dimer of two metallic spheres [46], a typical situation for SERS. SSRs also play an important role in interpreting some experiments probing the SERS chemical enhancement [52].

Most experimental studies of SSRs have been performed in colloidal solutions [53, 54], where signal strength is not an issue but interpretations of molecular orientation are troublesome. They are purely based on the qualitative assumption that the local field polarization is primarily \(\perp\) to the metallic surface. Hence, modes with a strong Raman tensor component normal to the surface are more enhanced than those with weak (or nil) normal components. By comparing the SERS EF of the various modes, and relating these to their bare Raman tensors, the molecular orientation can be partly inferred (in particular, whether the molecule sits flat or upright on the surface). Assuming the molecule has a well-defined adsorption orientation with respect to the surface, a number of conditions are required for such an approach to work: (i) The local field polarization must be predominantly \(\perp\) to the surface: in particular at positions with the highest enhancements (there is no guarantee for this in complex substrates). (ii) The molecule must have several Raman modes with very different symmetries. The CH-stretch of small aromatic molecules can, for example, satisfy these conditions [54]. However, this typically prevents the study of resonant molecules like dyes (very common in SERS), since all the tensors in resonant Raman conditions have typically the same symmetry (imposed by the resonant electronic transition). (iii) The variations of the SERS EF across modes must be large enough to be distinguished from other effects. Among them, the unavoidable presence of plasmon resonance dispersion which introduces a Raman-shift dependence of the enhancements [47, 55, 56]. (iv) The SERS EF of each mode must be measurable since the important parameter is the relative SERS EFs of the various modes, not their relative SERS intensities. The need to know the non-SERS spectrum for this step again prevents the use of resonant molecules (like dyes).

These limitations provide the motivation to revisit the possibility of measuring SSRs on flat metallic surfaces, as presented in this chapter. Provided there is no roughness, flat surfaces bestow the ultimate uniformity for SERS. Moreover, by changing the incident angle \(\theta\) (Fig. 21) and polarization, we can modify the various components of the local field on the surface, thereby providing much richer information about tensor components. This lifts most of the limitations mentioned above, and leaves us with the "easier" problem of relating the Raman tensor to molecular orientation. The main disadvantage is that flat metallic surfaces have predicted SERS EF in the range \(\sim 0 \sim 3\). Thus SERS experiments become challenging with the concomitant low signals. Despite this, we demonstrate SSRs on a flat Au film (no roughness), i.e., in the spirit of the original proposal.
To compensate for low SERS EFs, we use a resonant analyte: NB at 633 nm excitation. The molecular orientation is inferred by SERS measurements as a function of incident angle $\theta$ and both incident and emitted polarizations. Results can be interpreted in the framework of Fresnel coefficients [13] and are further confirmed by an independent measurement using Polarization Modulation Infrared Reflection-Absorption Spectroscopy (PM-IRRAS) [57]. The advantage of our approach here is that it is self-normalizing and thus avoids several limitations: (i) it does not require the SERS EFs (even relative EFs among modes), and is therefore not affected by modifications of the tensors upon adsorption, (ii) it does not require modes with different symmetries, thus allowing the study of resonant molecules, and (iii) it is not influenced by the plasmon resonance dispersion [47, 55, 56]. The advantages, however, do not come without limitations, which will be discussed.

Given the fact that the modification of the Raman signal for a flat metallic surface illuminated from air is not due to a plasmonic effect and enhancement factors are mostly smaller than 1, one may argue that the work of this chapter should, strictly speaking, not be referred to in the context of SERS. But since the focus is on the verification of SSR for SERS a change in terminology (to Surface modified Raman Scattering) would only add confusion to a already challenging subject. Hence it shall only be emphasized at this point that the experimental situation we focus on in this chapter does not involve surface plasmon excitation and that furthermore the local field intensities are mostly quenched.
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3.3 Theory: the angular emission profile

In Section 1.3 of Chapter 1 an expression for the SMEF $F$ for a molecule on a metallic surface was derived. In order to evaluate this expression and obtain an explicit value for the enhancement factor, it is not only necessary to know the local fields at the molecule’s position, but also its normalized polarizability tensor $\hat{\alpha}_N$. Since $\hat{\alpha}_N$ is in general fairly complicated, it is quite difficult to obtain such a value for $F$ - even for the case of a flat surface where the local fields are fairly easy to predict numerically. If we assume, however, that $\hat{\alpha}_N$ is uni-axial, the expression for $F$ can be simplified allowing us (with the help of the SPLaC codes, see appendix F of reference [2]) to predict the emitted power $P_{\text{rad}}(\theta)$ of a monolayer of molecules adsorbed on the flat metallic surface. Comparing the theoretical prediction with the experimental result will then allow us to determine the molecules orientation. This section shows

1. the analytical simplification of $F$ for a uni-axial Raman-tensor in 2 different orientations
2. the numerical evaluation of $F$ for 4 different polarization configurations;
3. the analytical expression of $P_{\text{rad}}(\theta)$ for a monolayer of molecules;
4. the numerical procedure to evaluate $P_{\text{rad}}(\theta)$

The point of this is to show for a simple system the connection of the local field enhancement factor $M_{\text{loc}}$ and the single molecule enhancement factor $F$.

3.3.1 The SERS EF for a uniaxial tensor

For excitation at a given incident polarization $P_L$ ($P_L=$TM or TE), incident angle $\theta_L$ and incident wavelength $\lambda_L$ the local field $\hat{E}_{\text{Loc}}^P(\lambda_L, \theta_L)$ at the molecules position induces a Raman dipole $p = \hat{\alpha} \cdot \hat{E}_{\text{Loc}}^P(\lambda_L, \theta_L)$ (where $\hat{\alpha}$ is the Raman polarizability tensor). It is the emission of this dipole (modified by the presence of the metal) that we detect as a SERS signal at the Raman-shifted wavelength $\lambda_R$. If we analyze this emitted light along a given polarization $P_R$ ($P_R=$TM or TE) and in a given direction $\theta_R$, the SERS enhancement factor can be expressed as in eq. 1.48:

$$F^{P_L,P_R} = \left| \hat{E}_{\text{Loc}}^P(\lambda_R, \theta_R) \cdot \hat{\alpha}_N \cdot \hat{E}_{\text{Loc}}^{P_L}(\lambda_L, \theta_L) \right|^2$$ (3.1)

Here $\hat{\alpha}_N$ is the normalized Raman polarizability tensor and $\hat{E}_{\text{Loc}}^P$ is the normalized local field:

$$\hat{E}_{\text{Loc}}^P = \frac{E_{\text{Loc}}^P}{|E_{\text{Inc}}|}$$

As already mentioned in the introduction to this section, for a general $\hat{\alpha}_N$ this expression can be fairly complicated which leads us to consider two simpler cases in the following.
### 3.3. THEORY: THE ANGULAR EMISSION PROFILE

#### Uniaxial tensor perpendicular to the metallic plane

For an uniaxial tensor $\hat{a}_N^e$ with axis $e$ perpendicular to the plane (i.e. along $e_z$), trivially all tensor components are zero except $(\hat{a}_N^e)_{zz} = \sqrt{15/4}$ (see Section 1.2):

$$\hat{a}_N^{e_z} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \sqrt{15/4} \end{pmatrix}$$  \hspace{1cm} (3.2)

In this case, it is easy to see with eq. 3.1, that:

$$F_{P_L-P_R} = \left| \hat{E}_{P_L}^{\text{Loc}}(\lambda_L, \theta_L) \right|_z \sqrt{15/4} \left| \hat{E}_{P_R}^{\text{Loc}}(\lambda_R, \theta_R) \right|_z$$  \hspace{1cm} (3.3)

With the definition of the perpendicular local field intensity enhancement $M_P^P = \left| \hat{E}_{P_L}^{\text{Loc}} \right|_z$ it follows that:

$$F_{P_L-P_R} = \frac{15}{4} M_P^P(\lambda_R, \theta_R) M_P^P(\lambda_L, \theta_L)$$  \hspace{1cm} (3.4)

Since $M_{TE}^P = 0$, it is easy to see that $F_{TE-TM} = F_{TM-TE} = F_{TE-TE} = 0$ in this particular case.

#### Uniaxial tensor parallel to the metallic surface

For a uniaxial tensor with axis parallel to the metallic plane ($xy$-plane) the expression for $\hat{a}_N^e$ becomes a bit more complicated as this axis may take any random orientation inside the $xy$-plane. The case of

$$\hat{a}_N^{e_x} = \begin{pmatrix} \sqrt{15/4} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$$  \hspace{1cm} (3.5)

is only one example (for orientation along the $x$ direction) taken from an infinite set $M$. Since the observed enhancement factor

$$F_{P_L-P_R} = \langle F_{P_L-P_R}(\hat{a}_N^e) \rangle_{\hat{a}_N^e \in M}$$  \hspace{1cm} (3.6)

is an average over all the elements in this set, it is important to get a better understanding of $M$. Most desirable would be a parameterization of its elements as it would allow us to evaluate eq. 3.6 analytically. Our goal is therefore firstly to find a suitable parameterization of $M$, and secondly to evaluate with this eq. 3.6.

**Parameterization of $M$:** It is easy to see that $e_\phi = (\cos(\phi), \sin(\phi), 0)$ is a unit vector in the $xy$-plane that allows us to properly parameterize $M$:

$$M = \{ \hat{a}_N^{e_\phi} : \phi \in [0, 2\pi) \}$$  \hspace{1cm} (3.7)
"Properly" in this context means that \( \mathbf{e}_\phi \) has a uniform distribution which reflects the random orientation of the Raman-tensor. In order to find an expression for \( \hat{\alpha}_N^e \) let us consider a coordinate transformation \( T_\phi \) that turns the coordinate system \( \Sigma \) by a positive angle \( \phi \) (i.e. counter-clockwise) around the \( \mathbf{e}_z \)-axis into \( \tilde{\Sigma} \):

\[
\Sigma \xrightarrow{T_\phi} \tilde{\Sigma} \\
x \longrightarrow T_\phi(x) = T_\phi x
\]

\( T_\phi \) (used interchangeably for the coordinate transformation itself and the matrix describing it) is canonically given by:

\[
T_\phi = \begin{pmatrix}
\cos(\phi) & \sin(\phi) & 0 \\
-\sin(\phi) & \cos(\phi) & 0 \\
0 & 0 & 1
\end{pmatrix}
\] (3.8)

It is important to remember that the Raman tensor is a tensor of second order and that, in consequence, its matrix will transform differently compared to the coordinates of a vector:

\[
\tilde{\Sigma} \xrightarrow{T_\phi} \tilde{\Sigma} \\
\hat{\alpha}_N \longrightarrow T_\phi(\hat{\alpha}_N) = T_\phi \hat{\alpha}_N T_\phi^{-1}
\] (3.9)

In order to find out how \( \hat{\alpha}_N^e \) looks like in \( \Sigma \) for an arbitrary angle \( \phi \), we can ask the equivalent question of how \( \hat{\alpha}_N^e \) looks like in \( \tilde{\Sigma} \) under the coordinate transformation \( T_{-\phi} \). This can be expressed in short as:

\[
\hat{\alpha}_N^e = T_{-\phi} \left( \hat{\alpha}_N^e \right) \text{eq.(3.9)} = T_{-\phi}^{-1} \hat{\alpha}_N^e T_{-\phi}
\] (3.10)

Here we used that \( T_{-\phi} = T_{\phi}^{-1} \). Putting the expressions for \( T_\phi \) (eq. 3.8) and \( \hat{\alpha}_N \) (eq. 3.5) into eq. 3.10 yields:

\[
\hat{\alpha}_N^e = \begin{pmatrix}
\cos(\phi) & -\sin(\phi) & 0 \\
\sin(\phi) & \cos(\phi) & 0 \\
0 & 0 & 1
\end{pmatrix}
\times
\begin{pmatrix}
\sqrt{\frac{15}{4}} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\times
\begin{pmatrix}
\cos(\phi) & \sin(\phi) & 0 \\
-\sin(\phi) & \cos(\phi) & 0 \\
0 & 0 & 1
\end{pmatrix}
\times
\begin{pmatrix}
\cos^2(\phi) & \sin(\phi)\cos(\phi) & 0 \\
\sin(\phi)\cos(\phi) & \sin^2(\phi) & 0 \\
0 & 0 & 0
\end{pmatrix}
\times
\begin{pmatrix}
\cos(\phi) & \sin(\phi) & 0 \\
-\sin(\phi) & \cos(\phi) & 0 \\
0 & 0 & 1
\end{pmatrix}
\times
\begin{pmatrix}
\cos(\phi) & -\sin(\phi) & 0 \\
\sin(\phi) & \cos(\phi) & 0 \\
0 & 0 & 1
\end{pmatrix}
\] (3.11)

**Averaging of** \( F_{\text{P}L-\text{P}R} \) **(** \( \hat{\alpha}_N^e \)**): Having found an explicit expression for a uniaxial tensor randomly oriented in the \( xy \)-plane (eq. 3.11), we are now only missing expressions for \( \mathbf{E}_{\text{Loc}}^{\text{TM}} \) and \( \mathbf{E}_{\text{Loc}}^{\text{TE}} \) in order
3.3. THEORY: THE ANGULAR EMISSION PROFILE

Fig. 22: Coordinate frame.

to be able to evaluate eq. 3.1. Choosing our coordinate system canonically (as depicted in Fig. 22), it is easy to see that for a TM polarized wave, only the $y$-component is vanishing:

$$\hat{E}_\text{Loc}^{\text{TM}} = \begin{pmatrix} E_x \\ 0 \\ E_z \end{pmatrix}$$  \hspace{1cm} (3.12)

TE-polarized light, on the other hand, is oriented along the $y$-axis and therefore the $x$ as well as the $y$ components are vanishing:

$$\hat{E}_\text{Loc}^{\text{TE}} = \begin{pmatrix} 0 \\ E_y \\ 0 \end{pmatrix}$$  \hspace{1cm} (3.13)

It is now fairly straightforward to evaluate and average $F$ as given in eq. 3.1 for the different polarization configurations.

• **TM-TM:** Putting the expressions for $\hat{E}_\text{Loc}^{\text{TM}}$ (eq. 3.12) and for $\hat{\alpha}_N$ (eq. 3.11) into eq. 3.1 yields:

$$F^{\text{TM-TM}}(\hat{\alpha}_N) = \frac{15}{4} \left| \begin{pmatrix} E_x \\ 0 \\ E_z \end{pmatrix}^T \begin{pmatrix} \cos^2(\phi) & \sin(\phi) \cos(\phi) & 0 \\ \sin(\phi) \cos(\phi) & \sin^2(\phi) & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} E_x \\ 0 \\ E_z \end{pmatrix} \right|^2$$

$$= \frac{15}{4} \cos^4(\phi) \left| \left( \hat{E}_\text{Loc, R}^{\text{TM}} \right)_x \right|^2 \left| \left( \hat{E}_\text{Loc, L}^{\text{TM}} \right)_x \right|^2$$

$$= \frac{15}{4} \cos^4(\phi) M^{\text{TM}}(\lambda_R, \theta_R) M^{\text{TM}}(\lambda_L, \theta_L)$$  \hspace{1cm} (3.14)

Here the definition of $M^P_\parallel$ was used:

$$M^P_\parallel \equiv \left| \left( \hat{E}_\text{Loc}^P \right)_x \right|^2 + \left| \left( \hat{E}_\text{Loc}^P \right)_y \right|^2$$  \hspace{1cm} (3.15)

Eq. 3.14 can now easily be averaged:

$$F^{\text{TM-TM}}_\parallel = \frac{15}{4} * \frac{1}{2\pi} \int_0^{2\pi} \cos^4(\phi) \, d\phi * M^{\text{TM}}(\lambda_R, \theta_R) M^{\text{TM}}(\lambda_L, \theta_L)$$

$$= \frac{15}{4} * \kappa^{\text{TM-TM}} * M^{\text{TM}}_\parallel(\lambda_R, \theta_R) M^{\text{TM}}_\parallel(\lambda_L, \theta_L)$$  \hspace{1cm} (3.16)

In this equation $\kappa^{\text{TM-TM}} \equiv \langle \cos^4(\phi) \rangle = 3/8$ was introduced for the factor arising from the averaging process.

• **TE-TE:** Just as in the previous case, eq. 3.1 serves as a starting point. While the expressions for $\hat{\alpha}_N$ (eq. 3.11) remains untouched, the electric field $\hat{E}_\text{Loc}^{\text{TE}}$ (eq. 3.12) differs significantly
For the case of detection and excitation being perpendicular to one another, the

With the previous calculation it is quite obvious that:

After averaging this yields:

\[
\kappa^{\text{TM-TE}} \equiv \langle \sin^2(\phi) \cos^2(\phi) \rangle = 1/8 = \kappa^{\text{TE-TM}}.
\]
3.3. THEORY: THE ANGULAR EMISSION PROFILE

These detailed calculations can be summarized as follows: assuming a random orientation of the dipole axis parallel to the metallic surface, the averaged SERS enhancement factor is:

$$F_{PL-PR}^\parallel = \frac{15}{4} M_{PL}^\parallel(\lambda_L, \theta_L) M_{PR}^\parallel(\lambda_R, \theta_R)$$

(3.23)

The variable $\kappa_{PL-PR}$ results from the averaging process and is summarized in the following table:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>3/8</td>
<td>3/8</td>
<td>1/8</td>
<td>1/8</td>
</tr>
</tbody>
</table>

(3.24)

3.3.2 Numerical evaluation of the SERS EF for a uniaxial tensor

In the last few paragraphs the expression for the SERS EF $F_{PL-PR}^\parallel$ (eq. 3.1) was simplified for an uniaxial tensor oriented parallel and perpendicular to a metallic surface. This rendered us with eq. 3.4 and 3.23, expressions containing only the local-field enhancement-factors (apart from constants):

$$F_{PL-PR}^\perp = \frac{15}{4} M_{PL}^\perp(\lambda_L, \theta_L) M_{PR}^\perp(\lambda_R, \theta_R)$$

$$F_{PL-PR}^\parallel = \frac{15}{4} \kappa_{PL-PR} M_{PL}^\parallel(\lambda_L, \theta_L) M_{PR}^\parallel(\lambda_R, \theta_R)$$

The variable $\kappa_{PL-PR}$ has been summarized in Tab. 3.24. For each orientation (i.e. $\parallel$ and $\perp$), four such SERS EFs can be calculated (and measured) depending on the excitation-detection polarizations, i.e.: $P_L$ and $P_R$ being either TM or TE.

Calculations for the local electric field were carried out using the SPiLaC codes (as detailed in appendix F of reference [2]) on a multilayer structure that matches our Au film samples including all intermediate layers (for example, the titanium adhesion layer to the glass substrate). Input is a plane wave with unit electric field amplitude that impinges the Au surface from the air side ($n = 1$) at an angle of incidence $\theta$ (measured from the normal). The multilayer we used are composed of:

- a 45 nm thick Au film, whose dielectric function is obtained from a fit of experimental data to a Drude model with two critical points [2, 58];
- a 2 nm titanium adhesion layer with dielectric function $\varepsilon = -3.918 + 12.596i$ at 633 nm and $\varepsilon = -4.031 + 13.48i$ at 658 nm (the Raman wavelength for the 590 cm$^{-1}$ mode of NB);
- a semi-infinite glass ($n = 1.52$) medium (the substrate).

Even though the program calculates the normalized local electric field $E_{Loc}^{TM}(\lambda, \theta)$ and $E_{Loc}^{TE}(\lambda, \theta)$ at all interfaces as a function of wavelength $\lambda$ and angle $\theta$ for both TM and TE polarizations, here we are only interested in the air/Au interface (on the air side). Examples of the angular dependence of these quantities are given in Fig. 23. We note that $M_{TE}^I = 0$ in this problem and that because of the relatively thick Au layer, the results are in fact very similar to those obtained for a simple air/Au interface.
For our problem of interest here, we may assume in a first approximation that $\theta \equiv \theta_L = \theta_R$ (i.e. a collimated beam and BS configuration) and take $\lambda_L = 633$ nm and $\lambda_R = 658$ nm (corresponding to the 590 cm$^{-1}$ of NB). The resulting predicted SERS EF for the four polarization configurations, and in the two extreme cases of out-of-plane and in-plane uniaxial tensors, are shown in Fig. 24. It is clear from these predictions that even a small $\alpha_{zz}$ component in the Raman tensor will strongly dominate the TM-TM signal, but should not contribute to the other three configurations.
3.3.3 Prediction of SERS intensities for a monolayer of molecules

The simplicity of the substrate allowed us in the previous section to model accurately the angular dependence of the LFEF $M(\theta)$. Assuming that only a single, uniaxial molecule is illuminated with a parallel beam and its signal collected in the BS-direction furthermore permitted us to set $\theta = \theta_L = \theta_R$ and calculate the SERS EFs $F(\theta)$. Knowing $F(\theta)$ and with the definition in Chapter 1 it is straightforward to write down explicitly the power $P_{\text{SM}}^\text{rad}(\theta)$ emitted by a single molecule at position $x$ on the metallic surface into a small solid angle of detection $\Delta \Omega_R$:

$$P_{\text{SM}}^\text{rad}(\theta) = p_{\text{inc}}(x) \cdot \frac{d\sigma}{d\Omega} \cdot F(\theta) \cdot \Delta \Omega_R$$

(3.25)

Even though for the assumptions made eq. 3.25 is exact (i.e. it does not rely on the $|E|^4$ approximation), it may not be very accurate for a realistic situation in which a homogeneous layer of molecules (rather than a single molecule) is irradiated by a cone of light (rather than a parallel beam) and the Raman signal is collected in an even larger cone (rather than just in the BS direction) as depicted in Fig. 26. Hence from now on we will distinguish the angle $\alpha$ between beam-axis and surface normal from the angle $\theta_L / \theta_R$ between an individual incoming / outgoing beam.

Simplistic situation

In order to predict the angular dependence of the SERS signal for a layer of molecules with uniform density $\rho$ (incoming beam is still assumed to be parallel, collection is still assumed to happen in BS-direction), we need to integrate over the illuminated surface and take into account the geometrical shape of our incident beam. Since its size on the sample changes with incident angle $\alpha$, the number of molecules in the beam changes as well which needs to be accounted for by introducing an effective molecule density $\rho_{\text{eff}} = \rho / \cos(\alpha)$ which yields:

$$P_{\text{rad}}(\alpha) = \rho_{\text{eff}} \cdot P_{\text{SM}}^\text{rad}(\alpha) \cdot dA$$

(3.26)

In this equation $P_{\text{inc}} = \int p_{\text{inc}}(x) \, dA$ is the total power of the laser on the sample. The values for the resulting effective enhancement factor $F(\alpha) / \cos \alpha$ are plotted in Fig. 25.

![Fig. 25: SERS EF, $F$, as in Fig. 24, including the geometrical correction $1/\cos(\alpha)$ for the excitation shape.](image-url)
The most important aspect about the theoretical results shown in Fig. 25 is that the SERS signal associated with $\perp$ components of the uniaxial Raman tensor ($\alpha_{zz}$) clearly dominates (by a factor of $\sim 100$) the signal in TM-TM configuration, but is absent from the other three (TM-TE, TE-TM, and TE-TE) which are dominated by in-plane components. Its angular dependence is also very different to the other ones, going from zero at $\alpha = 0$ to a maximum around $\alpha \sim 60^\circ$. A measurement of the TM-TM signal and of one of the other three configurations should therefore provide a clear indication of the importance of perpendicular components relative to in-plane ones.

**Realistic situation**

So far the angular spread of the incoming laser light and the collected Raman signal were assumed to be negligible. Fig. 26 shows a more realistic experimental situation where angular spread has to be taken into consideration and $\alpha$, $\theta_L$ and $\theta_R$ are not necessarily equal.

This is particularly important for the situation of normal incidence where for the case of a uniaxial tensor oriented $\perp$ to the metal surface we would otherwise predict no signal. Using eq. 3.4 and 3.23 we can write eq. 3.26 in terms of the local field enhancement factor $M$:

$$P_{\text{rad}}^\rho(\alpha) = \rho \cdot \frac{d\sigma}{d\Omega} \cdot K_# \cdot \frac{1}{\cos(\alpha)} \left( M_{#}^{\text{inc}}(\theta_L) \cdot P_{\text{inc}} + M_{#}^{\text{det}}(\theta_R) \cdot \Delta\Omega_R \right)$$  \hspace{1cm} (3.27)

Here the symbol $#$ can either be $# \equiv \perp$ or $# \equiv \parallel$, depending on the molecule orientation to be considered. In order to simplify things the constant $K_# \equiv \frac{15}{4} \cdot \kappa_P^L - \kappa_P^R$ has been introduced (the values for $\kappa_P^L - \kappa_P^R$ are summarized in Tab. 3.24 and $\kappa_\perp = 1$).

This allows us to look at excitation and emission separately: the laser power $P_{\text{inc}}^\rho$ in eq. 3.27 has to be replaced by $\Delta P_{\text{inc}} \equiv \frac{d\sigma}{d\Omega}(\Omega_L) \cdot \Delta\Omega_L$ which would then describe the emitted signal due to excitation from a small solid angle $\Delta\Omega_L$ and collection into a similarly small solid angle $\Delta\Omega_R$. To
obtain the total signal $P_{\text{Rad}}^\rho(\alpha)$ as a function of the sample’s angle $\alpha$ with respect to the beam axis (see Fig. 26) one has to sum over all excitation and detection angles yielding:

$$P_{\text{Rad}}^\rho(\alpha) = \rho \cdot \frac{d\sigma}{d\Omega} \cdot K_\theta \cdot \left[ \int_{E(\alpha, NA_{\text{Las}})} \frac{1}{\cos(\alpha)} M^p_\theta(\Omega') \cdot \frac{dP^{\text{inc}}}{d\Omega}(\Omega') }{d\Omega} \right] \cdot \int_{D(\alpha, NA_{\text{Obj}})} M^p_\theta(\Omega') d\Omega'$$ (3.28)

In this equation "E" and "D" are sets of points on the unit sphere that are in the "field of Excitation" and in the "field of Detection" respectively. To define these sets more clearly, let us consider a point $\Omega \equiv (\theta, \phi, 1)$ on the unit-sphere with spherical coordinates $\tilde{\Omega} = (\tilde{\theta}, \tilde{\phi}, 1)$ in the objective’s reference frame $\tilde{\Sigma}$ (see Fig. 26). Here the function $\tilde{\Sigma}_\alpha(\cdot)$ shall assign to an arbitrary, physical point its spherical coordinates in a frame tilted by the angle $\alpha$. Quite clearly, if $\tilde{\theta}$ (its inclination angle or latitude) is smaller than the opening angle of the objective $\gamma_{\text{Obj}}$, then $\Omega$ is in the field of detection. Since $\gamma_{\text{Obj}}$ is given by the numerical aperture (NA) of the objective $NA_{\text{Obj}}$ with $NA_{\text{Obj}} \equiv n_{\text{air}} \sin(\gamma_{\text{Obj}})$ this can be written in short:

$$D(\alpha, NA_{\text{Obj}}) \equiv \{ \Omega : \tilde{\theta} \leq \gamma_{\text{Obj}} \}$$ (3.29)

Similarly the field of excitation can be defined. Here, however, it is important to remember that the laser may not completely fill the back-side of the objective and that therefore the effective NA of the laser $NA_{\text{Las}}$ may be smaller than the available $NA_{\text{Obj}}$ of the objective. How close those two values are together depends crucially on the beam-diameter. Let us define the opening angle of the laser $\gamma_{\text{Las}}$ as $\gamma_{\text{Las}} \equiv \arcsin(NA_{\text{Las}})$. It follows that:

$$E(\alpha, NA_{\text{Las}}) \equiv \{ \Omega : \tilde{\theta} \leq \gamma_{\text{Las}} \}$$ (3.30)

With the proper definition of the integration sets, eq. 3.28 can now be evaluated numerically to obtain the SERS EF $F(\alpha) := P_{\text{Rad}}^\rho(\alpha) / (\rho \cdot d\sigma \cdot d^{\text{inc}} \cdot \Delta\Omega_R)$ where $\Delta\Omega_R = 2\pi (1 - \cos(\gamma_{\text{Obj}}))$ is the size of the field of detection $D$. This additional correction, although small, was applied to obtain the numbers in Fig. 27 and the fits of Fig. 29 and 30 for the experimental situation in which a $\times 20$-objective ($NA_{20} = 0.35$) is used.

![Graph](image-url)

**Fig. 27:**

Predictions for the angle- and polarization dependence of the SERS signal assuming a uniaxial Raman tensor with main axis either $\perp$ or $\parallel$ (with orientation averaging) to the Au surface.
### 3.3.4 Numerical strategy to evaluate the angular emission profile

Having derived eq. 3.28 which describes the signal expected from a layer of uniaxial molecules deposited on a Au slide, we are now in a position to sketch how to calculate this expression numerically. Note that foremost we are interested in its dependency on $\alpha$, the angle between the surface normal and the incoming beam axis.

On the unit sphere in $\tilde{\Sigma}$ (see Fig. 26 for definition) a segment defined by the numerical aperture of the lens is considered. On this segment a physical grid of $N$ points can be defined, each of which has a set of “properties” such as:

- the $\tilde{x}$, $\tilde{y}$, $\tilde{z}$, $\tilde{\theta}$, $\tilde{\phi}$, $\tilde{r}$ coordinates in $\tilde{\Sigma}$,
- the $x$, $y$, $z$, $\theta$, $\phi$, $r$ coordinates in $\Sigma$,
- the solid angles $\Delta\Omega$ centered around each grid point,
- the power density $p_{\Delta\Omega}$ at each grid point,
- the power $P_{\Delta\Omega}$ going through each window $\Delta\Omega$,
- the LFEFs $M(\tilde{\theta}, \lambda_R)$ and $M(\tilde{\theta}, \lambda_L)$.

The easiest way to work with these properties is to write them in matrices $A_x$, $A_y$, ..., $A_{\tilde{\phi}}$, $A_{\tilde{r}}$, $A_M$. Note that each matrix-element $A_{i,j}$ belongs to one and only one physical point on the grid (i.e. the relation between matrix elements and grid point is bijective).

Usually one starts by defining the grid in spherical coordinates in $\tilde{\Sigma}$ by defining $A_{\tilde{\theta}}$ and $A_{\tilde{\phi}}$. As can be easily seen, with a simple coordinate transformation each pair ($\tilde{\theta}$, $\tilde{\phi}$) can be mapped onto a pair ($\theta$, $\phi$) using the equations:

$$
\tilde{\phi} = \arctan \left( \cos \alpha \tan \phi + \sin \theta_{\text{inc}} \frac{\cot \theta}{\cos \phi} \right)
$$

(3.31)

$$
\tilde{\theta} = \arctan \left[ \left( -\sin \alpha \tan \phi + \cos \theta_{\text{inc}} \frac{\cot \theta}{\cos \phi} \right) \cos \tilde{\phi} \right]^{-1}
$$

(3.32)

With $\Omega$ and $\tilde{\Omega}$ it is now fairly easy to calculate numerically the effective LFEF $M_{\gamma}^{\text{eff-P}}_{\text{L}}$ and $M_{\gamma}^{\text{eff-P}}_{\text{R}}$ which are defined for excitation and detection (see eq. 3.28) as follows:

$$
\int_{E(\alpha, \lambda_{\text{exc}})} \frac{1}{\cos(\alpha)} M_{\gamma}^{P_L}(\Omega') \frac{dP_{\text{inc}}}{d\Omega}(\Omega') \ d\Omega' =: M_{\gamma}^{\text{eff-P}}_{\text{L}}(\alpha) \cdot P_{\text{inc}}
$$

(3.33)

$$
\int_{D(\alpha, \lambda_{\text{Raman}})} M_{\gamma}^{P_R}(\Omega') \ d\Omega' =: M_{\gamma}^{\text{eff-P}}_{\text{R}}(\alpha) \cdot \Delta\Omega_R
$$

(3.34)

As before we replaced in these expression the dependency of $M_{\gamma}^{\text{eff-P}}_{\text{L}}$ and $M_{\gamma}^{\text{eff-P}}_{\text{R}}$ on molecule orientation ($\perp$ or $\parallel$) with the #-symbol, and omitted excitation wavelength $\lambda_L$ and Raman wavelength...
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This is to underline the angular dependency of $M_{\text{eff}}^\lambda$ on $\alpha$ which allows us to predict the signal $P_{\text{Rad}}^\rho(\alpha)$ as the Au sample is being turned:

$$P_{\text{Rad}}^\rho(\alpha) \sim K_\lambda \cdot M_{\text{eff}}^\lambda(\alpha) \cdot M_{\text{eff}}^\rho(\alpha)$$  \hspace{1cm} (3.35)

To account for situations in which some molecules are oriented $\perp$ and others $\parallel$, we use the following expression with $a \in [0, 1]$ as a free fitting parameter:

$$F(\alpha) = a \cdot \left( K_\parallel \cdot M_{\parallel}^\text{eff} - P_{\text{L}}^\parallel \cdot M_{\parallel}^\text{eff} - P_{\text{R}}^\parallel \right) + (1 - a) \left( K_\perp \cdot M_{\perp}^\text{eff} - P_{\text{L}}^\perp \cdot M_{\perp}^\text{eff} - P_{\text{R}}^\perp \right)$$  \hspace{1cm} (3.36)

Finally two technical notes: while it is possible to use the same grid for excitation and detection we found that it is better to use separate grids as the opening angle of the incoming laser (excitation) is significantly smaller than the opening angle of the lens (detection). We also saw that it is important to include the 2nm titanium layer (which is often used to have a better adhesion of Au on glass) for calculation of the LFEF $F$. 
3.4 Experiment

3.4.1 Setup and sample preparation

A Au film (45 nm thickness evaporated on glass with an intermediate 2 nm titanium adhesion layer) was immersed in a 100 \( \mu \)M NB solution in water for \( \sim 30 \) min and then thoroughly washed with ultra-pure water and dried. Films prepared with this method achieve a monolayer deposition on the surface (corroborated by independent electrochemical measurements) and present a good overall uniformity of the SERS signal at different positions. The Raman measurements for this experiment were carried out on a Jobin-Yvon LabRam spectrometer equipped with an Olympus BX41 microscope and a notch filter for 633 nm laser excitation. Polarization elements (\( \lambda/2 \)-waveplate and polarizers) were used to set the incoming and outgoing polarization directions.

![Diagram of experimental setup]

Fig. 28: (a) Experimental setup. (b) Representative SERS spectrum of NB, obtained at normal incidence, in TE-TE configuration, integration time 10 s. (c) NB (C\(_{20}\)H\(_{20}\)N\(_{3}\)O, for colour-code see Fig. 11)

To maximize the collected signal, it is desirable to use a high NA objective. However, a high NA objective presents several disadvantages: (i) it results in a spread of incident angles. (ii) The small spot size increases photo-bleaching, and prevents long integration times. (iii) It is challenging to focus on the surface at large angles. As a compromise, we used a \( \times 20 \) objective (\( \text{NA}_{20} = 0.35 \)). The first two issues were eliminated by using an additional lens (focal length 500 mm) to focus the laser beam onto the back focal plane of the objective (Fig. 28a)), resulting in a larger spot (\( \approx 35 \) \( \mu \)m diameter\(^1\), instead of \( \approx 5 \) \( \mu \)m) with negligible beam divergence. We measured the SERS intensity of the 590 cm\(^{-1}\) mode of NB as a function of \( \alpha \) for the four possible combinations of incident and detection polarizations (each being either TM or TE).

\(^1\) corresponding to the full-width at 1/\( e^2 \) of the normalized intensity \( |E|^2 / |E_0|^2 \)
3.4. EXPERIMENT

3.4.2 EF estimation at normal incidence

It may seem surprising at first that a SERS spectrum like the example shown in Fig. 28(b) can be obtained from a monolayer of molecules adsorbed on a flat Au film. However, a simple semi-quantitative estimate gives a SERS EF of $\approx 0.1$ for this measurement, a number in agreement with the LFEF calculated in the previous section. To this end, we first assume that the non-SERS differential Raman cross-section ($d\sigma/d\Omega$) of the Raman peaks of NB at 633 nm is of the order of $\sim 10^{-24}$ cm$^2$/sr; a typical value for dyes at resonance [21]. Secondly, the number of NB molecules in the spot can be estimated from the expected surface concentration [59] ($5.5 \times 10^{-11}$ mol/cm$^2$). Thirdly, we calibrated the absolute response of our system using a $\times 50$ ($NA_{x50} = 0.5$) objective by characterizing its scattering volume as in reference [24], and measuring the Raman signal of nitrogen (of known Raman differential cross-section [2]) in air. Putting these numbers together, we estimate a SERS enhancement factor of the order of only $\approx 0.1$ for the spectrum of Fig 28a). Although a rough estimate, this figure is comparable to the value ($\approx 0.12$) predicted from theory. The remarkable point here is that we can observe a monolayer of molecules on a surface where the Raman signal is actually being quenched, rather than enhanced. In fact, since this SERS EF is in agreement with EM predictions, this also provides an independent experimental proof that roughness does not contribute here to the SERS signal (it would otherwise result in a much larger SERS EF).

3.4.3 Experimental results

The experimental data for the angle- and polarization-dependent SERS signal are shown in Figs. 29 and 30. While the TE-TE, TM-TE, and TE-TM signals are only sensitive to $\parallel$ tensor components and follow the corresponding predictions rather nicely, the TM-TM dependence exhibits a maximum at large $\alpha$’s, but not as pronounced as predicted for a $\perp$ uniaxial tensor. To be more quantitative, the data for the TM-TM configuration was fitted with a linear superposition of the $\perp$ and $\parallel$ predictions (as described before in Section 3.3.4, eq. 3.36).

Fig. 29:
Angle-dependence of the integrated SERS intensity for the 590 cm$^{-1}$ peak in the 4 polarization configurations using a $\times 20$ objective ($NA_{x20} = 0.35$). Several positions on the sample were measured for each $\alpha$. Solid lines are the theoretical predictions, assuming for TM-TM a contribution of 0.3% of $\perp$ components. The inset shows the data and predictions for TM-TM using a $\times 4$ objective ($NA_{x4} = 0.1$).
The superposition shown in Fig. 29 for TM-TM as a solid line indicates a fraction of only 0.3% for the $\perp$ component. Since the data taken with the $\times4$-objective does not display such discrepancy, the deviation at large $\alpha$’s for the $\times20$-objective may be attributed to its depth of focus limiting the collected signal.

Similar results were obtained for the 1645 cm$^{-1}$ peak of NB shown in Fig. 30, although the data are subject to more uncertainties because the signal to noise ratio in this region of the spectrum is worse. This confirms that both modes have the same Raman tensor symmetry, as expected here.

For NB at 633 nm excitation, Raman tensors are expected to follow the symmetry of the electronic state responsible for the absorption. Hence, they will have their components in the plane of the four conjugated rings of the molecule, and will (most likely) be uniaxial in this plane. We conclude that the NB molecules adsorb flat on Au; a fact expected for aromatic molecules. The small observed contribution of out-of-plane components (0.3%) is most likely due to minute sample imperfections resulting in the occasional molecule standing upright (or with a tilt) on the surface.

3.4.4 IR absorption and DFT study of the orientation of NB on Au

The orientation of the adsorbed molecules was independently confirmed from a comparison of IR absorption and PM-IRRAS [57] to the predictions of DFT. Most of the IR modes that appear in the PM-IRRAS spectrum can be attributed (using DFT) to out-of-plane IR dipoles, in particular the CH bending modes around 800 cm$^{-1}$. This confirms independently the flat adsorption geometry, and therefore the SSRs/SERS analysis. Since the PM-IRRAS measurements were carried out by our collaborators in France, the interested reader is referred to our paper [49].

**Fig. 30:**
Angle-dependence of the integrated SERS intensity for the 1645 cm$^{-1}$ peak in the 4 polarization configurations using a $\times20$ objective ($\text{NA}_{20} = 0.35$). Several positions on the sample were measured for each $\alpha$. Solid lines are the theoretical predictions, assuming for TM-TM a contribution of 0.3% of $\perp$ components.
3.5  Discussion and conclusion

The beauty of the experiment presented in this chapter lies in its simplicity offering a text book-like example to understand SERS in general and SSR in particular. Because of its simplicity the results obtained from it offer the most direct demonstration of the predictions first outlined by Moskovits [13] and underline the validity of the electromagnetic model and its polarization dependency used to explain SERS.

So far most experimental studies of SSR have focused on colloidal solutions which are inherently complex and messy forcing one to introduce considerable assumptions and / or simplifications for comparison to theory. Flat surfaces allow "absolute" control of experimental conditions but are challenging due to their low enhancement factors (smaller than 1!). This quenching makes it difficult to see any signal at all and is likely to be the very reason that a study like ours has not been conducted before. It is in this context that we hope our data made a new contribution to the field of SERS.

Ideally one would use for such an experiment not only a flat surface but also no collection lens to ensure - as much as possible - parallel excitation and collimated emission. Such a setup would make comparison with theory rather easy. However, because of the low signal, we were forced to use an objective introducing convergence of the incoming beam and a collection from multiple angles. While it was possible to almost eliminate the angular spread of the incoming beam by introducing a back-focal-plane lens, the collection from multiple angles could only be accounted for numerically. Here it is important to point out, that for all but one polarization configurations not a single fitting parameter was used for the theoretical plots shown in the previous paragraphs. The excellent agreement of theory and experiment for these configurations (TE-TE, TE-TM, TM-TE) only highlights how well the system is understood from an electromagnetic point of view.

Only for the data taken in the TM-TM configuration a fitting parameter had to be introduced. It represents the fraction of molecules oriented perpendicular to the surface and provides thereby a means to determine molecular orientation - a longstanding goal in SERS [50, 51]. Since we were able to confirm our finding with an independent method we hope to have created a new avenue in this regard, that would only require measuring in the TM-TM configuration (all other configurations have no \( \perp \) contribution to the signal) for a few angles.

\(^2\)A direct comparison with Moskovits results is challenging. On the one hand Moskovits uses the Fresnel coefficients for his calculations of signal enhancements while the equations presented here are already expressed in terms of the LFEFs (which, of course, are defined by the Fresnel coefficients). On the other hand Moskovits focuses in his discussion on cases not relevant for this chapter (i.e. a uniaxial molecule). Still, his paper outlines the theoretical framework that has been used for the calculations presented here and the best bridge between his paper and the work in this chapter is equation 5 on page 4410 of his publication [13] and eq. 3.1 of this chapter.
Chapter 4

SERS in the Kretschmann configuration

The work discussed in this chapter has been published in "Analytical Chemistry", 2011 [60] and in "Journal of Physical Chemistry A", 2012 [61].

4.1 Basic idea

A thin layer of Au or Ag (50nm) with glass on one side and a dielectric medium like air or water on the other, will be the centerpiece of theoretical and experimental considerations in this chapter. When a molecule attaches to such a thin metallic surface, the dielectric function of the ambient medium (i.e. air or water) experiences a small perturbation. This, in turn, causes a minute change in the resonance condition of the Surface Plasmon Polariton (SPP), which can be measured by observing the reflectivity. This effect is exploited in SPRS and allows one to observe adsorption kinetics.

![Diagram](image.png)

Fig. 31: The Kretschmann configuration allowing us to combine SPRS and SERS

The Raman signal of such an adsorbed molecule can profit not only from an enhancement in excitation through the SPP, but also, by reciprocity, from an enhancement in emission. The latter has a very peculiar profile which quenches the signal on the metal side but enhances and funnels it into a narrow cone (called the Kretschmann cone) on the glass side. This opens the possibility of
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doing SERS in the Kretschmann configuration (KC) on a flat substrate with uniform, reproducible enhancement.

While SPRS is a well established technique used for bio-sensing and stands out through its excellent sensitivity [62–68], its major drawback is its inability to identify the molecules under observation. SERS, on the other hand, can do just that: the Raman spectrum allows one to identify unambiguously the molecule at hand [20, 69, 70]. Therefore it is only natural to try and combine these two, complementary techniques. That this is indeed possible will be shown in Section 4.5 with a prism setup suggested in 1968 by Kretschmann [71].

Even though this prism setup intrigues with its simplicity (it is the standard configuration for commercial instruments using SPRS) and allows one to combine SERS and SPRS with only minor modifications to a standard Raman microscope setup, it has two major drawbacks:

1. with the prism setup only a fraction of the molecule's SERS-signal can be collected;
2. with the prism setup a spatial mapping of the sample (as it is common in Raman microscopy) is almost impossible.

In Section 4.6 a new experimental setup is proposed that overcomes both those drawbacks. By directing a TM-polarized laser beam off-axis through a high NA oil-immersion-objective, it is possible to accommodate the resonance condition in excitation and collect all of the emitted signal (i.e. the whole Kretschmann cone). This not only paves the way for a novel hybrid spectroscopic technique that combines SPRS with SERS microscopy, but also constitutes a shift in paradigm: instead of chasing after ever higher enhancement factors on increasingly more complex substrates, our proposed setup uses the arguably simplest plasmonic system - a flat metal surface. This not only provides perfectly uniform enhancements but also enhancements that are well understood theoretically. All this is preceded by a proper introduction of the historical background (Section 4.2), the theory of plasmons on planar surfaces (Section 4.3) and a systematic study of possible experimental setups (Section 4.4).

![Fig. 32: Illustration of a new Kretschmann setup using a high NA objective allowing us to collect the complete Kretschmann cone.](image-url)
4.2 Context

4.2.1 Motivation – a shift in paradigm for SERS substrates

Since its discovery in 1974 by McQuillan and coworkers [3] SERS has come a long way, both theoretically (by identifying the effect to be of electromagnetic nature [6]) as well as experimentally (by showing that single-molecule detection is indeed possible [8–12]). Yet the fact remains, that since the early days [7, 72, 73], progress in doing analytical work with SERS has always been thwarted by the irreproducibility of the substrates [74]. Efforts have been made in colloidal chemistry [75–77] and nano-lithography [20, 56] to counter this trend by tailor made probes, nano engineered substrates or both [20, 72, 78–83]. There are even a few studies that show moderate enhancements that are indeed reproducible [20, 69, 70]. But in the end a lot of the effort remained focused on achieving ever higher enhancement factors, which allowed single molecule detection in a wide variety of cases [10, 11, 84–90]. In this chase for maximum signal an overwhelming number of different substrates has sprouted [20, 72, 78, 91–95]: different designs of nanospheres, nonoarrays, nanoholes, gratings and rough surfaces usually explore how changing parameters such as geometry, dielectric material or a combination thereof can improve performance. But naturally this increase in variety leads to research efforts on these different designs becoming more isolated. Moreover the fact remains that the higher the enhancement factor achieved, the more irreproducible the substrate becomes, an empirical observation that has been dubbed by Nathan the SERS uncertainty principle [1].

Perhaps this has left a gap that we propose to address by having a closer look at flat metallic surfaces (like Au or Ag) which are arguably the simplest plasmonic system available. While excitation and emission are quenched when looking at molecules on such a surface from the front side (i.e. the air side), in the KC [71] (as depicted schematically in Fig. 33 and further explained in the text later) it is possible to excite surface plasmons and profit from considerable signal enhancements on the order of $10^4$. While this is nowhere near the reported maximum enhancement factors of $10^8$-$10^{10}$ available in a colloidal solution, it is enough to outperform other techniques (with fluorescence spectroscopy as the “standard” reference [97] ) and even detect single, resonant molecules (with intrinsic cross-sections of the order of $\sim 10^{-24}$ cm$^2$/sr [21, 30]).

The advantages of working with a flat surface are quite apparent:

- **Easy access to high quality substrates:** flat 50nm Au films on glass are readily available, since they are needed for the well established technique of SPRS. The latter is an analytical tool...
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used in biology, that relies on the Kretschmann configuration. The exact same substrates can of course be used for SERS experiments.

• **Uniform enhancement on the surface:** since a flat surface has perfect translational symmetry (in the absence of roughness), there is no gradient for the LFEF on the surface. To obtain a uniform signal the only remaining challenge is the deposition of a uniform layer of molecules with known density. Langmuir Blodgett films [98] are just one of a number of options to achieve just that.

• **Good theoretical understanding:** for many of the application in SERS a good theoretical understanding of the LFEF on the substrate is imperative. For flat surfaces analytical expressions (Fresnel equations) as well as numerical codes (like the SPlaC code [2]) are readily available.

• **Ideal platform for fundamental studies:** because of its simplicity and well understood behavior, a flat metallic surface is the ideal platform to explore fundamental questions e.g. about surface selection rules (such as in Chapter 3) and chemical enhancement [99].

Seeing these advantages, it is somewhat puzzling that flat metallic surfaces have so far not made it into the mainstream of SERS substrates. This, however, is likely to be attributed to two major facts:

• Firstly, the KC in its canonical setup (i.e. a prism attached to a glass slide with a thin (50nm) Au film) is rather cumbersome, making it difficult to focus on the surface and thereby prohibiting to perform microscopy on the sample. By showing (in Section 4.5 of this chapter) that it is possible to perform SPRS concomitantly with SERS, we hope that the cost-benefit ratio of using this setup will change for the better.

• Secondly, the KC as it was originally published in 1968 [71] "wastes" a lot of the available signal: it only captures a fraction of the so called Kretschmann cone. A design has been proposed [100] that allows with the help of a so called "Weierstrass-prism" just that - but it is even more cumbersome than before and still allows no microscopy. By proposing a new, **simple** setup, that allows one to capture all of the signal and perform microscopy, we hope not only to introduce a platform for fundamental studies but also to effect a *change in paradigm* toward more simple SERS substrates.

4.2.2 Historical background

A short historical background is necessary here to put this chapter’s results and efforts into perspective. SERS in the KC is not a new idea. It was predicted theoretically in 1976 [101] even before the explanation of the SERS effect in 1977 [6] and was investigated experimentally from the early days of SERS. These early experiments were carried out on rough Ag films [102–104]. In fact, no SERS signal could be observed before the metallic film was roughened electrochemically [102, 104]. It is well known that roughness is an important factor contributing to the SERS EF and that rough metallic films are simple SERS substrates with reasonable average SERS EF. Roughness however defeats the purpose of uniform enhancements that flat surfaces promise. In investigating SERS in the KC, it is therefore critical to assess whether or not roughness contributes to the SERS EF. This is precisely one of the novel contribution of our work. In this context, these early works
on surface roughening demonstrated one important aspect of the problem of SERS in the KC: the observation of the SPP resonance (i.e. resonant angular dependence of the reflectivity and/or SERS signal) is not in itself a proof that roughness does not contribute to the SERS EF.

Following these, SERS in the KC with Ag films was carefully and much more convincingly studied, both experimentally and theoretically, in a series of papers in the 1980s [105–108]. Giergiel et al. provide a detailed summary of the findings up to 1988 in Ref. [108]. The additional benefit of collecting the light on the prism side and the peculiar emission pattern in the form of a Kretschmann cone [106] were clearly identified. SERS signals from both liquids [105–107] and adsorbates [106, 108] were successfully measured and their expected angular dependences (in the form of SPP resonances in incident or scattered light) were observed. Although care was taken in fabricating smooth films, the absence of contribution of any residual roughness to SERS was not demonstrated. Two attempts to estimate the SERS EF were made, but with no clear conclusion. In one case [108], the measured EF was unexpectedly small (≈ 5). In the other [105], it was a factor of 10 too large¹, which would suggest that roughness was here contributing significantly to SERS.

Then, most reports of SERS in the KC in the 1990s focused on a new technical development of the technique to allow one to collect the whole Kretschmann cone on the prism side, using either mirrors [109] or a so-called Weierstrass prism [100, 110–112]. Some of these studies used the Otto configuration [110–112] and reported measurements of SERS EFs for relatively thick adsorbed layers (a few nanometers). In this case however, the adsorbates strongly affect the SPP properties and therefore do not reflect the true SERS EF of the metal films. Moreover, roughness was again not excluded and was even present according to the authors [112].

Over the last decades, reports of SERS in the KC have not focused on the understanding of the method, but mostly on its practical use in research as a characterization tool, for example to determine molecular orientations on the surface [113, 114]. Such a move toward applications of the techniques further emphasize the need to complete our fundamental understanding of the underlying mechanisms. We also note a recent report [115] of SERS in the KC where light is collected on the air side (even if prism-side has been shown to be a better option) and where a SERS EF of over $10^6$ is measured. Such a large EF can only be explained, once again, by roughness.

This brief review of the existing work on SERS in the KC highlights a number of outstanding issue:

- Can we demonstrate that SERS in the KC is possible, ideally from no more than a monolayer of adsorbate, in the absence of any roughness contribution to the SERS EF?
- Since all the cited studies but two [112, 114] were carried out on Ag films, can this method be convincingly extended to Au films, which are a better alternative for applications, and are already extensively used in SPRS instruments.
- Can we demonstrate a simple optical layout for SERS in the KC, which would be readily adaptable to SPRS?
- Can we demonstrate a simple optical layout to collect the whole Kretschmann cone?
- And finally: how does our experimental data compare to theory?

¹ According to the calculation at the end of Ref. [105], the EF was $4 \times 10^4$, in agreement with theory. However, if one repeats the simple EF calculation with the parameters provided in the paper, the obtained value is 10 times larger, which suggests a calculation error by the authors.
We therefore revisit in this chapter the problem of SERS in the KC with a view to address these outstanding issues in its connection with SPRS. We shall show that under the right conditions the KC offers a valid alternative for a reliable and homogeneous SERS enhancement that can be combined with SPRS simultaneously. We will show that such measurements can, moreover, be reliably understood within standard electro-magnetic theory with a minimum number of parameters: a tremendous advantage over most SERS systems. We shall also introduce a simple method to measure SERS in backscattering in the Kretschmann configuration using back focal plane illumination to improve coupling to the resonance and combine a high angular resolution with a good collection efficiency. Our method requires minimal changes to standard Raman systems to adapt them to the simultaneous use of SERS and SPRS. We believe that the combination of the two techniques, with the predicting power displayed in the following sections, can lead to a substantial progress in analytical applications where quantification and detailed understanding is essential.
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The analysis of the historical background in the previous section allowed us to place the KC in its historical context and to highlight pending questions and issues that still need to be resolved (e.g. confirming the absence of surface roughness). In this section a brief summary of the theory underlying the excitation of SPPs shall be given which has already been discuss in part in Section 1.4 and can be found in further detail in numerous textbooks [2, 17, 18].

4.3.1 Excitation of SPPs on flat surfaces - the resonance condition

The KC [71] constitutes a canonical example of SPPs at a planar interface that has been treated and analyzed in many textbooks [2, 17, 18] together with the associated Otto configuration [116]. Therefore, we shall only highlight a few key aspects here as background material. SPPs are solutions of Maxwell’s equations at angular frequency $\omega$ localized at the interface between a metal (with dielectric function $\epsilon_m(\omega)$), and a dielectric medium (with dielectric function $\epsilon_d(\omega)$). The solution is characterized by an amplitude decaying exponentially away from the interface, and a propagating character along it (only limited by the inevitable residual losses). Ignoring the "small" imaginary part of the dielectric function of the metal for the time being [2] - i.e. considering both $\epsilon_m(\omega)$ and $\epsilon_d(\omega)$ to be real - it can be shown by matching boundary conditions in Maxwell’s equations that localized SPPs at the interface can only exist if both conditions a) $\epsilon_m(\omega) \cdot \epsilon_d(\omega) < 0$ and b) $\epsilon_m(\omega) + \epsilon_d(\omega) < 0$, are satisfied simultaneously. This situation is attainable at a metal/dielectric interface, where we would normally have $\epsilon_m(\omega)$ larger than $\epsilon_d(\omega)$ in absolute value (but negative) over a large range of frequencies. Hence, if $k_x^{SPP}$ is the SPP wavevector along the surface, light of frequency $\omega$ with a well defined dispersion relation $k_x^{SPP} = k_0 \sqrt{\frac{\epsilon_m(\omega)\epsilon_d}{\epsilon_m(\omega) + \epsilon_d}}$ with $k_0 \equiv \frac{\omega}{c}$ (4.1)
can excite at the interface a SPP (a mixture of electromagnetic and surface-charge density wave [2, 17, 18]). In order to couple to SPPs with light we need to match both $\omega$ and $k$ with an incoming electromagnetic wave. This cannot be achieved by light propagating in free space, for the wavevector of light is always smaller than that of SPPs of the same frequency. But it can be accomplished by coupling to SPPs through an evanescent wave coming from a medium with a dielectric function $\epsilon_g(\omega)$ larger than $\epsilon_d(\omega)$. The dielectric medium at the interface will most often be air ($\epsilon_d(\omega) = 1$) or water ($\epsilon_d(\omega) = 1.33$), while the coupling medium is glass ($\epsilon_g(\omega) \sim 1.5 - 1.7$). The strategy of coupling through an evanescent wave is quite general and it typically comes in the form of the Kretschmann or Otto configurations. The evanescent field can be formally considered as a traveling wave (parallel to the surface) which can - for the right angle of incidence - "couple" to the SPPs on the metal by transferring energy to the surface wave from the incoming light beam. The coupling can be observed as a dip in the reflected beam (Fig. 45) and this is a key application of SPPs in SPRS [64–68]. The fact that the energy of the wave is confined to the surface within a distance comparable to the wavelength (the evanescent field) results in a natural enhancement of the field at the surface. Intensity enhancement factors in the range $\sim 10 – 200$ (depending on the exact conditions) are normal, and are responsible for the surface sensitivity of SPRS. Small environmental changes at the surface affect the resonant coupling to SPPs and can be detected as changes in the reflectivity of the light beam. This is the basis of the entire field of SPRS, widely used in biology.
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It is important to point out that only TM-waves can satisfy the right boundary conditions and are suitable for coupling to SPPs [2, 17, 18].

4.3.2 Dipole emission on a flat surface - the Kretschmann cone

In the previous paragraph we have been able to show that it is possible to excite SPPs and noted the expression for the resonance condition at which this can be done (eq. 4.1). On a practical level the Kretschmann configuration provides a way to implement such an excitation (see Section 4.5 and 4.6). Once excited, those SPPs result in moderate LFEF (∼ 10²-fold for the perpendicular electric field component on Au) that can be easily calculated using the SPLaC program [2]. As an example the perpendicular and parallel LFEF for TM-polarized light are given in Fig. 34 for a 50nm Au sample on glass at the Au/air interface.

![Diagram](image)

Fig. 34: The theoretical LFEF (in log-polar coordinates) at λ = 632.8 nm for the parallel (solid lines) and perpendicular (dashed lines) electric field components at 1 nm above a 50nm Au layer supported by a semi-infinite glass substrate (n = 1.52) and excited with TM-polarized light. By virtue of reciprocity this pattern also corresponds to the radiative enhancement (see Chapter 1) of a dipole on the surface; The critical angle of total internal reflection and the resonance angle θ_K for excitation of SPPs at the air/Au interface are indicated by small arrows (41.1° and 43.5°, respectively).

While it is obvious that on the air side the fields are mostly quenched (M < 1), a remarkable effect can be witnessed on the glass side where both field components experience significant enhancements in a narrow angular region around the resonance angle θ_K (also called Kretschmann angle). Such enhancements of the electromagnetic field provided by the surface plasmon resonance (SPR) benefit the SERS signal in two ways. First, as the incident light couples to the resonance, the Raman probe experiences an enhanced excitation; second, by virtue of reciprocity (see Chapter 1), light emission at the Raman frequency is also enhanced in the same fashion. This is described more formally by the well known SERS EF F that has been derived in Section 1.3 and has the form:

\[
F^{P_L-P_R} = \left| \vec{E}_{loc}^{P_R}(\lambda_R, \theta_R) \cdot \hat{\alpha}_N \cdot \vec{E}_{loc}^{P_L}(\lambda_L, \theta_L) \right|^2
\] (4.2)

For the case of a uniaxial tensor \( \hat{\alpha} \) oriented perpendicular or randomly parallel to the metal sur-
face, this expression can be simplified (see Section 3.3):

\[
F_{LP} - P_R = \frac{15}{4} M_{PL}(\lambda_L, \theta_L) \quad (4.3)
\]

\[
F_{LP} - P_R = \frac{15}{4} \kappa P_L - P_R \quad M_{PL}(\lambda_L, \theta_L) \quad (4.4)
\]

Apparently \( F \) is invariant with respect to rotations around the surface normal, a fact that reflects the symmetry of the problem (uniaxial tensor on a flat Au surface). Because the resonant coupling to SPPs (as described by \( M_{PL} \) in eq. 4.4 and 4.3) is relatively sharp in incident angle (see Fig. 34) but broad in the spectral domain, the emission (as described by \( M_{PK} \)) at the Raman-shifted frequency occurs similarly over a narrow angle around \( \theta_K \).

In principle \( \theta_K \) for emission is different to that of the incident coupling because of the different wavelength introduced by the Stokes shift. This may be an issue in some cases (and it is explicitly taken into account in the theoretical predictions), but in a first approximation to the problem the change in angle may be neglected; especially for relatively small Raman shifts.

For the case of TM-excitation-polarization and a TM-emission-filter, one can envision this radiation pattern on the glass side as a very narrow cone (called the Kretschmann cone) that contains most of the emitted signal and is schematically depicted in Fig. 35. It is quite obvious that EF of up to \( \sim 10^4 \) are possible for molecules oriented perpendicular to the surface.

Part of the challenge of combining SPRS with SERS is in the simultaneous optimization of both the excitation of SPPs and the collection of the Kretschmann cone.

### 4.3.3 Emission profile in the Kretschmann configuration

In Section 3.3 we were able to derive an expression (eq. 3.28) for the power \( P \) emitted from a monolayer of uni-axial molecules of density \( \rho \) from a flat surface that required only the knowledge of the
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LFEF in excitation $M^{\text{p}_\text{e}}$ and emission $M^{\text{p}_\text{r}}$:

$$P_{\text{Rad}}(\alpha) = \rho \cdot \frac{\text{d} \sigma}{\text{d} \Omega} \cdot K_{\gamma} \cdot \left( E(\alpha, \text{NA}_{\text{Las}}) \right) \frac{1}{\cos(\alpha)} \cdot M^{\text{p}_\text{e}}(\Omega') \cdot \frac{\text{d}P_{\text{inc}}}{\text{d} \Omega}(\Omega') \cdot \text{d} \Omega' \cdot \int_{D(\alpha, \text{NA}_{\text{obj}})} M^{\text{p}_\text{r}}(\Omega') \cdot \text{d} \Omega'$$  (4.5)

Here $K \equiv \frac{15}{2} \cdot \kappa^{\text{p}_\text{e}} - \kappa^{\text{p}_\text{r}}$ (the values for $\kappa^{\text{p}_\text{e}} - \kappa^{\text{p}_\text{r}}$ are summarized in Table 3.24 and $\kappa_{\perp} = 1$).

It is easy to see that this expression still holds true for the Kretschmann configuration, even when the signal is collected from the glass side. We only need to make sure to use the right $M$-values (i.e. the $M$ values for the glass side instead of the air side as plotted in Fig. 34). With this in mind and with the definitions of the set of points $E$ and $D$ (for excitation and detection, see eq. 3.30 and 3.29) we can evaluate this expression numerically as described in Section 3.3.4. Care needs to be taken when choosing the grid points: since $M$ varies much more rapidly on the glass side than it does on the air side, it becomes necessary to have more grid points per solid angle.

4.3.4 EF calculations - a guide for an intuitive understanding

It is easy to see that the exact evaluation of the excitation and emission integrals in eq. 4.5 can be lengthy and cumbersome. For this reason, and in order to give the reader a more intuitive understanding of the peculiar emission profile at hand, we would like to show here a way, how one can estimate both of these integrals only by knowing the reflectivity $R$ and the LFEF $M$ as a function of angle. $R$ and $M$ are easily (and very quickly) obtained with the help of the SPLaC program (see [2], Appendix F).

Firstly our goal is to estimate the emission-integral in eq. 4.5. In order to do so, an effective solid angle $\Delta \Omega_{\text{eff}}$ is defined by integrating over the objective's "field of view" as characterized by $D(\alpha, \text{NA}_{\text{obj}})$:

$$\int_{D(\alpha, \text{NA}_{\text{obj}})} M(\Omega') \cdot \text{d} \Omega' =: M_{\text{max}} \cdot \Delta \Omega_{\text{eff}}^{M}$$  (4.6)

Clearly, $\Delta \Omega_{\text{eff}}^{M}$ is well defined but the question is, if there is a way to approximate its value without carrying out the numerical calculations required for the left hand side of the above equation. One possibility for such an approximation is to consider a simplified $M$, that has the shape of a step function of width $\theta_{\text{FWHM}}$ (plotted as a dotted line in Fig. 36, which we shall call $\tilde{M}$). One may derive from Fig. 35 that for small solid angles $\gamma_{\text{obj}}$ the effective solid angle $\Delta \Omega_{\text{eff}}$ for $\tilde{M}$ amounts to:

$$\Delta \Omega_{\text{eff}}^{\tilde{M}} \approx 2 \gamma_{\text{obj}} \cdot \theta_{\text{FWHM}}$$  (4.7)

$\text{Fig. 36 : LFEF (red) and reflectivity (blue) for a 50nm Au film on glass. Note the strong correlation in width of the blue and red curve.}$
In this equation, $\gamma_{Obj}$ is the opening angle of the objective (see Chapter 3.3) and hence we can approximate $\Delta \Omega^M = \Delta \tilde{\Omega}^M$.

Secondly our goal is now to estimate the excitation integral in eq. 4.5.

$$\int E(\alpha, N_{A_{Las}}) \frac{1}{\cos(\alpha)} M(\Omega') \frac{dP_{inc}}{d\Omega}(\Omega') \, d\Omega =: M_{max} \cdot P_{inc}^{\text{eff}}$$

(4.8)

Here $P_{inc}^{\text{eff}}$ is again defined implicitly. One way to estimate $P_{inc}^{\text{eff}}$ is by simply approximating it with the absorbed power $P_{abs}$ which can be determined experimentally or numerically.

While the approximations described here allow us to obtain an intuitive understanding of the situation and a reasonable estimate of the maximum enhancement factor at resonance, there are certain things that are not accounted for with those simple approximations:

- **Laser induced broadening of resonance**: for excitation and emission along a single direction we expect the Raman signal to follow $M^2(\theta)$ as we scan through the resonance. Even when collecting the signal with an objective we still would expect a profile proportional to $M(\theta)$. However, experimentally we observe a broadened resonance that we can easily attribute to the angular spread in excitation. In order to predict the exact shape of this broadened resonance we need to carry out the numerical calculations.

- **Raman induced shift of the emission profile**: For a small Raman shift the approximation $M(\lambda_L) = M(\lambda_R)$ may be permissible. However, as we observe the resonance of higher and higher Raman shifts this approximations becomes more and more inaccurate as the maximum of excitation and emission resonance profile no longer coincide which broadens the resonance even further.

- **Distortion of excitation at large angles**: It can be shown that for a small angle $\beta$ between the optical axis and the normal of the prism, the distortion of the angular power distribution $P_{rad}^\rho(\theta)$ is negligible. However, as the angles increase (e.g. for a sapphire/Au/water interface) the associated change in the resonance profile can no longer be ignored.
4.4 **Experimental setup**

In the previous section the existence of a SPP at a metal-air interface was shown. From its resonance condition it became apparent, that $k_{x}^{\text{SPP}} > k_0$ and that it is therefore impossible to excite such a SPP with a propagating wave from the air side (i.e. simply shining light on the interface from the air side will not do the trick). Instead one has to couple to this surface wave by using a special experimental setup like the Kretschmann- or Otto configuration. In both setups the k-vector of the excitation light source is first "boosted" by means of a high index of refraction material (usually a glass prism) and then delivered as an evanescent field to the air/metal interface through a very thin intermediate layer. In the Otto configuration this intermediate layer is a thin gap of air that separates the prism from the metal surface. In the Kretschmann configuration the intermediate layer consists of 50nm of metal.

For the work presented in this chapter we focus on the KC. While the general idea of this setup is simple and based on SPP-excitation by illumination of a 50nm Au film from the glass side, there are many ways to implement this idea. Here we would like to give a systematic overview of the different available setups, explaining their pros and cons in terms of SPP excitation efficiency, SERS detection capacity and SPRS compatibility. This will prepare the ground to discuss the work done in two of these setups in more detail.

![Experimental setup diagrams](image)

**Fig. 37**: Diagrams of experimental schemes combining SPRS and SERS in the KC. The laser light is represented in red, the Raman-shifted radiation in green. a) Prism coupling of a laser beam, and collection of the Raman-scattered light from the air side [115]. b) Prism coupling, and collection from the prism side using a long-distance low-to-medium NA objective [60]. c) The incident beam is expanded to fill the objective, and the central part of the illumination cone is blocked [117]. The Raman signal is collected in back-scattering from the same objective. d) A shifted laser beam traverses off-axis a high NA oil-immersion objective, and illuminates the Au film as a parallel beam. The Raman signal is collected through the same objective. In b-d) the minute angular shift between excitation and collection produced by the dispersion of the resonance (typically $\sim 1^\circ$) is exaggerated for clarity.

**General remarks**: Because of the sharp angular dependence of the coupling to SPPs, the excitation and collection of SERS signals in the KC require a number of special considerations compared to "standard" SERS experiments. In particular, efficient coupling to SPPs in excitation requires a highly collimated (non-divergent) exciting beam [60]. Moreover, the SERS signal on the prism side is primarily emitted within a narrow angular cone: the Kretschmann cone. These two major aspects are rooted in the peculiar angular shape of the LFEF shown in Fig. 34 and are schematically illustrated in Fig. 35. Because of the remarkable variation of $F \propto M_P^M \cdot M_P^P_k$ (see eqs. 4.3 and 4.4)
as a function of angle (which stands in contrast to the vast majority of other SERS experiments) the actual enhancement of the SERS signal crucially depends on the excitation and collecting optics (i.e. whether the full Kretschmann cone is being collected, whether the excitation beam is fully coupled to the SPPs, etc). The signal enhancement in this configuration, accordingly, cannot be fully summarized as a single number, but rather it needs to be accompanied by a detailed specification of the excitation and collection optics configuration, which shall be discussed in the following. Four possible schemes are presented in Fig. 37 which allow simultaneous SPP excitation and collection of SERS signals.

**Setup A:** Perhaps the most natural extension to the original Kretschmann scheme is shown in Fig. 37a) [115]. A laser beam couples to SPPs using the original Kretschmann excitation scheme with a glass prism. The SERS signal is collected from the air side with an objective in close proximity to the surface [115]. In this excitation scheme the collection of the Raman signal from the air side misses the additional enhancement mechanism of the scattering process in the Kretschmann cone, situated on the opposite side. Even though this can be partially compensated by using a high NA objective (the total signal, integrated over all angles, from the front is comparable to the total signal from the glass side), a major difficulty in this non-conventional excitation/collection configuration remains in the alignment of the excitation spot with the collection objective. Especially for doing microscopy and for combining SPRS with SERS (simultaneous measurement of the angular-dependent reflectivity and SERS-signal) this poses a significant obstacle.

**Setup B:** In contrast, the schematic proposed in Fig. 37b) collects the SERS signal from the prism side, in the more standard and much more convenient back-scattering configuration [60], that makes alignment of excitation and emission (as required in setup A) unnecessary. Even though it is easy to setup and compatible with most spectrometers, this excitation scheme precludes tight focusing as the physical presence of the prism limits the use of high-NA objectives. Furthermore only a small fraction of the Kretschmann cone of emitted Raman radiation is collected (as illustrated in Fig. 35). As in the previous setup A, microscopy is rather cumbersome to do because the sample's surface normal and the objective's axis are at an angle.

**Setup C:** The setup presented in Fig. 37(c) - also based on a backscattering configuration - is more suitable for microscopy, using a high-numerical aperture oil-immersion objective in place of the glass prism to reach the angle of incidence corresponding to the excitation of SPPs. It is based on Ref. [117], where such an approach was used for fluorescence, but not SERS, measurements: an expanded laser beam fills the back aperture of the objective and is tightly focused onto the substrate. A (small) portion of the beam couples to SPPs, and the SERS signal is collected in back-scattering using the same objective. To restrict the range of incident angles, and avoid undesirable heating of the metal substrate at high incident power, the central portion of the incident beam may be blocked. This setup has the problem that the spread of incident angles for coupling cannot be controlled very well, and the resulting poor coupling to SPPs prevents the simultaneous measurement of the SPRS reflectivity (it also dramatically reduces SERS intensities, but this could in principle be compensated by a higher laser power).

**Setup D:** Finally, Fig. 37d) depicts a new scheme proposed in this thesis, which is similar to C and to the scheme used for SPRS microscopy [118]. It can be seen as a hybrid setup between those in Figs. 37b) and c), where an off-center incident beam enters a high-NA oil-immersion objective, which is also used for efficient collection of the SERS signals. This approach presents several advantages, including: \(i\) it is based on the convenient back-scattering configuration and can therefore be implemented in most Raman microscopes with only minor modifications. \(ii\) The
high-NA objective in principle allows for a high spatial resolution for either spectroscopy or imaging of the collected light. *(iii)* The entire Kretschmann cone is collected, thereby maximizing the SERS signal. *(iv)* As will be shown in this work, it is possible under appropriate conditions to couple efficiently to SPPs and therefore carry out simultaneous measurements of the SPR reflectivity. *(v)* It is possible to do microscopy in this setup.

**Other Approaches:** It is worth noting that by using a much more complicated optical setup, with special prisms and/or optics (like the Weierstrass prism [100, 110–112]), one can devise ways to collect the entire Kretschmann cone [100, 109]. This was certainly an important improvement in the historical development of both the Kretschmann and Otto configurations. But it comes at the expense of complexity with a customized optical setup with independent excitation and collection directions. In fact, this is the main reason why the KC has not found widespread use in SERS. It also makes it difficult to simultaneously measure the angle-dependent reflectivity.
4.5 Combining SPRS with SERS - the prism setup

In the previous section different approaches to implement the Kretschmann configuration were discussed. One of them (the prism setup in the backscattering configuration as shown in Fig. 37b) was used to obtain the data presented in this section. Those results allow us to show the possibility of combining SPRS with SERS. Furthermore theoretical predictions based on standard codes for planar multilayers (see SPLaC codes in Appendix F of reference [2]) will be presented on the same graphs as the experimental data to demonstrate the very good theoretical understanding attainable for flat metallic surfaces.

4.5.1 The physical setup

The prism and film are attached to a high-precision motorized rotating stage as shown in Fig. 38. The coupling between the substrate and the prism is achieved by optical oil (for microscopy). A 90° optical coupler adapts the head of the Raman microscope to direct and collect the light from the Kretschmann setup either with or without an objective on the way. The far field images of the coupling to the resonance (fringe) can be seen in reflection over a white screen from the other side of the prism. The adapted head of the microscope couples the signal detection to a triple additive/subtractive Jobin Yvon T64000 spectrometer equipped with a nitrogen cooled CCD detector (Symphony) and 600 lines/mm gratings (see Chapter 1). When using the BFP-lens, we attach the lens in the delivering optical path of the laser before the internal beamsplitter of the microscope. For metal/water interfaces we used a sapphire prism \( (n = 1.77) \), while all measurements in metal/air interfaces are done with a glass prism \( (n = 1.52) \). For the measurements on a metal/water interface, we designed a small cell that contains the water and can be attached to the film.

4.5.2 Sample preparation

For all experimental results, we have used NB as a model SERS analyte since it has a large (resonant) Raman cross-section at the excitation wavelengths used here (633 and 647 nm) and can be deposited easily on metal surfaces at monolayer or sub-monolayer coverage by dipping/rinsing techniques.

Ag films (50 nm) were evaporated on clean glass slides using standard evaporation techniques. Au films (50 nm nominal thickness) grown on a 2 nm titanium adhesion layer were bought from SSens, Netherlands (with a standard RMS value of 1 nm on 1 µm for the roughness). Films were dipped in a 100 µM NB solution in water for 5 min (Ag) / 40 min (Au), and then thoroughly rinsed with water. Ultra-pure water was used for sample preparation, as otherwise impurity islands form.
on the films and substantially diminish the signal homogeneity. The films are cut to the appropriate size when needed and attached to the coupling prism through an oil layer to avoid a discontinuity in the index of refraction. The homogeneity of the coverage is paramount if meaningful results are sought. We checked different preparation methods and assessed the homogeneity of the samples through Raman maps in different configurations. The surface coverage of NB was also estimated (∼ one monolayer) via electrochemical methods using the oxidation/reduction cycle of NB.

For the preparation of the liquid cell we used a procedure described in Fig. 39, with a series of pictures. From left to right: the Au sample is carefully placed on an aluminium substrate holder (picture 1) and the sapphire prism is attached to the glass side (picture 2). Now the sample is turned arround and a drop of dye-solution is placed on the Au side while a silicon o-ring is brought in place (picture 3). Finally a glass lid is placed on top and hold in place with 2 screws. This defines then a liquid layer above the metal that can be used for the studies.

![Fig. 39](image)

**Fig. 39:** Preparation of the liquid cell; from left to right: Au substrate in sample holder; sapphire prism on glass side (of Au substrate); drop of liquid on Au side of substrate; the sealed-off cell.

4.5.3 Angle of incidence as a function of sample rotation

![Fig. 40](image)

**Fig. 40:** Schematic illustration of a thin Au film attached to a prism. It shows the variables necessary to relate the internal angle of incidence $\alpha_{\text{eff}}$ to the external one $\alpha$. If the index of refraction $n_{\text{prism}}$ and its shape (characterized by $\Omega$) are known, $\alpha_{\text{eff}}$ can be obtained from $\alpha$ by simple trigonometry and Snell’s law.

Experimentally, we measure for our incoming laser the angle of incidence $\alpha$ with respect to the normal of the sample surface (Fig. 40). However from a theoretical point of view (numerical calculation of the resonance angle etc.) we are more interested in the internal angle $\theta$ at the glass / metal interface (all our metal films are deposited on glass). Knowing the index of refraction of the glass-slide $n_{\text{glass}}$, of the prism $n_{\text{prism}}$ and the prism’s shape (characterized by the angle $\Omega$ in Fig. 40) it is possible to establish a link between $\alpha$ and $\theta$. 
case 1: glass-prism

Using Fig. 40 and Snell’s law the following equations are apparent:

\[
\begin{align*}
\text{ABD:} & \quad \beta_A + (\alpha + 90^\circ) + (180^\circ - 90^\circ - \Omega) = 180^\circ \\
\text{Snell:} & \quad n_{\text{air}} \sin \beta = n_{\text{prism}} \sin \gamma \\
\text{ACD:} & \quad \gamma_A + (\theta + 90^\circ) + (180^\circ - 90^\circ - \Omega) = 180^\circ,
\end{align*}
\]

This equation can be rewritten as follows:

\[
\begin{align*}
eq & \quad \beta = \Omega - \alpha \\
eq & \quad \gamma = \arcsin \left( \frac{n_{\text{air}}}{n_{\text{prism}}} \sin \beta \right) \\
eq & \quad \alpha_{\text{eff}} = \Omega - \gamma.
\end{align*}
\]

Using eq. 4.12 and eq. 4.13 in eq. 4.14 yields:

\[
\alpha_{\text{eff}} = \Omega - \arcsin \left( \frac{n_{\text{air}}}{n_{\text{prism}}} \sin(\Omega - \alpha) \right)
\]

This last equation relates the angle \( \alpha \) controlled with and displayed by the motorized stage to the angle of incidence \( \theta \) on the metal film\(^2\). Throughout the figures in this chapter the x-axis for angular scans refers to this angle of incidence \( \alpha_{\text{eff}} \) on the film.

case 2: sapphire-prism

For the case of a sapphire prism the situation is slightly more complicated: the beam is refracted not only at the air / prism interface (as in case 1) but also at the prism / glass-slide interface. At this latter interface let us call the angle of incidence \( \tilde{\alpha}_{\text{eff}} \). Then eq. 4.15 is obviously valid for \( \tilde{\alpha}_{\text{eff}} \):

\[
\tilde{\alpha}_{\text{eff}} = \Omega - \arcsin \left( \frac{n_{\text{air}}}{n_{\text{prism}}} \sin(\Omega - \alpha) \right)
\]

Once more we know from Snell’s law that:

\[
\begin{align*}
n_{\text{prism}} \sin \tilde{\alpha}_{\text{eff}} &= n_{\text{glass}} \sin \alpha_{\text{eff}} \\
\Rightarrow \quad \tilde{\alpha}_{\text{eff}} &= \arcsin \left( \frac{n_{\text{glass}}}{n_{\text{prism}}} \sin \alpha_{\text{eff}} \right)
\end{align*}
\]

Inserting now eq. 4.16 into eq. 4.17 yields:

\[
\alpha_{\text{eff}} = \arcsin \left( \frac{n_{\text{prism}}}{n_{\text{glass}}} \cdot \sin \left( \Omega - \arcsin \left( \frac{n_{\text{air}}}{n_{\text{prism}}} \sin(\Omega - \alpha) \right) \right) \right)
\]

\(^2\)The implicit assumption in this calculation is that the glass-slide’s index of refraction is the same as the prism’s index of refraction
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4.5.4 Modified emission profile for a monolayer of molecules in the prism setup

As has been discussed in more detail in the theory part of this chapter, any data taken in the KC on a thin Au film with a monolayer of molecules can still be fitted numerically using eq. 4.5 from Chapter 4.3:

\[
P^\rho_{\text{Rad}}(\alpha) = \rho \cdot \frac{d\sigma}{d\Omega} \cdot K_{\#, \rho} \cdot \frac{1}{\cos(\alpha)} \cdot M_{\#, \rho}(\Omega') \cdot \int_{E(\alpha, N_{\text{Las}})} \frac{dP_{\text{inc}}(\Omega')}{d\Omega'} \cdot d\Omega' \cdot \int_{D(\alpha, N_{\text{Obj}})} M_{\#, \rho}(\Omega') \cdot d\Omega' \quad (4.19)
\]

Here \( K \equiv \frac{15}{4} \cdot k_{\#}^{P_R - P_L} \) (the values for \( k_{\#}^{P_R - P_L} \) are summarized in Tab. 3.24 and \( k_{\#} = 1 \)). It is quite easy to see that with the setups C and D displayed in Fig. 37 this equation is still accurate. For numerical calculations we only need to make sure to use the correct \( M \)-values (for the glass side instead of the air side (Fig. 34)) and to choose more grid-points in a given angular range as the variation of \( M \) with \( \theta \) is much more rapid on the glass side. However, for the setups A and B in Fig. 37 (i.e. for the setups that involve the use of a prism) the situation gets slightly more complicated as can be appreciated from Fig. 41. Here the incoming light is refracted at the air-prism interface causing a change in direction (previously not taken into account) which modifies the effective NA of the lens.

\[ D(\alpha, N_{\text{Obj}}) = \{\Omega : \tilde{\theta} \leq \gamma_{\text{Obj}}\} \quad (4.20) \]
\[ E(\alpha, N_{\text{Las}}) = \{\Omega : \tilde{\theta} \leq \gamma_{\text{Las}}\} \quad (4.21) \]

1. As mentioned before, the local field enhancement factor \( M \) in eq. 4.19 can be calculated numerically with the SPLaC program using the input parameters already mentioned in Chapter 3 (45nm thick Au film on a 2nm Ti adhesion layer on a semi-infinite glass slide): \( M_{\text{SPLaC}} \equiv \frac{|E_{\text{loc}}|^2}{|E_{\text{glass}}|^2} \). In reality, of course, the glass layer is not semi-infinite and what we are really interested in is:

\[
M = \frac{|E_{\text{loc}}|^2}{|E_{\text{air}}|^2} = \frac{|E_{\text{glass}}|^2}{|E_{\text{air}}|^2} \cdot \frac{|E_{\text{loc}}|^2}{|E_{\text{glass}}|^2} = \frac{M_{\text{SPLaC}}}{C} \quad (4.22)
\]
The correction factor \( C \equiv (E_{pr}/E_{air})^2 \) in eq. 4.22 relates the incoming to the transmitted electric field at the boundary of two dielectrics - a standard exercise shown in many basic textbooks on Electrodynamics. In [2], p.560, eq. F.56 this ratio is written for a TM polarized wave (which is the polarization relevant in the Kretschmann configuration):

\[
C = \left( \frac{E_{pr}}{E_{air}} \right)^2 = \frac{\epsilon_{air}}{\epsilon_{pr}} \left| t_p \right|^2 = \frac{2}{1 + K^p} \tag{4.23}
\]

Using the canonical definition \( n = \sqrt{\epsilon} \) and the definition for \( K^p \) on page 559 of [2]:

\[
K^p \equiv n_{air} \sqrt{1 - \frac{n_{air}^2 \sin^2 \beta}{n_{pr}^2 \cos \beta}} \tag{4.24}
\]

We can rewrite eq. 4.23 for \( \alpha = 0^\circ \) as:

\[
C = \left( \frac{2n_{air}}{n_{air} + n_{glass}} \right)^2 \tag{4.25}
\]

With a glass-prism (\( n_{pr} = 1.5 \)) this would mean that \( C = 0.64 \).

2. So far, when defining the set of integration-points for emission (\( D \)) and excitation (\( E \)) to be considered in eq. 4.20 and eq. 4.21, we ignored the effect of refraction that takes place at the boundary between air and prism. This effect, however, is quite significant and requires us to rethink the way we define D and E. One way to properly define these sets with the effect of refraction would be to follow each individual light ray (corresponding to a point \( \Omega \) on the unit sphere) through the glass-air interface and deduce a new function \( \Xi(\cdot) \) that would assign each \( \Omega \) an image \( \Omega' \). Once found, evaluation of \( \Xi(\cdot) \) would allow us to define the set of integration points equally simple as already done above.

Alternatively, as an approximation, it is possible to consider a simplified view: instead of following each individual light ray in the field of view of our objective for each angle \( \alpha \), we only consider refraction of the light on the beam axis of the objective (according to eq. 4.15) and account for the refraction of the other light rays by working with an effective numerical aperture \( NA_{eff} \):  

\[
NA_{eff} = \frac{NA}{n_{glass}} \quad \text{with} \quad \alpha_{eff} = \Omega - \arcsin \left( \frac{n_{air}}{n_{pr}} \sin(\Omega - \alpha) \right) \tag{4.26}
\]

Although this approximation may seem crude it works extremely well for as long as the angle \( \beta \) between beam axis and surface normal of the prism is not too big. This allows us now to write down eq. 4.19 more accurately:

\[
P^\rho_{rad}(\alpha) = \rho \cdot \frac{d\sigma}{d\Omega} \cdot K_\theta \cdot C \cdot \int_{E(\alpha_{eff}, NA_{eff})} \left( \frac{1}{\cos(\alpha)} \cdot M^P_{\theta}(\Omega') \cdot \frac{dP_{inc}}{d\Omega}(\Omega') \right) d\Omega' \int_{D(\alpha_{eff}, NA_{eff})} M^P_{\theta}(\Omega') d\Omega' \]
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4.5.5 No lens

The setup with "no lens" in Fig. 42 would be the most direct simplification of the setup used in early studies [105–108]. A well collimated beam is required to maximize coupling into the very sharp (in angle) SPP resonance and, therefore, we initially use the laser beam as it is (with no focusing lens). Because of our choice of using the BS configuration, no lens can then be used for collection if we do not want to change the divergence of the exciting beam. The SPR signal (reflectivity) of the film can be simultaneously monitored by a simple photodiode detector which is attached to the rotating stage containing the prism and the film.

The reflectivity curve, for the situation where we have no lens, is shown in Fig. 44. Concurrently, Fig. 43a) shows the SERS signal (590 cm\(^{-1}\) Raman mode) of a monolayer of NB on Ag (50 nm film) in air at 647 nm excitation through a glass prism (index of refraction \(n = 1.5\)) as a function of the internal incident angle \(\alpha_{\text{eff}}\) (see Fig. 40). As expected, this signal only exists for TM polarization which can be seen in Fig. 43c).

**Fig. 42:** Schematics of the optical setup for combined SPRS-SERS in the BS configuration with no focusing / collecting lens.

**Fig. 43:** a) & b) Experimental angle-dependent SERS signal (symbols) for the 590 cm\(^{-1}\) mode of NB deposited on an Ag/Air interface (50 nm Ag film) at 647 nm laser excitation (integration time = 18 sec, laser power 5 mW). The theoretical prediction is shown as a solid line. The angle of incidence \(\alpha_{\text{eff}}\) refers to internal angles inside the glass slide supporting the film (see Fig. 40). c) Full spectrum of NB at the optimum Kretschmann angle of the 590 cm\(^{-1}\) peak for TM and TE polarizations. The Raman peaks are observed only for TM polarization, as expected. The 1650 cm\(^{-1}\) mode of NB is visible, albeit with a smaller SERS enhancement factor, owing to the SPP resonance being relatively broad in wavelength.
As can be appreciated from Fig. 43a), the SERS signal can be followed through the angular resonance. It goes from being invisible, when the laser is not properly coupled, to being an intense peak well above the noise level with a FWHM of 0.5° (comparable to the FWHM observed in reflectivity in Fig. 44 for the "no lens" case). The results in Fig. 43a) and b) are complemented by those in Fig. 43c), where the SERS signal in a much wider frequency range is shown for optimum excitation at the Kretschmann angle. This latter result demonstrates the point raised before: that the resonance is sharp in incident angle but broad in the spectral domain (allowing us to see simultaneously the 590 and ~1640 cm\(^{-1}\) Raman modes of NB).

![Figure 44](image)

**Fig. 44:** Influence of a focusing lens on the angle-dependent reflectivity. Experimental data (symbols) clearly show the decreased coupling efficiency and broadening as the NA of the lens increases from the "no lens" case, to a \(\times 4\) objective (NA\(\times 4 = 0.1\)) and to a \(\times 10\) (\(f = 18\) mm, NA\(\times 10 = 0.25\)). The theoretical values (solid lines) are obtained by considering a collimated Gaussian beam of 0.72 mm waist radius incident on the lenses resulting in a spread of incident angles at the focal point.

It is quite remarkable that the Raman signal from a mono-layer of dye can be collected without a lens at all. Excluding any roughness contribution to SERS is however difficult with silver films because of their intrinsically low chemical stability. The agreement between theory and experiment in Fig. 43 and Fig. 44 indicates that roughness is not significant - it would otherwise be revealed in a broadening of the resonance. But this in itself is not a clear proof that roughness does not contribute to SERS. Only experiments on Au, where the absence of roughness can be assured more convincingly, will demonstrate unambiguously (as shown later) the ability to carry out SPR-SERS measurement on strictly flat surfaces. However, in order to be able to measure the much weaker SERS signals on Au films, it is first necessary to optimize our collection efficiency because with the current setup a large part of the Raman emission is being lost by the restriction that we are collecting only what comes strictly in the backscattering direction. This is a unique situation where the optical requirements to deliver the laser (i.e. a parallel beam) are incompatible with the optical requirements to collect most of the signal in the backscattering configuration. In the case of Fig. 42, the effective NA for the collection process (without a lens) is really small, and only defined by a narrow acceptance angle related to the paraxial tolerance around the exact optical axis of the spectrometer (we estimate the NA to be ~ 0.02 for our system). This was already partially explained (schematically) in Fig. 35. The only reason why a signal can be observed without a lens is because the whole Raman signal is "funneled" into the narrow Kretschmann cone, and we collect here a small fraction of it. We can view the film as behaving as a "1D lens"; a unique feature of a sharp angular resonance in emission.
4.5.6 Collection lens

We could of course hope to detect a much larger signal by collecting a larger portion of the Kretschmann cone with a lens of larger NA. We can, for example, use the same setup as in Fig 42, but with a long working distance microscope objective (to allow for space for the prism). However, the improvement in collection efficiency has the price of losing the exciting beam collimation (which is now focused by the objective). This results in a decreased coupling into the SPP resonance and a broadening of the angle-dependent reflectivity, which effectively prevents any simultaneous SPR spectroscopy studies. This is illustrated in Fig. 45 for a ×10 objective.

Fig. 45 Influence of a focusing lens on the angle-dependent reflectivity. This effect can be visualized with the ×10 objective by projecting the image reflected from the sample onto a screen in the far-field, as shown in a)-c) for 3 angular positions. At resonance, a clear black fringe is visible (corresponding to full coupling into the SPP resonance) in the middle of the beam image. However, it is clear that the angular spread of the beam is much larger than that of the resonance resulting in a partial coupling only.

It is clear that in the converging beam produced with the ×10 objective, only a fraction of the incident rays are at the Kretschmann-angle \( \theta_K \) to couple to the SPP resonance. This is revealed in Figs. 45a-c) as a "dark fringe" in the far field of the reflected beam (which disappears - as expected - when changing from TM to TE polarization). This dark fringe can easily be followed when rotating the sample and it gives a good idea of the "angular sharpness" of the resonance and of the angular spread of the exciting beam. If the angle of incidence is changed slightly (by a few degrees), the resonance fringe can be moved to one or the other side of the reflected spot in the far-field, as seen in Figs. 45a) and c). This is because different fractions of the angular spread of the incoming beam satisfy the resonance condition. This highlights one important aspect: simply using a lens for simultaneous excitation and collection will not be optimal, because only a small fraction of the incident power (only that at the right angle in the beam) couples into the resonance. This is shown more quantitatively in Fig. 44 through the reflectivity. It is clear that the use of lenses – even with a small magnification – results in a strong decrease in coupling into the resonance and a concomitant larger broadening. This observation is predicted by theory when taking into account the finite width (0.72 mm waist) of the laser beam which is being focused by the lens and hence accounts for the broadening by a convolution of incoming angles. The natural (intrinsic) width of the resonance can therefore only be obtained with a collimated beam of small divergence.
4.5.7 Collection lens with BFP-lens

The results of the previous sections highlights one of the basic conundrums of the use of the Kretschmann configuration for SERS. Unlike SPRS - that only monitors the reflectivity - we need to take into account in SERS both the delivery of the laser and the collection of the Raman emitted light. If we want to monitor the SERS signal in the BS configuration (a very convenient experimental choice) we would benefit from collecting at least part of the Kretschmann cone with a lens of high numerical aperture. However the presence of the lens is incompatible with a simultaneous measurement of SPR, for it prevents optimum coupling to deliver the laser. In the following, we will present a modified setup (see Fig. 46) that enables us to overcome this problem with minimal modifications to our standard Raman system.

The principle is extremely simple: it consists of using an additional lens (typically with a long focal length) to focus the incident collimated laser beam on the BFP of the microscope objective. This allows us to create an almost parallel beam on the focal plane of the sample, and therefore combine the benefits of a high angular resolution in excitation (thanks to the collimated beam) with the much improved detection efficiency of a high-NA objective. A variant of this approach, where the beam is focused off-centre in the BFP of a high-NA objective, is commonly used in Total Internal Reflection Fluorescence (TIRF), to excite beyond the critical angle [63].

The exact position of this additional lens (referred as the BFP-lens) along the optical axis is not critical and it can be adjusted experimentally by visually monitoring the beam divergence after the objective in the far-field. Care must however be taken to align the BFP-lens laterally so that the excitation follows the main optical path (and is therefore matched to the axis and the collection field-of-view of the objective).

As a proof of principle, we have applied this setup to the more difficult case of Au films, which are arguably much more relevant for applications such as SPRS. Their quality, stability, and absence of roughness can be assured with high reliability. However, the SERS signals on Au films in the KC is typically smaller than for Ag for two main reasons. Firstly, the SERS EF is predicted to be smaller at 647 nm due to the different dielectric functions of Au and Ag [2]. But perhaps more importantly, Ag films are much more likely to suffer from roughness, thereby enhancing dramatically the SERS signals. This is not desirable from the point of view of SPRS because roughness may affect the resonance quality (sharpness). It is not desirable either from the point of view of SERS, because it defeats the original purpose of uniform and controllable enhancements.

Fig. 46: Optical setup with BFP illumination. The BFP-lens focuses the light on the BFP of the microscope objective, thus achieving a parallel beam in excitation.
Results obtained on a Au/air interface (50 nm Au film on glass) with the layout of Fig. 46 are displayed in Fig. 47 and complemented with further examples on the simultaneous performance of SERS and SPR signals for various collecting lenses in Fig. 48. We shall concentrate on the discussion of these figures for the rest of this section.

Fig. 47 shows the SERS intensity of the 590 cm\(^{-1}\) Raman mode of NB deposited on Au as a function of the incident (internal) angle \(\alpha_{\text{eff}}\) for a \(\times 10\) objective with a BFP-lens (50 cm focal length). As before, the solid (red) line in Fig. 47 represents the parameter-free theoretical prediction which includes the effect of the numerical aperture of the collecting lens but with a collimated incident beam thanks to the BFP-lens. As can be appreciated, we can now obtain the SERS spectrum with the \(\times 10\) objective, while we could hardly couple to the resonance at all in the situation without the BFP-lens (see Fig. 44).

The SERS data of the \(\times 10\) objective with BFP-lens shown in Fig. 47b) is repeated in Fig. 48a) to compare it with the other cases of a \(\times 4\) objective with BFP illumination and a \(\times 4\) objective by itself. It is complemented in Fig. 48b) by the SPR spectra taken simultaneously for the three different conditions. Both the SERS signal and the SPR reflectivity data demonstrate how the coupling improves by including the BFP-lens:

- The signal increases for a higher numerical aperture objective (\(NA_{\times 10} = 0.25\) as compared to \(NA_{\times 4} = 0.1\)) benefiting in collection from a larger field of view, with the \(\times 10\) objective giving the best signal.
- The coupling to the resonance improves to the point that the \(\times 4\) and \(\times 10\) objectives achieve almost zero reflectivity at the resonance (meaning that most of the power of the laser is being funneled into SPPs on the film).

It is worth pointing out that this situation is very different from Fig. 44 where the coupling was heavily affected by the beam-divergence introduced by the microscope objective. The other important point to emphasize here is that all the lines in Fig. 48a) and b) are parameter-free predictions from theory, except for a trivial scaling factor for the integrated SERS intensity (since the Raman intensity, as given by the CCD counts, depends on many factors that are purely technical, the scaling factor has no physical meaning). We judge the agreement to be outstanding, thus
demonstrating the potential predicting power of the technique. This is a point that cannot be underestimated in a technique like SERS, where exact quantification and modeling are in many cases somewhat disconnected from experimental evidence, or only connected at a qualitative level. We believe the data in Fig. 47 and Fig. 48 and the quality of the agreement with theory proves beyond doubt the potential of combined SPR-SERS spectroscopy.

**Fig. 48:** a) Integrated Raman intensity of the 590 cm\(^{-1}\) mode of NB and b) SPR (reflectivity) signal for various backscattering Kretschmann configurations at a Au/air interface. Solid lines are theoretical predictions that follow from angular averaging. The integration time for the Raman spectra was 2×5 sec, laser power 6.4 mW (×4 with BFP), 2.1 mW (×10 with BFP) and 2.3 nm (×4).

In order to fully realize the potential of combining the commercially available SPR systems with SERS, in a dual-detection capability, it is also necessary to demonstrate its viability at the commonly used Au/water interface (e.g. for doing SPR in biology [64–68]). This is explicitly shown in Fig. 49. For these experiments we used a sapphire prism, which has a larger index of refraction \((n = 1.77)\) and therefore is more suited to achieve the resonance condition with water \((n = 1.33)\) at a reasonable incident angle. A liquid cell was specially designed to attach to the metal film glass slide. Fig. 49a) shows both the actual raw data for the 590 and 1650 cm\(^{-1}\) peaks of NB through the resonance, and the integrated intensity of the 590 cm\(^{-1}\) mode as a function of the internal (in glass slide) incident angle \(\alpha_{\text{eff}}\). Fig. 49b) complements the picture with the simultaneous measurement of the SPR signal. The experiment was carried out with a ×4 objective and shows an almost perfect coupling to the resonance in the dip of the reflectivity. As before, the solid (red) lines in Fig. 49a) and Fig. 49b) are parameter-free theoretical predictions. There is a whole set of possibilities that are opened up by this result. The connection with biological applications of SPR-spectroscopy already pointed out is an obvious one. But it might also prove to be a useful tool in the study of other phenomena like surface-enhanced fluorescence [41]. If the analyte is dissolved in the liquid, the evanescent field of the SPPs penetrates a considerable distance into it. Molecules that are not directly attached to the surface do not have their fluorescence completely quenched (see Chapter 1).
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Fig. 49: a) Raw data for the 590 cm\(^{-1}\) and 1640 cm\(^{-1}\) Raman modes of NB and integrated intensity of the 590 cm\(^{-1}\) mode across the resonance. Integration time was 2 x 2 sec, laser power 2.0 mW. These experiments were carried out on a 50 nm Au film in water at 633 nm, excitation with \(\times 10\) BFP illumination and TM polarization. b) Integrated Raman intensity of the data shown in a). c) Simultaneous measurement of the reflectivity (SPR signal) showing a high degree of coupling. The solid (red) curves in b) and c) are the theoretical predictions. For this experiment, the dye is deposited on the Au film beforehand, and then exposed to a liquid cell with water; i.e. the dye is not dissolved in solution. See the text for further details.
4.6 Collecting the Kretschmann cone - the large NA setup

In the previous section the prism setup was discussed in extensive detail, showing that concomitant SERS and SPRS is possible on a monolayer of NB. This was done on Au as well as Ag - in air as well as water. Even though the setup's performance was improved significantly by introducing a back-focal-plane lens, the fact remains that most of the enhanced signal on the glass side (i.e. most of the Kretschmann cone) is wasted. This is the motivation to discuss in this section the "large NA setup" - a configuration shown in Fig. 37d) that allows not only to collect the whole Kretschmann cone, but also introduces the capability to do microscopy. This latter aspect urges us to analyze the technical aspects of this implementation in more detail, with a particular emphasis on the factors determining spot-size, coupling efficiency to SPP, and spatial resolution.

4.6.1 Experimental setup

![Experimental setup diagram]

Fig. 50: Schematic representation of the experimental setup. A He-Ne laser beam (λ = 632.8 nm) is directed towards the sample through the oil-immersion TIRF objective of a microscope. The direction of the linear polarization of the laser beam is adjusted with a half-wave plate. The beam is then expanded, and directed toward a convergent lens with focal distance f = 400 mm that is used to focus the beam onto the BFP of the microscope objective, thereby producing a parallel beam when it reaches the sample. A glass cube is placed onto a motorized rotating stage, which enables a parallel displacement of the beam when it enters the microscope. As a result, the ray exits the objective at an angle directly related to the cube's rotation. The SERS signal, and the reflectivity (assessing the coupling to SPPs) are both monitored in backscattering through the beam-splitter, as indicated in the figure. For clarity and display purposes only the laser light is shown in red, and the Raman light (to be collected) in green. Note that the minute displacement between the Raman and laser light (produced by the dispersion of the resonance) has been exaggerated. Inset: detailed view of the light beam near the microscope objective. Beam converges at the back-focal plane, and emerges collimated at the sample.

Fig. 50 presents in more details the experimental setup of Fig. 37d) that was developed to combine...
most efficiently standard microscopic SERS measurements with a Kretschmann excitation scheme in the backscattering configuration. Using a high-NA objective, the full Kretschmann cone of emitted radiation can be collected for all incident angles. This is, by itself, an important improvement of this setup compared to conventional backscattering prism-based coupling versions of the KC for SERS [60]. Also, as a result the enhancement factor due to the reemission (Raman) process was constant in our experiments and the angular dependence is therefore dictated by the local field enhancement (for excitation) only, i.e. \( \propto |E_{\text{loc}}|^2 / |E_0|^2 \). Spatial resolution was achieved through the use of a standard optical microscope mounted with a high-NA objective (Olympus, Apo N, \( \times 60 \), NA = 1.49, oil immersion) with standard specifications for TIRF microscopy. Coupling of the incident laser to the surface mode was achieved by shifting the beam using a slanted glass cube (see Fig. 50), whereby the beam axis emerges from the objective at a specific angle \( \alpha_{\text{eff}} \) with respect to the Au surface normal. Section 4.6.3 provides further experimental and theoretical details on the connection between the angle \( \alpha \) (between beam axis and the cube’s surface normal) and the angle of incidence on the sample \( \alpha_{\text{eff}} \). In order to optimize the coupling to the resonance, a collimated beam is required. To this end, a BFP-lens (focal length 400 mm) was placed before the entrance of the microscope [62]. The exact position of this lens is crucial and was finely adjusted by observing the condition of minimum divergence of the beam (being transmitted through a transparent substrate like glass) in the far-field after the objective.

In order to understand how the experimental setup behaves in controlled situations, we have performed basic reflectivity experiments on glass and Au in TM-polarization and found good agreement with the corresponding theoretical expectations.

![Graph of reflectivity data](image)

Fig. 51: Experimental (solid lines) and theoretical (dashed lines) TM-polarized reflectivities on a) Au and b) glass as a function of the incident (internal) angle \( \alpha_{\text{eff}} \) (see Fig. 52). The experiment is done for an expanded beam (i.e. for a beam with a minimum divergence). The agreement between theory and experiment is very good and reveals that there is no spurious experimental distortion in the beam path.

Fig. 51 shows the reflectivity data as a function of angle of incidence \( \alpha_{\text{eff}} \) for Au and glass, respectively. The specular reflectivity was measured in backscattering, as in Fig. 50. The figure also shows the theoretical expectation for the reflectivity in the different cases (dashed lines). As can be appreciated, the agreement between theory and experiment is quite satisfactory. Crucially, the region of total internal reflection in b) for the glass/air interface \( \geq 42^\circ \) presents a uniform reflectivity of unity, spanning the full range of the plasmon resonance. Immediately before the critical edge of total internal reflection, the Brewster angle for the glass/air interface is marked with minimum reflectivity close to 0, confirming the well-maintained TM-polarisation of the incident beam. Im-
perfection with respect to theory originate from small spurious reflections in the optical elements. Wider angular scans (not shown) were also performed to verify that the reflectivity was symmetric for positive and negative values of $\alpha_{\text{eff}}$, i.e. with the beam shifted to one side or the other from the axis. Furthermore the good collimation of the beam was assessed by the angular scan of the reflectivity in the Kretschmann configuration (TM-polarization). With Au substrates, better than 95% coupling was achieved, measured from the highest-to-lowest reflectivity values, and a resonance width comparable with the theoretical prediction.

4.6.2 Sample preparation

NB molecules were deposited onto the metal surface as described in chapter 3: a Au film (45 nm thickness evaporated on glass with an intermediate 2 nm titanium adhesion layer) was immersed in a 1 $\mu$M NB solution in water for $\sim 30$ min and then thoroughly washed with ultra-pure water and dried. Films prepared with this method achieve a monolayer deposition on the surface (corroborated by independent electrochemical measurements) and present a good overall uniformity of the SERS signal at different positions.

All Raman spectra were measured using the BS configuration of Fig. 50 with a Jobin-Yvon T64000 spectrometer described in Chapter 1. Sometimes, to improve the collection efficiency, the double pre-monochromator stage was replaced with a notch filter for 633 nm laser excitation. A polarizer was permanently used for detection.

4.6.3 Angle of incidence as a function of cube rotation

The essential geometrical aspects of the problem that link the rotation of the cube with respect to the beam axis $\alpha$ with the angle of incidence $\alpha_{\text{eff}}$ are displayed in Fig. 52a). The mathematical connection between $\alpha_{\text{eff}}$ and $\alpha$ is established through eq. 4.27 and eq. 4.28. For a start,

$$s = e \cdot \sin(\alpha - \alpha') \cos \alpha'$$

with $\alpha' = \arcsin(\sin \alpha / n_{\text{cube}})$ (4.27)

describes the parallel shift of the beam through a parallelepiped of refractive index $n_{\text{cube}} = 1.5$ and thickness $e = 25.4$ mm. Abbe's sine condition provides the link between the off-axis beam and the incident angle:

$$\alpha_{\text{eff}} = \arcsin(s/f)$$

(4.28)

For our system, $f = 4.2$ mm is the effective focal length of the objective.

In Fig. 52c) we show a plot of $\alpha$ as a function of $\alpha_{\text{eff}}$. As can be observed, the connection between the two is fairly linear up to $\alpha_{\text{eff}} \sim 50^\circ$, where nonlinearity rapidly sets in. The Kretschmann resonance is observed around $\alpha_{\text{eff}} \sim 44^\circ$ for 45 nm films of either Ag and Au in air (the resonance angle is fairly insensitive to thickness and wavelength [2]). The incidence angle can also be measured experimentally using a graduated scale on a dielectric cube, as depicted in the photo of Fig. 52b). The experimental determination of the calibration of the angle of incidence is presented in Fig. 52c) against the theoretical expectation. Excellent agreement between theory and experiment is observed, for an effective focal length $f = 4.2$ mm. Once determined, this value was fixed
in the angular conversions. A slight offset of the origin was allowed to vary as a free parameter in order to match the observed plasmon resonance position with the theoretical predictions.

![Diagram of beam displacement](image)

**Fig. 52:** a) Diagrammatic representation of the beam displacement used for the angle scan. A laser beam traverses a glass cube (refractive index 1.5) rotated by an angle $\alpha$ and undergoes a parallel shift $s$. After being redirected by a beam-splitter, the shifted beam enters the microscope objective off-axis, and reaches the sample with an angle $\alpha_{\text{eff}}$. b) Photograph of the experimental apparatus used to measure the variation of incident angle vs cube angle. A protractor printed on a transparency was glued onto a glass cube of refractive index 1.5 matching that of the immersion oil of the TIRF objective. By monitoring the position of the beam intersecting the angular marks along the edge of the cube, a reading of the incident angle was correlated with the computer-controlled rotation stage of the glass cube shifting the beam. c) Measured (points) and predicted (dashed line) variation of the incident angle against the cube's angle. Negative angles refer to the beam incident from the other side of the normal.

### 4.6.4 Trade-off between resolution and coupling to SPP

The setup presented in Fig. 50 uses a back-focal plane lens to realize a collimated beam incident on the sample, a crucial condition to achieve optimum coupling to SPPs, together with high LFE. We now examine in detail the convoluted effects of beam divergence and spot size on the resonant coupling to SPP and the spatial resolution. This is clearly a crucial aspect for both SPR microscopy and SERS in the Kretschmann configuration, but the following discussion is in fact more general, and would indeed apply to any SPR experiments.

An ideal plane wave impinging on a thin metal film in the Kretschmann configuration can undergo total absorption at the exact angle of incidence corresponding to the SPP resonance. A real laser...
beam, however, has an intrinsic spread of angles that varies with the beam size: the smaller the size of the beam, the greater its angular spread thereby impairing ideal coupling. On the other hand the beam size also dictates power density (a crucial parameter in many applications) and spatial resolution: the smaller the illuminated spot the better the resolution. From that point of view a small spot size is clearly desirable. Inherent in the spot-size, there is therefore an unavoidable trade-off between spatial resolution and the coupling efficiency which needs to be well understood in order to decide on the best strategy for a given desired spatial resolution in SPR/SERS microscopy. As we now show, our proposed set-up is very flexible in this regard thanks to the beam expander used in excitation.

Figure 53 shows a simplified schematic of the excitation path of the beam, where we have included only the essentials. The beam increases to a diameter $D$ after the expander, impinges onto the BFP lens, and is shifted off-center by the slanted glass cube. The lens focuses the beam onto the back focal plane of the objective, whereupon it emerges as a parallel beam with an angle (e.g. the resonance Kretschmann angle) onto the sample with a cross-sectional area $S$ which is equivalent to the spot size at normal incidence. As is evident from Fig. 53, in the ray optics description of the excitation path (which applies for the relatively large spot sizes considered here), the spot size $S$ is directly proportional to the beam size $D$ after the expander. Hence, a reduction in the excitation beam diameter (obtained by changing or removing the expander) yields a concomitant reduction in spot size until diffraction effects become important at small sizes (of the order of a micrometer-sized spot).

![Simplified optical layout illustrating the ray-optics approximation of the beam (not to scale for clarity). The spot size ($S$) is directly proportional to the diameter ($D$) of the off-axis beam feeding the Back Focal Plane (BFP) lens after the expander.](image)

---

3. If the ray optics picture was valid all the way to very small beam sizes ($\sim \lambda$), we could potentially create a very small spot size $S$ by reducing $D$ as much as possible, and still achieve a very good coupling to SPPs with a parallel beam. This does not happen in reality because the product of the beam size with the beam divergence (étendue) cannot be made smaller than the original value characterizing the laser beam. Accordingly, a small spot is always associated with some degree of spread in the incidence angles on the sample and, therefore, a worsening of the coupling conditions to SPPs.

4. It should be noted that spatial filtering can also be carried out in the collection part of the system, by limiting the area of the sample image that is spectrally analyzed using slits or pinholes. The spatial resolution is then dictated by the resolving power of the microscope objective: in our case (high NA objective), it is therefore in principle diffraction-limited. This approach is however not very efficient, in particular if the spot size is much larger than the desired spatial resolution.
Within the ray optics approximation, the rays reaching the sample should be parallel and inclined at the Kretschmann excitation angle (optimum coupling to SPPs), but as mentioned already, this is no longer the case for small spot sizes. A combination of perfectly collinear plane waves cannot describe a beam with finite spatial extent; instead, one must consider a continuous distribution of plane waves with slightly diverging wave-vectors. In the approximation of large enough beam diameter, this corresponds to a bundle of light rays with a slight spread of angles around the mean beam direction (given by the Kretschmann angle). In the next paragraphs, we use a simple model to assess the trade-off between spatial resolution and coupling, and we compare it with direct experimental results in our system. We can use a simplified theory to account for the beam-like aspects of the excitation that still uses the ray-optics description but explicitly allows for a spread of incident angles. When the mean angle is at resonance, part of the beam is slightly off-resonance, thus leading to a residual reflectivity and a broadening of the reflectivity dispersion curve. To evaluate the detrimental effect of reducing the beam size on its coupling to SPPs, we follow here the approach proposed by Villatoro and coworkers [119].

The incident laser (\(\lambda = 633\ \text{nm}\)) is modeled as a Gaussian beam of waist radius \(\omega_0\) (corresponding to the half-width at 1/\(e^2\)). After traversing off-axis the objective it illuminates a 50 nm Au film (with 2 nm Ti adhesion layer) from the substrate side (refractive index of glass is 1.53) at an angle \(\alpha_{\text{eff}}\). This situation is schematically depicted in Fig. 54. The electric field \(E_{\text{inc}}\) and intensity \(I_{\text{inc}} = |E_{\text{inc}}|^2\) at \(\tilde{z} \equiv 0\) can then be written as follows:

\[
E_{\text{inc}}(\tilde{x}, \tilde{y}) = E_0 \cdot \exp\left(-\frac{\tilde{x}^2 + \tilde{y}^2}{\omega_0^2}\right) \quad \text{and} \quad I_{\text{inc}} = I_0 \cdot \exp\left(-2 \frac{\tilde{x}^2 + \tilde{y}^2}{\omega_0^2}\right)
\]

(4.29)

Since the numerical calculations done with the SPlaC code for planar surfaces are carried out a) on plane-waves of infinite size and b) in the reference frame of the Au surface, we need to first find those plane-wave contributions for our Gaussian beam by Fourier transforming it into k-space and then transform those contributions from one to the other reference frame. Let us start by Fourier transforming the intensity. This renders:

\[
\hat{I}_{\text{inc}}(\tilde{k}_x, \tilde{k}_y) := \mathcal{F}(I_{\text{inc}}) = \left(\frac{1}{\sqrt{2\pi}}\right)^2 \int \int I_{\text{inc}}(\tilde{x}, \tilde{y}) \exp\left[-i (\tilde{k}_x \cdot \tilde{x} + \tilde{k}_y \cdot \tilde{y})\right] \, d\tilde{x} \, d\tilde{y}
\]

(4.30)

\[
= \omega_0^2 \cdot I_0 \cdot \exp\left(-\frac{\omega_0^2}{2} \left(\tilde{k}_x^2 + \tilde{k}_y^2\right)\right)
\]

(4.31)
In order to perform the variable transformation \((\tilde{k}_x, \tilde{k}_y) \rightarrow (k_x, k_y)\) the following relations (obvious from Fig. 54) are helpful:

\[
\begin{align*}
  k_x &= \tilde{k}_z \sin(\alpha_{\text{eff}}) + \tilde{k}_x \cos(\alpha_{\text{eff}}) \\
  k_y &= \tilde{k}_y
\end{align*}
\]  

(4.32)  

(4.33)

Since \(\tilde{k}_z \approx n \cdot k_0\) (assuming \(|k_x|, |k_y| \ll |k_z|\) and with \(k_0 = 2\pi/\lambda\)) it is easy to write now \(\mathcal{F}(I_{\text{inc}})\) as a function of \(k_x\) and \(k_y\):

\[
\hat{I}_{\text{inc}}(k_x, k_y) = \omega_0^2 \cdot I_0 \cdot \exp \left( -\frac{\omega_0^2}{2} \left( \frac{k_x - nk_0 \sin(\alpha_{\text{eff}})}{\cos(\alpha_{\text{eff}})} \right)^2 \right) \cdot \exp \left( -\frac{\omega_0^2}{2} k_y^2 \right) \]  

(4.34)

In this expression the function \(p(k_x, \alpha_{\text{eff}})\) is of central interest to us. When divided by its integration value

\[
C_{\alpha_{\text{eff}}} := \int_{\mathbb{R}} p(k_x, \alpha_{\text{eff}}) \, dk_x = \frac{\omega_0}{\sqrt{2\pi} \cos(\alpha_{\text{eff}})}
\]

(4.35)

it describes the normalized probability density \(p_{\text{norm}}(k_x, \alpha_{\text{eff}})\) for the distribution of \(k_x\) values in the incoming beam as a function of the angle \(\alpha_{\text{eff}}\). This allows us to calculate the effective response for the reflectivity \(R(\alpha_{\text{eff}})\) and the LFEF \(F(\alpha_{\text{eff}})\) as a simple convolution:

\[
R(\alpha_{\text{eff}}) = \int_{\mathbb{R}} p_{\text{norm}}(k_x, \alpha_{\text{eff}}) \cdot R(k_x) \, dk_x
\]

(4.36)

\[
F(\alpha_{\text{eff}}) = \int_{\mathbb{R}} p_{\text{norm}}(k_x, \alpha_{\text{eff}}) \cdot F(k_x) \, dk_x
\]

(4.37)

The values for \(F(k_x)\) and \(R(k_x)\) are easily obtained with the SPLaC program. Since the latter works with the angle of incidence \(\theta\) of an infinite plane wave (rather than \(k_x\)) one simply has to remember that the corresponding \(k_x = n k_0 \cdot \sin(\theta)\) and make the appropriate transformation:

\[
F(k_x) = F_{\text{SPLaC}}(\text{arcsin}(k_x/n k_0))
\]

(4.38)

A similar step is required for the reflectivity \(R\). The results of this averaging are shown in Fig. 55 for varying beam waist radii, and show a clear broadening of the sharp spectral features associated with the plasmon resonance.

Experimentally, the beam size was varied by removing the beam-expander in Fig. 50. The beam size reaching the sample was measured at normal incidence, using a knife-edge technique (see the supplementary information of Ref. [24]) to extract the beam waist radius \(w_0\).

This comparison is presented in Fig. 55a) and b), with two different spot sizes (radius of the spots: \(\sim 3 \mu m\) and \(\sim 15 \mu m\)). As can be appreciated from the figure, the smaller the spot size, the lower the efficiency of the SERS signal, when properly normalized by the incident power (in \(\text{counts/sec/mW}\)). This is a direct consequence of the fact that, despite having the same collection efficiency in both cases, the coupling to SPPs is compromised when the spot size is reduced as described in the previous paragraph. This is also revealed in the broadening of the resonance, which is narrower (better coupling) for the larger spot (less spread in incident angles).
The previous studies demonstrate that there is an unavoidable trade-off between spot-size and beam divergence in SPR/SERS microscopy in general and in our proposed set-up in particular. If the beam divergence is reduced to maximize coupling to SPP, then the minimum spot-size is limited to about $\sim 15 - 20 \mu m$ with Au substrates. The situation is considerably worse for Ag ($\sim 300 \mu m$ for optimum coupling) owing to its narrower SPR response ([119]). If the spot-size is reduced to about $\sim 5 \mu m$ diameter, then the best achievable coupling to SPP is of the order of 30-35% only. Which combination of spot-size/beam divergence is chosen therefore depends on the application. For example, if a spatial resolution of $\sim 15 - 20 \mu m$ is sufficient, and the input power density not critical, then one should use these relatively large spot sizes where the best coupling to SPP is obtained. In this latter case, the true angle-dependent SPR reflectivity can then be measured together with a large SERS intensity (since both excitation and emission are efficient here).

Three alternative and arguably complementary strategies are possible to improve the spatial resolution:

- **The imaging approach**, which is based on projecting the sample image onto a CCD array, and is the basis for SPR microscopy. The main disadvantage here is that obtaining the SERS spectrum is difficult, although fluorescence intensity images (and possibly integrated SERS intensities within a given spectral window) can in principle be obtained using spectral filters.

- **Spatial filtering in collection**, where only a small area of the image (defined by the use of pinholes) is spectrally analyzed. Both SPR reflectivity and SERS spectra can then be measured, but the efficiency of the process is not very good as the spot-size is larger, or much too large to achieve high coupling efficiencies.

![Fig. 55: Influence of the beam size on the coupling efficiency.](image-url)
larger than the analyzed area. This could however be compensated by increased laser power, at the expense of over-heating.

- **Spot size reduction:** in this case, the power density illuminating the area of interest is much larger (potentially providing a large SERS signal), but this is partly compensated by the fact that coupling to SPPs is reduced. The latter may also prevent a clear measurement of the SPR reflectivity minimum. This approach may therefore be suited to SERS measurements on flat surfaces (which still benefits from the collection of the entire Kretschmann cone), but is not appropriate to combined SPR/SERS microscopy studies.

The exact strategy (or strategies, since combining them could be advantageous in some cases) should be decided on a case-by-case basis. This brief discussion however highlights the importance of being able to adjust spot-size/beam divergence at will in such experiments. This flexibility is therefore an important feature of our proposed set-up.

All the plots presented so far in this section show the integrated Raman intensity of a particular peak across the resonance (i.e. as a function of angle). It is interesting to show the actual raw Raman data for the NB peak at 592 cm$^{-1}$ across the resonance. Fig. 56 presents the actual Raman data for one of the examples given here (after subtraction of the fluorescence background). A clear angular resonance is seen over the very small angular range $19^\circ$ – $20.5^\circ$ (cube angle $\alpha$) corresponding to the Kretschmann resonance. The data were recorded as a time series sequence, synchronous with the scanning of the (shifter) cube. The connection between the shifter cube angle and the incidence angle is mostly linear up to $\sim50^\circ$ (see Fig. 52) and was fully characterized by both measurements and calculation in Subsection 4.6.3.

**Fig. 56:** Measured Raman spectra of NB molecules adsorbed on a Au substrate (in air), illuminated ($\lambda_\text{L} = 633$ nm) at different incident angles $\alpha^\text{eff}$ in the KC depicted in Fig. 50. Spectra are shifted vertically for clarity. The Kretschmann resonance can be clearly seen within a very small angular range.
4.6. COLLECTING THE KRETSCHAMM CONE - THE LARGE NA SETUP

4.6.5 A platform for analytical SERS studies

The standard implementation of the Kretschmann configuration with a prism can only achieve a very good coupling to SPPs in some specific circumstances that do not involve high magnification objectives [60]. Furthermore, due to the tilted substrate, it is not possible to scan over the surface of the sample without compromising the focusing condition. In contrast, the coupling scheme proposed in this section offers a real promise of performing SERS microscopy in a convenient platform for analytical studies. Where the use of a prism imposes a natural limitation on how close one can approach the sample —forcing the use of long working distance, low-NA objectives— our SPR configuration uses a conventional TIRF illumination scheme suitable for microscopy with high-NA and high magnification objectives. In terms of performance, only a small fraction of the emitted Kretschmann cone containing the SERS signal from the substrate is collected in the case of prism-coupling. This has been discussed extensively in Section 4.5 (see also Ref. [60]). Comparatively, the present configuration collects the full Kretschmann cone in emission.

Fig. 57: Experimental variation of the reflectivity (bottom) and integrated 595 cm\(^{-1}\) Raman peak of Nile Blue (top). A 5 : 1 beam expander was used to expand the laser beam of wavelength \(\lambda = 632.8\) nm. The substrate consisted in a 48 nm Au film with a 2 nm Ti adhesion layer deposited onto a glass substrate with refractive index 1.52. The Au surface was exposed to NB molecules dispersed in water with concentration 100 \(\mu\)M. The theoretical prediction for the reflectivity is shown with a dashed line. The experiment follows closely the theory until the off-axis beam approaches the edge of the objective, resulting in a beam falloff. The Kretschmann resonance in water is at a very high incidence angle of \(\sim 74^\circ\), but still achievable with an objective with \(NA = 1.49\), like the one used in our setup.

In order to illustrate the potential of the proposed configuration to perform applications-driven analytical studies, we present in Fig. 57 a proof-of-principle measurement of the reflectivity and Raman resonance of Nile Blue molecules immersed in water. This is a situation highly relevant to a number of applications, such as biosensing, where working in air is a disadvantage. In a liquid solvent, molecules can flow in the solution; notably it allows the study of fluorescence enhancement which would be mostly quenched in the first layer as studied in dry conditions. The plasmon resonance for the glass/Au/water system is centered around \(\sim 74^\circ\), close to the limit of the maximum...
angle allowed by the high NA objective. The high, almost grazing angle, together with the relatively “large” beam diameter, results in a sharp drop of the signal when approaching \( \sim 80^\circ \). Nevertheless, the SPR position is clearly observed in the reflectivity curve, and the Raman signal follows the expected angular resonance until the loss of incident light causes a sharp drop in signal. These results confirm the potential of hybrid SPR-SERS microscopy in a broad range of analytical applications, that might include substrates in air or in water with improved spatial resolution over large areas of uniform enhancement.
4.7 Conclusion and outlook

For a technique that has been overlooked for potential applications in SERS for decades, we believe that the results contained in this chapter present all the key proof-of-principle points to demonstrate that there is a promising way ahead for it. Besides the fact that uniform enhancements over large areas are achieved (a very desirable feature; that we confirmed by doing spatial scans), the main beauty of doing SERS in the Kretschmann configuration relies mainly in its predictability: in the fact that SPPs on flat surfaces represent the simplest plasmonic system and in being more susceptible to predictions and quantifications than standard substrates based on nanotechnology. A series of developments from here are easily envisioned to improve our control further and fulfill the potential of the technique on both fundamental and applied topics.

In Section 4.5 we were able to show that doing SERS in the Kretschmann configuration is compatible with existing spectroscopic platforms for SPRS in liquids (and with Au substrates). The combination of these two techniques opens endless possibilities in both bio-spectroscopy and (at a more fundamental level) the study of surface-enhanced/quenched fluorescence. Clearly the next challenge is to show the performance of the two techniques for non resonant molecules.

In Section 4.6 we present a new way of performing SERS microscopy over flat surfaces with the following main characteristics: (i) a good spatial resolution through the use of a high-NA objective, (ii) improved collection efficiency with respect to typical prism-coupling versions of the Kretschmann configuration, (iii) uniform enhancement over the surface, and (iv) the ability to simultaneously measure the SPR reflectivity. Besides the obvious study of heterogeneous monolayers on surfaces (due to the orientation of domains of molecules, or otherwise), it is possible to envision future applications with functionalized surfaces where hundreds (or possibly thousands) of compounds could be monitored on a single SPR-chip with perfectly uniform enhancement, using the ability to spatially resolve the signals at different places on the surface.

Especially the technique presented in Section 4.6 sets the necessary platform to attempt single-molecule detection on flat surfaces. The spatial resolution feature is essential in this latter case. As pointed out in the introduction, this technique does not involve any new development in the nanotechnology of the substrates (which might be difficult to replicate and exploit), but rather it is an instrumental development in the way SPPs are excited and the SERS signal collected. It is interesting to realize that since the pioneering work on the coupling of SPPs by Kretschmann [71] and Otto [116] in the late 60’s, this is the first time that concept is mingled with SERS microscopy (which has requirements of its own in terms of spot size and collection of the signal). While there are natural limitations to satisfy the requirements of SERS microscopy, it is clear from the results in this chapter that the two techniques can work in a fruitful symbiosis, opening new doors to the applications and use of SERS as an analytical technique.
Chapter 5

Overall conclusion

In Chapter 2 we developed a new, SERS-based technique that can be used (with certain precautions) to measure resonant Raman cross-sections. By measuring those cross-section-values across the visible spectrum for RH6G we were able to establish a proof of principle that the proposed technique actually works. This can be considered a major breakthrough previously considered very difficult: "Resonance Raman scattering ... largely places the experimentalist at nature’s mercy. If the Raman spectrum is weak or extremely complicated, or sits on top of a strong fluorescence background, there is not much that can be done about it.” (Anne Myers-Kelley in a recent review article [29]). But it is also a very useful result: RH6G in one of the most widely used dyes for which so far only one resonant Raman cross-section was measured and published by a single group using femto-second stimulated Raman spectroscopy [30], a technique available only to a handful of research groups around the world. Our approach on the other hand is simple and accessible for anyone with a Raman spectrometer. It is easy to see the possible impact of this new avenue.

In Chapter 3 we were able to deliver the most direct demonstration of SSR since they were proposed and published by Moskovits in 1982 [13]. We think that this is a significant contribution to the field as it eliminates the uncertainties associated with measurements on complex systems and the concomitant set of assumptions imposed on them. On a practical level we opened up a new avenue to determine the orientation of molecules adsorbed on metallic surfaces by measuring their angle depend Raman-signal on a flat piece of Au. This approach showed excellent agreement between theoretical predictions and experimental results using only a single fitting parameter. Owing to its simplicity this chapter constitutes a textbook like study that allows one to understand local fields on metallic films in general and SSR in particular without the usual interference of complex substrates that require a lot of additional assumptions.

Finally, in Chapter 4, we were able to demonstrate for the first time that SPRS and SERS can be merged into a very useful, hybrid technique that combines the sensitivity of SPRS with the analytical power of SERS. To make this new tool more readily accessible for the scientific community we developed a setup that can be easily implemented in any standard Raman spectrometer and has the additional benefit of allowing one to do microscopy. But this new setup is also a novelty in how to perform SERS on flat metallic films by showing a new, convenient way to implement the Kretschmann configuration. This setup’s widespread use has so far been hampered by being rather cumbersome to implement, by prohibiting the collection of all of the available signal (Kretschmann cone) and by being incompatible with microscopic studies that require scanning of
a surface.

All of the work presented in this thesis was carried out on flat, metallic films. While this choice for a SERS substrate was not mandatory for the work done in Chapter 2 (and some other substrates were used for comparison), the results presented in Chapter 3 and 4 necessitated a flat, metallic film. While the EFs that can be obtained are not as high as with other, more complex substrates (e.g. colloids), their usefulness - both for practical application and fundamental studies - is self-evident. With the results obtained we therefore hope to contribute to a change in paradigm that leads away from the chase for ever more complex and sophisticated substrates to more fundamental studies on what can be argued is the simplest plasmonic system available: a flat, metallic surface!
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