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Abstract  

It is not coincidental that blend words (e. g. nutriceutical  Nnutricious + pharmaceutical, 

blizzaster N  blizzard + disaster) are more and more often used in media sources. In a 

blend, two (or sometimes more) words become one compact and attention-catching 

form, which is at the same time relatively transparent, so that the reader or listener can 

still recognise several constituents in it. These features make blends one of the most 

intriguing types of word formation. At the same time, blends are extremely challenging 

to study. A classical morpheme-based morphological description is not suitable for 

blends because their formation does not involve morphemes as such. This implies two 

possible approaches: either to deny blends a place in regular morphology (as suggested 

in Dressler (2000), for example), or to find grounds for including them into general 

morphological descriptions and theories (as was done, using different frameworks, in 

López Rúa (2004b), Gries (2012), Arndt-Lappe and Plag (2013) and other studies). The 

growing number of blends observed in various media sources indicates that this 

phenomenon is an important characteristic of the living contemporary language, and 

therefore, blends cannot be ignored in a morphological description of the English 

language (and many other typologically different languages). Moreover, I believe that 

the general morphological theory has to embrace blends because of the vast amount of 

regularit y observed in their formation, despite their incredible diversity. 

The formation of blends involves both addition and subtraction, which relates 

them both to compounds and to clippings. This research aims to clarify the 

morphological status of blends in relation to the neighbouring word formation 

categories, in particular, to the so-called clipping compounds (e.g. digicam N  digital + 

camera). To approach this problem, I compiled a collection of English neologisms 

formed by merging two (in some cases, more) words into one, and analysed their formal 

and semantic properties. The results of this analysis were used to distinguish between 

blends and clipping compounds, and also to justify the classification of blends according 

ÔÏ ÄÉÆÆÅÒÅÎÔ ÄÅÇÒÅÅÓ ÏÆ ÆÏÒÍÁÌ ÔÒÁÎÓÐÁÒÅÎÃÙ ɉÕÓÉÎÇ ÔÈÅ ÐÒÉÎÃÉÐÌÅÓ ÏÆ ,ÅÈÒÅÒȭÓ (1996, 

2007) classification). The strength of the association between blends (or clipping 

compounds) and their source words was then assessed in two experiments: an online 

survey involving evaluating definitions of blends and clipping compounds, and a 

psycholinguistic experiment involving a production and a lexical decision task. The 
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experimental findings show that recognisability of the source words of blends and 

clipping compounds has significant influence both on the evaluation of their definitions 

and on their  processing. The main implication of the experimental results is that blends, 

unlike clipping compounds, are closer to compounds than to clippings. In addition to 

this, significant differences are revealed between blends containing full source words 

and blends containing only parts of them. Therefore, the structural type of blend, as 

defined in this study, is a factor which has strong influence on the processing of blends 

and their source words. 
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Chapter 1. Introduction  

1.1. Background and motivation  of the thesis 

A blend word used in advertisement (e.g. nutriceuticalɊ ÏÒ ÉÎ Á ÔÉÔÌÅ ɉÅȢÇȢ ,ÅÈÒÅÒȭÓ (2007)  

Blendalicious) is both attention-catching and thought-provoking. Putting together two 

words to form a compound such as sugar bowl is one of the most straightforward ways 

to form a new lexeme. A more complex and less frequent way of making one word from 

two (or sometimes more, e.g. Christmahanukwanzadan) is merging them together so 

that part of the material is lost in the process. Blends are formed in such a way that a 

well-formed blend has the phonotactic structure of a simplex word, as observed, for 

example, in Tomaszewitz (2012). At the same time, the constituent words remain 

recoverable from the form of the blend (Gries, 2004a). These, among other, properties of 

blends make them one of the most intriguing types of word formation. It has to be noted 

that there is no agreement in the linguistic literature as to whether or not blending is a 

productive process of regular word formation. One of the arguments to the contrary is 

that the exceptional formal diversity of blends makes it appear that their formation is 

completely unpredictable. 

The considerations above explain why blends are extremely challenging to study. A 

classical morpheme-based morphological description is not suitable for blends because 

their formation does not involve morphemes as such. This situation implies two possible 

approaches: either to deny blends a place in regular morphology, or to adjust 

morphological description in order to embrace this phenomenon. The literature has 

examples of both approaches. On the one hand, blends have been analysed as irregular, 

creative formations (assuming that creativity is opposed to morphological productivity, 

following "ÁÕÅÒȭÓ (2001, p. 64) terminology), and hence excluded from morphological 

analysis (Dressler, 2000; Mattiello, 2013). On the other hand, the surface structure of 

blends, their phonology and semantics have been analysed in order to find grounds for 

including them in general morphological descriptions. For example, the mechanisms of 

blending have been investigated within constraint-based theoretical frameworks such as 

Optimality Theory (Arndt -Lappe and Plag, 2013) and Schema Theory (Kemmer, 2003).  

With regard to the relationship between blends and other word formation types, one 

way of classifying them is as an intermediate link between compounding and clipping 

(López Rúa, 2004b), or, in a wider sense, between productivity and creativity. Grey areas 
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like these, although difficult to research and yielding controversial results, can provide 

insights into the different areas they adjoin. Hence, studying blends is not only 

intellectually provocative, but potentially theoretically and practically valuable. 

1.2. Aims of the thesis 

With the assumption that blends lie in a border region between several morphological 

categories, the primary aim of this research is to locate where exactly. In particular, the 

purpose of this study is to investigate whether blending as a word formation process is a 

type of compounding, a type of clipping, a combination of both processes, or neither of 

them. This, in turn, leads to a question of whether and to what extent blends are 

different from so-called clipping compounds which, like blends, have features in 

common with both compounding and clipping. 

Analysing the literature on the topic reveals not only the different and often 

controversial views on blends mentioned above, it also makes clear that the definition of 

blends and the criteria for including lexemes in this category have changed considerably 

over time. Moreover, contemporary studies of blends are often based on lexical data 

from earlier publications, which can be problematic for two reasons. First, a lot of 

lexemes cited as blends in early studies may no longer be analysable as such because the 

semantic link between the blend and the blended words may no longer be salient. 

Second, the analysis of the blends, that is, the words they originate from, and the way 

they are blended, may be biased by the views of the researchers who collected the 

original data. The first aim of this research, therefore, is to describe blends as a 

morphological phenomenon as accurately and objectively as possible, and to make this 

description reflect the contemporary state of blends in the English language. Of course, it 

is not possible to avoid relying on earlier theoretical accounts and practical methods. At 

various stages of this study, I have made decisions driven by earlier findings, and 

adopted definitions and theoretical assumptions provided by earlier research. However, 

an important decision concerning my approach to data collection and analysis was to 

compile a collection of contemporary blends from original sources other than linguistic 

publications, and to analyse them as impartially as possible. Restricting the analysis to 

comparatively recent formations comes at the cost of losing a considerable amount of 

lexical data (many earlier studies analysed bigger collections of blends because they 

included well-established blends alongside new ones). However, the observations and 
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generalisations made on the basis of neologisms can help to provide a more accurate 

account of the formation and functioning of blends in contemporary language. 

It has often been pointed out in literature (e.g. Gries, 2006; Bauer, 2012) that providing a 

structural, phonological and/or semantic taxonomy of blends may not be a sufficient 

way of analysing them, particularly because they are so diverse. To understand the 

nature of this phenomenon, it is essential to consider the cognitive mechanisms that are 

responsible for blend formation and processing. In other words, to analyse blends 

adequately, it is important to know how language users process and analyse them. 

In terms of processing blends, the question that is particularly important for this 

research concerns the strength of the link between a blend word and its constituent 

words. Presumably, if blending is a type of compounding, a blend should be processed 

like a unit made of two constituents. But, unlike compounds, blends lack some of the 

phonological and/or  graphical material of their source words. If what remains is still 

enough to recover the full constituents of blends, then the formations for which such 

recovery is not possible (apart from lexicalised items which are, as I pointed out above, 

deliberately excluded from the scope of my research) are to be discarded from the 

category of blends, or at least prototypical blends. Lack of recognisability of constituents 

makes such formations more similar to acronyms than to compounds. Alternatively, if 

recoverability of the form and meaning of the source words is not a defining feature of 

blends, then they should be regarded as a subtype of complex clippings with a primary 

function of presenting several constituents in one compact form. With these 

considerations in mind, I designed and carried out two experiments aiming to access the 

strength of the association between blends and their source words. The significance of 

the analysis of these experiments is twofold. First, as I mentioned above, information 

about the processing of blends is valuable for their morphological description and 

classification. But, perhaps, more importantly, it is valuable as a contribution (one of 

many) to our knowledge about the representation and processing of words by language 

users. 

1.3. The structure of the thesis  

In this thesis, Chapter 2 provides a review of the morphological studies of blends over an 

extended period of time. The development of various approaches to defining and 

classifying blends is tracked, and gaps in the research are identified. 



4 
 

In Chapter 3, the analysis of previous approaches to blends is used to work out a 

definition of them. The key terms to be used throughout the thesis are defined, and the 

scope of the research is outlined. Chapters 4-7 expound three different studies which 

illuminate the formation of blends from different perspectives. The studies were carried 

out successively so that foremost findings were used to specify more accurately the 

hypotheses and methods of the subsequent studies. 

Chapter 4 is dedicated to the description and analysis of the phonological, structur al and 

semantic features of blends. The chapter discusses the collection of over 500 English 

neologisms formed by merging two or, in some cases, more words into one. The 

collected neologisms are then classified in terms of formal and semantic regularities. 

The results of this analysis are used to distinguish between blends and clipping 

compounds, which supports earlier findings reported in Gries (2006). The results are 

also applied to justify the classification of blends according to different degrees of formal 

ÔÒÁÎÓÐÁÒÅÎÃÙ ɉÕÓÉÎÇ ÔÈÅ ÐÒÉÎÃÉÐÌÅÓ ÏÆ ,ÅÈÒÅÒȭÓ (1996, 2007) classification). 

Chapter 5 provides an introduction into cognitive and psycholinguistic approaches to 

studying blends, with a focus on the factors which may determine the recognisability of 

their original constituents. The analysis of a selection of experimental studies of word 

recognition is then used to outline the methodological and theoretical prerequisites of 

my own experimental study. 

The experimental part of this research includes two stages. The first stage is a web-

based survey in which readers evaluated definitions of blends and clipping compounds 

as more or less successfully explaining their meaning. Chapter 6 provides a description 

of the survey methods and procedure, and then discusses its results. 

The final stage of the present research is a psycholinguistic experiment involving a 

production task and a lexical decision task. The objective of the experiment is to reveal, 

first, how successfully the readers of the blends and clipping compounds may retr ieve 

their source words and, second, to what extent getting these words activated in a 

production task enhances the recognition of the same words in a lexical decision task. 

The design and procedure of the experiment, its results and implications are discussed 

in Chapter 7. 

Chapter 8 recapitulates the main findings of this thesis, and provides a general 

discussion of its implications, limitations, and perspectives for future research. 
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Chapter 2. The dramality  of the blendaverse: Research on blends 

The neologasm experienced by a linguist who comes across a good blend is often 

overshadowed by the puzzlement posed by the structure of blends in general. For 

instance, merging together the beginning of Twitter  and the end of people gives the 

blend Tweople, and one could expect digital and camera to form a blend *digamera or 

*digera, following a similar pattern. However, instead of this, we attest digicam, which 

combines the beginnings of both words. The formal structure of these words has long 

been said to be unpredictable (e.g. Bauer 1983), and blending has been referred to, e.g. 

in Dressler (2000) or, later, in Mattiello (2013) as an extragrammatical process, rather 

than part of regular morphology. On the other hand, many recent studies of blends 

(López Rúa 2004a; Gries 2006, 2012; Lehrer 2007, to name just a few) have shown that 

the structure of blends is much more predictable than it might seem at first sight. For 

example, the formation of blends of the Tweople type is subject to such factors as the 

prosodic structure of their constituent words and their relative frequency. These factors, 

however,  seem not to work in the same way with digicam, and for this reason, some 

classifications exclude these coinages, often called clipping compounds (Bauer 2012) or 

complex clippings (Gries 2006), from the category of blends. This chapter will explore 

the problem of the definition of blends and their delimitation from other morphological 

categories. As a starting point, the following section will focus on approaches to defining 

blends and will demonstrate that their definition is a subject of debate in the literature. 

2.1. Early classifications and classical discrepancies 

The word blend was not used as a linguistic term before the late 19th century, and even 

then it did not mean what it means today.  In the academic works of the late 19th century 

the term was used mainly in the context of speech errors, e.g. Sweet in (1892: § 48) 

mentioned that blending of different constructions may cause certain grammatical and 

logical anomalies. The same use of the term can be seen in Jespersen (1918: 52): 

Ȱ#ÏÎÔÁÍÉÎÁÔÉÏÎÓ ÏÒ ÂÌÅÎÄÉÎÇÓ ÏÆ Ô×Ï ÃÏÎÓÔÒÕÃÔÉÏÎÓ ÂÅÔ×ÅÅÎ ×ÈÉÃÈ ÔÈÅ Ópeaker is 

×ÁÖÅÒÉÎÇ ÏÃÃÕÒ ÉÎ ÁÌÌ ÌÁÎÇÕÁÇÅÓȱȢ (ÅÒÅȟ ÇÒÁÍÍÁÔÉÃÁÌ ÃÏÎÆÕÓÉÏÎÓ ÁÒÅ ÍÅÁÎÔȟ ÅȢÇȢ should 

better + V used instead of had better + V or should + V. 4ÈÅ ÕÓÅ ÏÆ ÔÅÒÍ ȰÂÌÅÎÄȱ ÆÏÒ 

phonologically or semantically based speech errors like needcessity (from need + 

necessity) can be tracked down to Meringer and Mayer (1895). 

It is in the linguistic works of early 20th century that the term blend begins to acquire the 

meaning it has in contemporary morphology, that is, to name a word formed by fusing 
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two or more words into one. For instance, Bergström (1906 § 16) considers blending 

ȰÔÈÅ ÒÅÓÕÌÔ ÏÆ ÁÎ ÉÍÐÅÒÆÅÃÔ ÉÍÉÔÁÔÉÏÎȟ Á ÐÁÒÔÉÁÌ ÁÎÁÌÏÇÙȱ ÔÈÁÔ ȰÉÓ ÍÁÄÅ ÕÐ ÏÆ Ô×Ï ɉÏÒ ÍÏÒÅɊ 

previously existing, generally synonymous or similar elements, each of which 

ÃÏÎÔÒÉÂÕÔÅÓ ÏÎÅ ÐÁÒÔ ÔÏ ÉÔȱȢ )Ô ÉÓ ÃÌÅÁÒ ÔÈÁÔ "ÅÒÇÓÔÒĘÍȭÓ ×ÏÒË ÉÓ ÄÅÄÉÃÁÔed in the first place 

ÔÏ ÓÐÅÅÃÈ ÅÒÒÏÒ ÂÌÅÎÄÓȟ ÂÏÔÈ ÓÙÎÔÁÃÔÉÃ ÁÎÄ ÌÅØÉÃÁÌ ɉÔÈÏÕÇÈ ÔÈÅ ÔÅÒÍ ȬÓÐÅÅÃÈ ÅÒÒÏÒ ÂÌÅÎÄȭ 

ÉÓ ÎÏÔ ÕÓÅÄɊȢ (Ï×ÅÖÅÒȟ ÉÎÖÅÎÔÅÄ ȬÐÏÒÔÍÁÎÔÅÁÕ-×ÏÒÄÓȭ ÁÒÅ ÁÌÓÏ ÍÅÎÔÉÏÎÅÄ: ȰÔÈÅÒÅ ÏÃÃÕÒ 

ÓÏÍÅ ÉÎÔÅÎÔÉÏÎÁÌ ÏÒ ÃÏÎÓÃÉÏÕÓ ÏÎÅÓȟ ÅÓÐÅÃÉÁÌÌÙ ×ÏÒÄÓȱ (1906 § 46). Bergström notes that 

ȰÔÈÅÙ ÁÒÅ ÃÏÍÍÏÎ ÔÏ ÄÉÆÆÅÒÅÎÔ ÌÁÎÇÕÁÇÅÓȱ (1906 § 47). That is not to say that the process 

of blending as a way of producing new words did not exist before. Earlier examples of 

haplologic blends from Sanskrit, Greek, Latin and French are mentioned in Wood 

(1911). Nevertheless, in the 20th century blends seem to have become a more productive 

way of word formation. The publication of Ȱ4ÈÒÏÕÇÈ ÔÈÅ ÌÏÏËÉÎÇ ÇÌÁÓÓȱ ɉρψχςɊ ÂÙ ,Å×ÉÓ 

Carroll catalysed the popularity of blends, and also gave rise to the term portmanteau 

word that is used in morphological studies either as a synonym of blend, e.g. in Pound 

(1967[1914])  and in Thurner (1993), or as its hyponym, denoting a type of blend, as in 

Algeo (1977), Piñeros (2004) or Tomaszewitz (2012) . Now blend words are becoming a 

notable feature of contemporary language. They are often used, for example, for hybrid 

names (ÚÏÒÓÅ  ÚÅÂÒÁ Ͻ ÈÏÒÓÅ), or as artistic devices in headlines and other media 

sources ("ÒÁÎÇÅÌÉÎÁ  "Ò(ad) [Pitt] + Angelina [Jolie]). Many contemporary linguists 

agree that blending is no longer an exceptional way of producing new words. However, 

the question of how exactly two or more different words can be blended into one, and to 

what extent the result of blending is predictable, is still open. At the root of this question 

is the problem of defining what kind of formations are to be classified as blends, which, 

as will be discussed below, have been approached by several generations of linguists in a 

number of ways, using various principles. 

The most remarkable work of the early 20th century dealing with blends is by Pound 

(1967[1914])  who gives a definition of blends, as well as their classification. Pound 

deÆÉÎÅÓ ÂÌÅÎÄÓ ÁÓ ȰÔ×Ï ÏÒ ÍÏÒÅ ×ÏÒÄÓȟ ÏÆÔÅÎ ÏÆ ÃÏÇÎÁÔÅ ÓÅÎÓÅȟ ÔÅÌÅÓÃÏÐÅÄ ÁÓ ÉÔ ×ÅÒÅ ÉÎÔÏ 

one; as factitious conflations which retain, for a while at least, the suggestive power of 

ÔÈÅÉÒ ÖÁÒÉÏÕÓ ÅÌÅÍÅÎÔÓȱ (1967[1914], p. 1). The classification given is, on the one hand, 

by the area of origin, on the other hand, by form. As for classification of blends 

depending on their origin, Pound (1967[1914], pp. 20-21) names the following types 

ɉÔÈÅ ÅØÁÍÐÌÅÓ ÂÅÌÏ× ÁÒÅ 0ÏÕÎÄȭÓɊ: 
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1. Clever literary coinages, e.g.  ÓÎÅÁËÒÅÔ  ÓÎÅÁË Ͻ ÓÅÃÒÅÔ and other examples from 

Carroll, Kipling, Wallace, Irwin, Habberton, etc.; 

2. Political terms, coinages of cartoonists, editors, and other newspaper writers 

(Popocrat: populist + democrat); 

3. Nonce blends, Ȱoriginating probably in a sort of aphasiaȱ, e. g. sweedle as a result 

of hesitation between swindle and wheedle (1967[1914], p. 20) 

4. ChilÄÒÅÎͻÓ ÃÏÉÎÁÇÅÓȟ Ȱlargely accidental alsoȱ, e. g. ÔÒÅÍÅÎÓÅ  ÔÒÅÍÅÎÄÏÕÓ Ͻ 

immense (1967[1914], p. 21); 

5. #ÏÎÓÃÉÏÕÓ ÆÏÌË ÆÏÒÍÁÔÉÏÎÓȟ Ȱwhimsical or facetous in intention and usageȱ 

(1967[1914], p. 21). e.g solamncholy, sweatspiration, bumbershoot, scandiculous, 

animule etc.; 

6. Unconscious folk formations, Ȱnot jocular in intention but seriousÌÙ ÍÅÁÎÔȱ 

(Pound, 1967) e.g. diphterobia, insinuendom rasparated, needcessity, clearn etc.; 

7. Coined place names or personal names, e.g. Ohiowa: Ohio + Iowa; 

8. Scientific names (mainly referring to names of new chemicals), e.g. dextrose N  

dextrorotary + glucose; 

9. Names for articles of merchandise (ÅÌÅÃÔÒÏÌÉÅÒ  ÅÌÅÃÔÒÉÃÁÌ Ͻ ÃÈÁÎÄÅÌÉÅÒ). 

As we can see, both speech error (types 3 and 4) and creative blends (types 1, 2, 5, 6, 7, 8 

and 9) are listed. Blends used as hybrid names (such as plumcot  plum + apricot) are 

also mentioned in 0ÏÕÎÄȭÓ ×ÏÒËȟ ÁÌÔÈÏÕÇÈ ÎÏÔ ÉÎÃÌÕÄÅÄ ÉÎ ÔÈÅ ÁÂÏÖÅ ÃÌÁÓÓÉÆÉÃÁÔÉÏÎ 

(1967[1914], p. 18). This classification is far from being exhaustive. Moreover, Pound 

herself admits that Ȱmany blend-words may be classified under several of the heads 

ÓÕÇÇÅÓÔÅÄ ÁÔ ÔÈÅ ÓÁÍÅ ÔÉÍÅȱ (1967[1914], p. 21). She is also sceptical as to classification 

of blends ÂÙ ÔÈÅÉÒ ÆÏÒÍȟ ÃÏÎÓÉÄÅÒÉÎÇ ÔÈÁÔ ȰÎÏ ÄÅÆÉÎÉÔÅ ÇÒÏÕÐÉÎÇ ÓÅÅÍÓ ÁÄÖÉÓÁÂÌÅȱ ÉÎ ÔÈÉÓ 

ÒÅÓÐÅÃÔȢ .ÅÖÅÒÔÈÅÌÅÓÓȟ ÉÎ Á ÌÁÔÅÒ ÁÎÁÌÙÓÉÓ ÏÆ 0ÏÕÎÄȭÓ ÃÏÌÌÅÃÔÉÏÎ, Böhmerová (2010, p. 39) 

mentions a number of types based on formal grounds. Thus, blends can be classified 

according to: 

ï what syllable in the original word is affected by the superimposed syllable(s); 

ï the number of resulting syllables (admitting that monosyllabic blends cause the 

most difficulties in deconstructing them into source words); 

ï whether both elements are truncated, or only one; 

ï the origin of elements; 

ï the number of blended elements; 

ï the word-class of the blended elements; 
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ï the resulting word-class. 

0ÏÕÎÄ ÉÓ ÁÍÏÎÇ ÔÈÅ ÆÉÒÓÔ ÁÕÔÈÏÒÓ ×ÈÏ ÎÏÔÉÃÅÄ ÔÈÅ ÐÏÔÅÎÔÉÁÌ ÏÆ ÂÌÅÎÄÓ ÔÏ ȰÁÃÈÉÅÖÅ Á 

ÐÅÒÍÁÎÅÎÔ ÐÌÁÃÅ ÉÎ ÔÈÅ ÌÁÎÇÕÁÇÅȱ (1967[1914], p. 19). Moreover, concerning the time 

when blends might appear, Pound (1967[1914], p. 6) ÏÂÓÅÒÖÅÓ ÔÈÁÔ ÔÈÅÙ ȰÁÒÅ ÐÒÏÂÁÂÌÙ 

as old in our language history as composites, or cross-forms, or contaminations of 

various kinds, in generalȱ. She supports this view by examples from Shakespeare (rebuse 

 rebuke + abuse), Southey (ÃÒÁÚÙÏÌÏÇÉÓÔ  crazy + craniologist), Howell (ÆÏÏÌÏÓÏÐÈÅÒ  

fool + philosopher), etc. 

Much stricter criteria for the definition of blends are applied by Marchand (1960, 1969). 

In his broad classification of English word formation types, Marchand distinguishes 

between 1) words formed as grammatical syntagmas, i.e. combinations of full linguistic 

signs, and 2) words which are not grammatical syntagmas, i.e. which are not made up of 

ÆÕÌÌ ÌÉÎÇÕÉÓÔÉÃ ÓÉÇÎÓȢ (ÉÓ ȰÎÏÎ-ÇÒÁÍÍÁÔÉÃÁÌȱ ×ÏÒÄ-formation processes include 

ȰÅØÐÒÅÓÓÉÖÅ ÓÙÍÂÏÌÉÓÍȱȟ ÂÌÅÎÄÉÎÇȟ ÃÌÉÐÐÉÎÇȟ ÁÎÄ Ȱ×ÏÒÄ-ÍÁÎÕÆÁÃÔÕÒÉÎÇȱ ɉ-ÁÒÃÈÁÎÄȟ 

1969: 2f). Marchand also distinguishes between speech error blends and creative blends 

(although the modern terms are not used in his book). From the point of view of their 

meaning, blends are classified into two types: blends created for expressive purposes 

and names for new products and scientific discoveries (1969, p. 452). This second type 

includes the names of chemicals, animal and plant hybrids, trade mark names etc. From 

the structural point of view, the category of blends as drawn by Marchand includes the 

so-ÃÁÌÌÅÄ ȬÌÅÔÔÅÒ-×ÏÒÄÓȭ ɉÉȢÅȢ ÁÃÒÏÎÙÍÓ ÁÎÄ ÁÂÂÒÅÖÉÁÔÉÏÎÓɊȟ ×ÈÉÃÈ ÁÒÅ ÃÏÎÓÉÄÅÒÅÄ ÂÙ ÔÈÅ 

majority of contemporary morphologists to be a different kind of word formation, 

though there are marginal cases listed, for example, in López Rúa (2004b) and Mattiello 

(2013) (see section 2.3 for details). 

-ÁÒÃÈÁÎÄ ÓÔÁÔÅÓ ÔÈÁÔ ÂÌÅÎÄÉÎÇ ȰÃÁÎ ÂÅ ÃÏÎÓÉÄÅÒÅÄ ÒÅÌÅÖÁÎÔ ÔÏ ×ÏÒÄ-formation only 

insofar as it is an intentional process of word-ÃÏÉÎÉÎÇȱ (1969, p. 451). Moreover, the 

status of blendsȭ ÃÏÎÓÔÉÔÕÅÎÔÓȟ ÁÃÃÏÒÄÉÎÇ ÔÏ -ÁÒÃÈÁÎÄȟ ÉÓ ÄÉÆÆÅÒÅÎÔ ÆÒÏÍ ÏÔÈÅÒȟ ÍÏÒÅ 

traditional, word formation units, because the constituents of ÂÌÅÎÄÓ ÁÒÅ ȰÍÏÒÐÈÅÍÅÓ 

only for the individual speaker who blended them, while in terms of the linguistic 

system as recognizeÄ ÂÙ ÔÈÅ ÃÏÍÍÕÎÉÔÙȟ ÔÈÅÙ ÁÒÅ ÎÏÔ ÓÉÇÎÓ ÁÔ ÁÌÌȱ (1969, p. 451). Two 

consequential ideas arise from this analysis: 1) ÔÈÁÔ ÂÌÅÎÄÉÎÇ ȰÈÁÓ ÎÏ ÇÒÁÍÍÁÔÉÃÁÌȟ ÂÕÔ Á 

ÓÔÙÌÉÓÔÉÃ ÓÔÁÔÕÓȱ ÁÎÄ 2) ÔÈÁÔ ȰɍÔɎÈÅ ÒÅÓÕÌÔ ÏÆ ÂÌÅÎÄÉÎÇ ÉÓȟ ÉÎÄÅÅÄȟ ÁÌ×ÁÙÓ Á ÍÏÎÅÍÅȟ ÉȢÅȢ ÁÎ 

ÕÎÁÎÁÌÙÓÁÂÌÅȟ ÓÉÍÐÌÅ ×ÏÒÄȟ ÎÏÔ Á ÍÏÔÉÖÁÔÅÄ ÓÙÎÔÁÇÍÁȱ (1969, p. 451). The idea of non-
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grammatical status of blends has been exploited by many linguists after Marchand (see 

section 2.3).  As for the non-morphemic status of the constituents of blends, it has to be 

noted that some of them can eventually become morphemes (e.g. ɀ(a)holic from 

workaholic, shopaholic etc.). Another idea which is often questioned ÉÓ ÔÈÁÔ ȰÂÌÅÎÄÉÎÇ ÉÓ 

ÃÏÍÐÏÕÎÄÉÎÇ ÂÙ ÍÅÁÎÓ ÏÆ ÃÕÒÔÁÉÌÅÄ ×ÏÒÄÓȱ (1969, p. 451). In fact, Marchand lists 

clipping compounds and blends as different types of word formation, but neither the 

given examples, nor the description of both types allow any exhaustive criteria for 

distinguishing between the two types. 

In later literature , blends are not always (in fact, less and less often) perceived as a 

marginal phenomenon or as a grammatical anomaly. They have come all the way from 

ÂÅÉÎÇ ÔÒÅÁÔÅÄ ÁÓ ȰÒÅÓÕÌÔÉÎÇ ÉÎ ÓÔÒÉËÉÎÇ ÇÒÁÍÍÁÔÉÃÁÌ ÁÎÏÍÁÌÉÅÓȱ (Bergström, 1906 § 47) to 

ÂÅÉÎÇ ÃÏÎÓÉÄÅÒÅÄ ÔÈÅ ÏÕÔÐÕÔ ÏÆ ȰÁ ÓÕÂÃÏÎÓÃÉÏÕÓ ÐÒÏÃÅÓÓ ÁÓÓÕÍÅÄ ÔÏ ÂÅ ÏÍÎÉÐÒÅÓÅÎÔ ÉÎ 

ÅÖÅÒÙÄÁÙ ÔÈÏÕÇÈÔ ÁÎÄ ÌÁÎÇÕÁÇÅȱ (Böhmerová, 2010, p. 15). 

One of the first works in which blends are treated as a frequent means of word 

formation is Bryant (1974). The researcher compiles a list of 306 blends (251 nouns, 54 

adjectives and 1 present participle) that appeared in the 20th century, belonging to 

several semantic fields: fashion (60 blends); sports, travel, and entertainment (54); 

science and technology (44); air and space (5); home (37); political issues (15); 

education (3); art (7); high fidelity (13); youth (8); drug addiction (2); sex (7); health 

(5); 45 blends are not referred as belonging to any semantic group and thus are 

ÃÌÁÓÓÉÆÉÅÄ ÁÓ ȬÍÉÓÃÅÌÌÁÎÅÏÕÓȭ (1974, p. 163).  Bryant (1974, pp. 163ɀ164) made a few 

observations concerning the formal properties of blends (the examples below are 

"ÒÙÁÎÔȭÓɊ: 

ï they combine the first sounds of one word with the final sounds of another; 

ï in many blends some sounds are shared by both original words 

ï some blends incorporate a complete word as one of their elements (e.g. 

ambisextrous  sex + ambidextrous); 

ï in some blends a combining form is used as one of the incorporated elements 

(e.g. ÃÅÌÅÂÒÉÁÎÁ  ÃÅÌÅÂÒÉÔÙ Ͻ -ana); 

ï proper names (e.g. names of persons and names of places) can be used in blends 

(e.g. *ÁÍÅÓ "ÏÎÄÕÓÔÒÙ  *ÁÍÅÓ "ÏÎÄ Ͻ industry); 
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3ÏÍÅ ÏÆ "ÒÙÁÎÔȭÓ ÅØÁÍÐÌÅÓ ÄÅÍÏÎÓÔÒÁÔÅ ÔÈat such complex units as two-word proper 

names and abbreviations can be incorporated into a blend (e.g. James Bondustry; Max 

Factory  -ÁØ &ÁÃÔÏÒ Ͻ ÆÁÃÔÏÒÙȠ :ÉÐÏÓÉÕÍ  :)0 [Zone Improvement Plan] + symposium). 

Not all the analyses of the internal structure  of blends offered by Bryant are 

unquestionable. Such formations as electronovision and electrofile could be classified 

neo-classical compounds in accordance with contemporary terminology. There are 

examples (acoustex  ÁÃÏÕÓÔÉÃ Ͻ ÔÅØÔÕÒÅȠ &ÏÒÔÒÁÎ  formula translation; autodin  

automatic + digital + network) that can be classified as clipping compounds or even 

(autodinɊ ÁÓ ÁÃÒÏÎÙÍÓȢ /Î ÔÈÅ ×ÈÏÌÅȟ "ÒÙÁÎÔȭÓ ×ÏÒË ÉÓ Á ÃÏÌÌÅÃÔÉÏÎ ÏÆ ÅØÁÍÐÌÅÓ ÇÒÏÕÐÅÄ 

by various features rather than a classification of blends according to any consistent 

criteria. 

A detailed classification of blends regarding their formal structure and semantic 

properties is given in Adams (1973). Blends are defined as words containing splinters, 

ÉȢÅȢ ȰÓÈÏÒÔÅÒ ÓÕÂÓÔÉÔÕÔÅÓȱ ÏÆ ×ÏÒÄÓ (1973, p. 142), which usually are ȰÉÒÒÅÇÕÌÁÒ ÉÎ ÆÏÒÍȱ, 

that is, not regular morphs. Adams mentions three major structural types of blends:  

1. 7ÏÒÄÓ ÔÈÁÔ ȰÈÁÖÅ ÔÏ ÄÏ ×ÉÔÈ ÓÏÕÎÄ ÏÒ ÍÏÖÅÍÅÎÔ ÏÆ ÓÏÍÅ ËÉÎÄȱ ɉÅȢÇȢ squirl, 

flimmer); they cannot be easily analysed into constituents, though it is possible to 

state that they typically are composed by an initial consonant or consonant 

cluster and an ending. Elements (clusters) are called phonaesthemes (1973, p. 

143), and the author admits that there can be different opinions concerning the 

impetus of these formations: sound symbolism, onomatopoeia, echoism, etc. 

(1973, p. 144); 

2. Compound blends ɀ contracted forms of compounds; 

3. Group-forming (e.g. folknik, scribacious). 

4ÈÅ ÃÌÏÓÅÓÔ ÁÔÔÅÎÔÉÏÎ ÉÓ ÇÉÖÅÎ ÂÙ !ÄÁÍÓ ÔÏ ȬÃÏÍÐÏÕÎÄ ÂÌÅÎÄÓȭȟ ×ÈÉÃÈ ÃÁÎ ÂÅ ÃÌÁÓÓÉÆÉÅÄ 

into several types structurally and semantically. According to their formal structure 

three types are distinguished: 1) blends of which both elements are splinters (ballute  

balloon + parachute); 2) blends where only the first element is a splinter (escalift  

escalator + lift ); 3) blends in which only the second element is a splinter (needcessity  

need + necessity). As to the semantic classification, Adams (1973, pp. 153ɀ160) mentions 

the following relations between the original words that form blends: 



 11 
 

1. Subject ɀ V (screamager  screaming teenager); 

2. V ɀ object (breathalyser  breath analyser); 

3. appositional of the coordinative kind (they are considered more frequent in 

compound blends) (brunch  breakfast + lunch , fantabulous  ÆÁÎÔÁÓÔÉÃ Ͻ 

fabulous, smothercate  smother + suffocate); 

4. appositional, not coordinative, i.e. the first element specifies or qualifies the 

second (bromidiom  bromide idiom, refujews  refugee Jews);  

5. instrumental (automania ɀ mania caused by automobiles); 

6. resemblance (bombphlet ɀ pamphlet like a bomb); 

7. composition (plastinaut ɀ plastic astronaut); 

8. synonymic (needcessity  ÎÅÅÄ Ͻ ÎÅÃÅÓÓÉÔÙ). 

This semantic classification is largely based on the semantic classification of compounds 

in Adams (1973, pp. 64-89). This approach to classifying blends is justified only on 

assumption that the cognitive operations underlying the formation of compounds are 

the same for blends. It is important to note, however, that Adams herself, and many 

other linguists, e.g. Renner (2008) observe that coordinative relations are more typical 

for blends than for compounds. 

The classification is revised in Adams (2001), where blending, together with 

backformation and shortening, is included into a bigger word-formation category of 

ȬÒÅÁÎÁÌÙÓÉÓȭȟ ÁÎÄ ÉÓ ÕÎÄÅÒÓÔÏÏÄ ÁÓ Á ÐÒÏÃÅÓÓ ÔÈÁÔ ȰÉÎÖÏÌÖÅÓ ÔÈÅ ÁÎÁÌÙÓÉÓ ÏÆ ×ÏÒÄÓ ÉÎ ÎÅ× 

×ÁÙÓȱ (2001, p. 139)Ȣ "ÌÅÎÄÓ ÁÒÅ ÄÅÆÉÎÅÄ ÁÓ Ȱmade up of two contributory words, one or 

both of which may be only partially present in the new wordȱ (2001, p. 139). From the 

point of view of origin and semantics, Adams outlines different kinds of blends 

depending on the extent of intentionality in their formation. Thus, three groups of 

blends are named: 1) unintentional blends (speech erroÒÓɊȟ ÔÈÁÔ ȰÁÒÅ ÕÓÕÁÌÌÙ 

combinations of near-ÓÙÎÏÎÙÍÓȱ (2001, p. 139); 2) deliberate blends (no formal criteria 

ÆÏÒ ÔÈÅÍ ÁÒÅ ÐÒÏÖÉÄÅÄɊȠ σɊ ÐÈÏÎÁÅÓÔÈÅÍÉÃ ÆÏÒÍÁÔÉÏÎÓ ÔÈÁÔ ÏÃÃÕÐÙ ȰÁÎ ÕÎÃÅÒÔÁÉÎ ÁÒÅÁ 

ÂÅÔ×ÅÅÎ ÓÐÏÎÔÁÎÅÏÕÓ ÅÒÒÏÒÓ ÁÎÄ ÄÅÌÉÂÅÒÁÔÅ ÉÎÖÅÎÔÉÏÎÓȱ (2001, p. 139). Adams (2001) 

puts aside the definition of blends as contracted forms of compounds, but does not 

provide any reliable criteria for distinguishing between blends and other forms of 

ȬÒÅÁÎÁÌÙÓÉÓȭ, that is acronyms and clipping compounds. 
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Systematic categories of blends (both deliberate creations and lapsus linguae), outlined 

in accordance with Saussurean understanding of syntagmatic and paradigmatic 

relations, are given in Algeo (1977). All blends are classified into two main categories: 

syntagmatic and associative. A syntagmatic blend is defined as Ȱa combination of two 

ÆÏÒÍÓ ÔÈÁÔ ÏÃÃÕÒ ÓÅÑÕÅÎÔÉÁÌÌÙ ÉÎ ÔÈÅ ÓÐÅÅÃÈ ÃÈÁÉÎȱȟ ÅȢÇȢ Chicagorilla N  Chicago gorilla, 

ÍÏÒÐÈÏÎÅÍÉÃÓ  ÍÏÒÐÈÏÐÈÏÎÅÍÉÃÓȟ !ÍÅÒÉÎÄ  !ÍÅÒÉÃÁÎ )ÎÄÉÁÎȢ (1977, p. 56). Algeo 

admits that such forms are treated as blends only as a concession to traditional 

ÃÌÁÓÓÉÆÉÃÁÔÉÏÎÓȟ ÂÕÔ ÎÏÔÅÓ ÔÈÁÔ ȰÁ ÃÏÎÓÉÓÔÅÎÔ ÔÁØÏÎÏÍÙ ×ÏÕÌÄ ÒÅÇÁÒÄ ÔÈÅÍ ÍÅÒÅÌÙ ÁÓ 

contractionsȱ (1977, p. 56). He also suggests using the term telescope words to name 

ÔÈÅÓÅ ÆÏÒÍÁÔÉÏÎÓ ÂÅÃÁÕÓÅ ȰÉÔ ÉÓ ÍÅÔÁÐÈÏÒÉÃÁÌÌÙ ÍÏÓÔ ÁÐÐÒÏÐÒÉÁÔÅ ÆÏÒ ÔÈÉÓ ÐÁÒÔÉÃÕÌÁÒ ËÉÎÄȱ 

(1977, p. 57). 

The other major category outlined by Algeo is associative blends, i.e. the ones which 

have Ȱtwo or more etyma that have been linked in the word-maker's mind and thence in 

his languageȱ (1977, p. 57). This category is subdivided into: 1) synonymic blends (e.g. 

swellegant, needcessity); 2) blends that combine words from the same paradigmatic 

class, or dvandva blends (smog) which may be also called paradigmatic; 3) jumble 

blends, in which Ȱetyma are associated with one another, but not by paradigmatic 

ÅÑÕÉÖÁÌÅÎÃÅȱ (1977, p. 58), e.g. foodoholic, ÄÕÍÂÆÏÕÎÄ  ÄÕÍÂ Ͻ ɉÃÏÎɊÆÏÕÎÄȟ 

happenstancÅ  ÈÁÐÐÅÎ Ͻ ɉÃÉÒÃÕÍɊÓÔÁÎÃÅȢ !ÌÇÅÏȭÓ ÓÕÇÇÅÓÔÉÏÎ ÉÓ ÔÏ ÎÁÍÅ ÔÈÅ ÁÓÓÏÃÉÁÔÉÖÅ 

type of blends portmanteau words, to differentiate them from telescope words. The 

taxonomy looks very useful indeed, but the problem with this differentiation, as Algeo 

confirms, is that these two processes can appear either sequentially or simultaneously 

(1977, p. 61). An example of a combination of two kinds of blending named by Algeo is 

electrocution, formed as a portmanteau blend of electro- and electricution, which, in its 

turn, is a telescope blend of electrical and execution. Algeo (1977, p. 62) also points out 

that in some cases it may be unclear whether the blend is a telescope or a portmanteau, 

as, for example, shamateur which can be analysed as either a telescoping blend of sham 

amateur ÍÅÁÎÉÎÇ ȬÏÎÅ ×ÈÏ ÐÒÅÔÅÎÄÓ ÔÏ ÂÅ ÁÎ ÁÍÁÔÅÕÒ ÂÕÔ ÉÓ ÒÅÁÌÌÙ Á ÐÒÏÆÅÓÓÉÏÎÁÌȭȟ ÏÒ ÁÓ 

a portmanteau of sham and amateur ÍÅÁÎÉÎÇ ȬÏÎÅ ×ÈÏ ÔÒÉÅÓ ÔÏ Äeceive but is 

ÁÍÁÔÅÕÒÉÓÈȭ. As noted in Bauer (2012, p. 18), the problem of interpretation of blends as 

either having a semantic head (i.e. telescope, usiÎÇ !ÌÇÅÏȭÓ ÔÅÒÍɊ ÏÒ ÃÏÏÒÄÉÎÁÔÉÖÅ 

(portmanteau) is of the same nature as the problem of interpreting compounds like 

fighter-bomber as either headed, or coordinative. 
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Nevertheless, the distinction between telescope and portmanteau blends has been 

reconsidered by many linguists after Algeo. Some, among them Bauer (1983), Devereux 

(1984), Cannon (1986), include both portmanteau and telescope words in the category 

of blends. On the other hand, some researchers, such as Kubozono (1990), Berg (1998) 

and others, restrict the category to portmanteaus only, whether using this term or an 

alternative one, and sometimes, as in Renner (2006), subdividing them into subtler 

semantic categories. Revision of the distinction between telescope and portmanteau 

ÂÌÅÎÄÓ ÕÎÄÅÒÌÉÅÓ "ÁÕÅÒȭÓ (2012) categories of syntagmatic origin and paradigmatic 

origin blends. 

Apart from general systemic categories, Algeo also gives characteristics of different 

types of blends from the point of view of their phonological and morphological 

structure. In Algeo (1993), the following types of blends are named: 1) with clipped first 

element; 2) with clipped second element; 3) with both elements clipped (1-3 including 

cases with overlapping); 4) where the overlapping elements are sounds rather than 

words (between-ÁÇÅÒ  ÂÅÔ×ÅÅÎ Ͻ ÔÅÅÎÁÇÅÒȠ ÇÕÅÓÓÔÉÍÁÔÅ). This structural classification 

implies the presence of a number of marginal cases. As noted in Algeo (1977, p. 51), 

Ȱclippings are often shortened at morpheme boundariesȱ ɉÅȢÇȢ betweenager ɀ NB). In 

such cases, it may be hard to make the distinction Ȱbetween blending and compounding 

under analogical influenceȱȢ 

Concerning the phonological structure of syntagmatic blends, Algeo (1977, pp. 56ɀ57) 

mentions that the structure of blends can be the result of the phonological rules. This 

observation can be extended to any blends, not just of this particular type, as the 

influence of phonological rules on blend formation cannot be neglected, as is discussed 

extensively in other academic works (section 2.2). As for the phonological 

characteristics of associative blends, Algeo observes that in some cases such a formation 

originates from a set of phonaesthemes, e.g. ÇÌÏÐ  [gland, glare, glass, gloam, gloat, 

glub, etc.] + [chop, drop, flop, plop, etc.] (1977, p. 60). This, on the one hand, resonates 

with the category of phonaesthemic blend-like formations in Adams (1973), and, on the 

other hand, provides another reason for considering the role of the phonological 

properties of the source words in blend formation and the criteria for distinguishing 

between some types of blends and onomatopoetical formations. 

Blends as part of a general system of word formation in English are described in Bauer 

(1983).  According to Bauer, a blend ȰÍÁÙ ÂÅ ÄÅÆÉÎÅÄ ÁÓ Á ÎÅ× ÌÅØÅÍÅ ÆÏÒÍÅÄ ÆÒÏÍ ÐÁÒÔÓ 
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of two (or possibly more) other words in such a way that there is no transparent 

ÁÎÁÌÙÓÉÓ ÉÎÔÏ ÍÏÒÐÈÓȢȱ (1983, p. 234). The criterion of analysability into morphs, called 

ÂÙ ÔÈÅ ÁÕÔÈÏÒ ȰÔÈÅ Á×Ë×ÁÒÄ ÐÁÒÔ ÏÆ ÔÈÉÓ ÄÅÆÉÎÉÔÉÏÎȱ (1983, p. 234) is, however, crucial for 

the understanding of the nature of blends and may be used as one of the criteria  for 

defining the borders of the category, however vague they might seem at this point. 

Devereux (1984) compares blends with other methods of word formation in English. He 

mentions (1984, p. 210) two main ways of creating new words in English: 1) addition, 

meaning by it adding affixes to existing words to create new ones; 2) subtraction, that is, 

ȰÔÁËÉÎÇ ÌÅÔÔÅÒÓ ÉÎ ÏÒÄÅÒ ÆÒÏÍ ÔÈÅ ÏÒÉÇÉÎÁÌ ×ÏÒÄ ÏÒ ×ÏÒÄÓȱȢ 3ÕÂÔÒÁÃÔÉÏÎ ÉÓ ÔÈÅÎ ÓÕÂÄÉÖÉÄÅÄ 

into three subtypes: 

1. Shortenings, which utilisÅ Ȱa group of consecutive letters contained in the 

original wordȱ; 

2. Blends, which are Ȱoriginally formed by taking the first few letters from one word 

and combining these with the ÌÁÓÔ ÆÅ× ÌÅÔÔÅÒÓ ÆÒÏÍ ÔÈÅ ÏÔÈÅÒȱ (including the cases 

when either first or second word is fully preserved in the blend, e.g. ÐÉÏÎ  ÐÉ Ͻ 

meson; ÃÏÎÔÒÁÉÌ  ÃÏÎÄÅÎÓÁÔÉÏÎ ÔÒÁÉÌ); 

3. Acronyms, which can be distinguished from blends because 1) the order of their 

constituents cannot be reversed (as in blends like ÌÉÇÅÒ  ÌÉÏÎ Ͻ ÔÉÇÅÒ vs. ÔÉÇÏÎ  

tiger + lion); 2) acronyms are built up from the initial  letter (s), unlike blends 

Ȱwhich use terminal letters as wellȱȢ 

$ÅÖÅÒÅÕØȭÓ ÄÅÆÉÎÉÔÉÏÎ ÏÆ ÓÕÂÔÒÁÃÔÉÏÎ ÉÍÐÌÉÅÓ Á ÆÏÃÕÓ ÏÎ ÇÒÁÐÈÉÃÁÌȟ ÒÁÔÈÅÒ ÔÈÁÎ 

phonological, constituents of words, which may be not relevant to the same extend to all 

the categories above. Devereux (1984, p. 210) compares blends to acronyms in which 

Ȱthe resulting concatenation of letters is pronounced as a wordȱ, unlike in initialisms 

such as DDT where they are spelt out letter by letter. This distinction is similar to 

"ÁÕÅÒȭÓ (1983, p. 238). The distinction between blends and acronyms as defined by 

Devereux is not clear-cut. Bauer (1983) admits that such formations as ÌÉÎÁÃ ÌÉÎÅar 

accelerator can be analysed either as blends or as acronyms. In later works, e.g. in Bauer 

(2006, 2012) such formations are labelled as clipping compounds. An important 

conclusion made by Devereux is that the order of words in blends, unlike acronyms, is 

potentially reversible. On the other hand, the constituents of many blends including 
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some of the examples above (e.g. pion) cannot be reversed as they preserve the right-

head structure of the underlying word combination (pi meson, i.e. a type of meson). 

Two works by Cannon present an evaluation of the role of blends in English word 

formation and their relations to other morphological categories. In Cannon (1986), 

formal patterns of blending are described and analysed with regard to word formation 

rules, as formulated in the literature on morphology. The results of a fundamental study 

of English word formation from a historical perspective involving the analysis of trends 

and changes in the vocabulary of the English language is enunciated in Cannon (1987). 

!ÌÌ ÔÈÅ ÎÅ× ×ÏÒÄÓ ÁÎÄ ÍÅÁÎÉÎÇÓȟ ÁÃÃÏÒÄÉÎÇ ÔÏ #ÁÎÎÏÎȭÓ ÔÁØÏÎÏÍÙȟ ÆÁÌÌ ×ÉÔÈÉÎ ÆÏÕÒ ÍÁÊÏÒ 

categories termed in Cannon (1986, p. 750) ÁÓ ȰÓÈÉÆÔÓ ɉÎÅ× ÍÅÁÎÉÎÇÓ ÁÎÄ ÆÕÎÃÔÉÏÎÁÌ 

shifts ɀ 19.6%), borrowings (7.5%), shortenings (18%), and adÄÉÔÉÏÎÓ ɉÔÈÅ ÒÅÓÔɊȱȢ "ÌÅÎÄÓ 

are classified in this taxonomy as a particular kind of shortening, along with 

abbreviations, acronyms, clippings (Cannon uses the ÔÅÒÍ ȬÕÎÁÂÂÒÅÖÉÁÔÅÄ ÓÈÏÒÔÅÎÉÎÇÓȭɊȟ 

and back-formations. "ÌÅÎÄÓȟ ÁÃÃÏÒÄÉÎÇ ÔÏ #ÁÎÎÏÎȭÓ ÔÁØÏÎÏÍÙȟ Áre the smallest category 

ÁÍÏÎÇ ÔÈÅ ÓÈÏÒÔÅÎÉÎÇÓ ɉτȢφϷɊȢ  9ÅÔ ȰÔÈÉÓ ÃÁÔÅÇÏÒÙ ÃÏÎÔÁÉÎÓ ÔÈÅ ÍÏÓÔ ÖÁÒÉÅÄ ÁÎÄ ÐÅÒÈÁÐÓ 

the most structurally complex itemsȱ (1986, p. 750). A corpus of blends which consists 

of 118 noun, 11 adjective and 3 verb lexemes is analysed phonologically (with respect to 

overlapping sounds and syllable structure), morphologically (with a conclusion that the 

analysed blends come mainly from simplexes and derivations, many fewer from 

compounds, and one acronym), and in terms of formal structure. 

Cannon observes that syllable structure is Ȱmore crucial to blending than to any other 

category of word formationȱȢ )Î ÐÁÒÔÉÃÕÌÁÒ ȰɍÔɎÈÅ structure of the longer of the two 

source words usually dictates the maximum number of syllables, as well as the primary 

stressȱ (1986, p. 746). 

From the point of view of formal structure, blends are subdivided by Cannon into two 

groups: 1) blends formed in such a way that both source-words share some of the  

letters/sounds; 2) blends which combine the first part of one word with the last part of 

another, but with no shared letters/sounds at the point of fusion, as in ÂÒÕÎÃÈ  

breakfast + lunch (1987, p. 144). 

Concerning the semantics of various kinds of shortenings, including blends, it is stated 

ÔÈÁÔ Ȱour shortenings usually denote scientific subjects like chemistry and biology, 

though our blends primarily have commercial applicationsȱ (Cannon, 1987, p. 273). This 
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latter feature of blends supports the attitude to them as to rather ephemeral formations 

on the marginal edge of morphology, an attitude which has been to a great extent 

revised in later publications about blends. 

Analysing blending from the point of view of its relation to other word formation 

patterns, Cannon (as many other authors before and after) notes certain difficulty in 

separating blends from neighbouring categories. For example, he suggests that blends 

can be distinguished from compounds Ȱby requiring that at least one of the two separate 

ÅÌÅÍÅÎÔÓ ×ÈÉÃÈ ÁÒÅ ÆÕÓÅÄ ÍÕÓÔ ÂÅ ÒÅÄÕÃÅÄȱȟ ÂÕÔ at the same time he admits this 

distinction is Ȱsomewhat arbitraÒÙȱ (1986, p. 749). In Cannon (1987) formal criteria 

distinguishing between various kinds of shortenings are worked out. Thus, Cannon 

separates blends from acronyms because in blends ȰɍÔɎÈÅ ÒÅÄÕÃÔÉÏÎ ÕÓÕÁÌÌÙ ÃÏÎÓÉÓÔÓ ÏÆ Á 

terminal loss in the first item, plus an initial loss in the second item, where there are 

usually overlapping parts in the fusionȱ (1987, p. 144). This observation, however, is 

unlikely to cover all cases of blending. Finally, blends are to be separated from 

ȬÕÎÁÂÂÒÅÖÉÁÔÅÄ ÓÈÏÒÔÅÎÉÎÇÓȭ because, etymologically, blends are formed from more than 

one item. 

4ÈÅ ÃÁÔÅÇÏÒÙ ÏÆ ȬÕÎÁÂÂÒÅÖÉÁÔÅÄ ÓÈÏÒÔÅÎÉÎÇÓȭ ÄÅÆÉÎÅÄ ÉÎ #ÁÎÎÏÎ (1986, 1987) covers 

what is elsewhere referred to as clippings (such as lab from laboratory or fridge from 

refridgerator), and also complex clippings or clipping compounds, exemplified by 

Cointelpro (Counter Intelligence Program). The latter category, according to #ÁÎÎÏÎȭÓ 

criteria, includes also cases like prosage which originates from protein sausage. The idea 

behind it is that a compound protein sausage is treated as one unit which is shortened to 

prosage, not as two words protein and sausage blended into one. This argumentation is 

hard to use for each and every case of blending because it is difficult to judge whether a 

multiple word unit existed in the language prior to being shortened or not. However, the 

idea underlying this criterion, i.e. that blends are formed from different lexical units 

rather than contracted from a single one, is crucial for understanding the mechanism of 

blending. Taking, thus, an etymological approach to the definition of blends, Cannon 

returns to the understanding of their nature expressed earlier by Marchand and then by 

Bauer: ȰBlending produces a new, technically simple, and often otherwise unanalyzable 

ÍÏÒÐÈÅÍÅȱ (Cannon, 1987, p. 144). Later, Cannon (1989, p. 108) highlights that blends 

ÁÒÅ Ȱthe only category of shortening that involves reduction of at least two preexisting 
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items (the other categories involve reduction of a single source-ÉÔÅÍɊȱ. This quality of 

blends distinguishes them from all the other types of shortenings. 

In the above classifications the formal structure of blends is mainly described in terms of 

categorical distinctions such as the presence/absence of shortening or overlap. It has to 

be noted that the studies discussed in this section are primarily descriptive, that is, a 

number of formal and, in some cases, semantic characteristics of blends are listed with 

very little or no analysis of their mutual influence. As a result, the analysis of many 

examples is based on arbitrary decisions, and some descriptive classifications contradict 

one another. The classifications of blends discussed in the following section are derived 

from analysing the mechanism of blend formation in relation to various factors (e.g. 

phonological and semantic) that may influence it. Such an analysis may provide the basis 

for clarifying the status of blends in the system of word formation, which is one of the 

objectives of the present research. 

2.2. A closer look at the mechanism of blending 

A different view on blends, compared with earlier publications, is expressed in a report 

on a corpus study of Japanese and English blends (Kubozono, 1990). Unlike many other 

researchers, Kubozono considers blending a morphological process for two reasons: 

simply because it is a part of word formation, and also because it Ȱexhibits various 

linguistic patterns, including one relating to the notion 'head', which are common to 

ordinary ×ÏÒÄ ÐÒÏÃÅÓÓÅÓ ÌÉËÅ ÃÏÍÐÏÕÎÄÉÎÇȱ (1990, p. 1).  

+ÕÂÏÚÏÎÏ ÕÓÅÓ ÔÈÅ ÔÅÒÍ ȬÂÌÅÎÄȭ ÉÎ Á ÎÁÒÒÏ× ÓÅÎÓÅ ÄÅÆÉÎÅÄ ÂÙ -ÁÒÃÈÁÎÄ (1969, p. 451) 

as a unit which involves Ȱmerging pÁÒÔÓ ÏÆ ×ÏÒÄÓ ÉÎÔÏ ÏÎÅ ÎÅ× ×ÏÒÄȱ. Kubozono pays a 

lot of attention to formulat ing the criteria for distinguishing blending from other 

morphological processes. HÅ ÏÂÓÅÒÖÅÓ ÔÈÁÔ Ȱit involves two source words in a 

paradigmatic relation, i.e. words that might substitute for one another, as opposed to 

words which occur side by side, and it is in this point that blending differs primarily 

from clipping and clipped compound (compound shortening), the two processes which 

tend to be confused with blending most oftenȱ (1990, pp. 1ɀ2). The intention to make 

the syntagmatic/paradigmatic relations between source words a distinguishing 

criterion for di fferent word formation patterns seems both very much justified and 

problematic. It is justified because it could solve a morphological problem, the solution 

to which has long been sought, but it is also problematic because it may not always be 
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possible to tell with confidence whether the source words of a clipped compound/blend 

are in a paradigmatic or syntagmatic relationship, and it makes the criteria of the 

distinction less clear than would be desirable. 

Kubozono (1990, p. 3) gives a classification of linguistic constraints on blend formation 

(summarised here in Figure 1), with special regard to phonological constraints that 

comprise the main scope of his study: 

 

Figure 1. Linguistic constraints on blend formation. 

Based on the classification in Kubozono (1990, p. 3) 

The constraints mentioned by Kubozono do not work as rules that are never violated, 

but only express tendencies which are not without exceptions. The study of phonological 

constraints on blend formation is based on a collection of both unintentional and 

deliberate blends of English and Japanese from earlier publications on the topic. The 

English data are taken from Wentworth (1934), Pound (1967), and Fromkin (1973a). On 

analysing the corpus data, Kubozono (1990, p. 18) concludes that the mechanism of 

blending in English is subject to one morphological and two phonological constraints. In 

morphological terms, combining the initial part of one source word with the final part of 

ÔÈÅ ÏÔÈÅÒ ÉÓ ÓÅÅÎ ÁÓ ȰÔÈÅ ÍÏÓÔ ÐÒÏÄÕÃÔÉÖÅ ÆÏÒÍÁÔÉÏÎ ÐÁÔÔÅÒÎȱ ÆÏÒ ÂÌÅÎÄÓ (1990, p. 18), 

Linguistic constraints on blend formation 

Relating to the nature of the 
blended items 

syntactic: source words 
must belong to one 

syntactic category (very 
few exceptions to this 
constraint in English) 

semantic 

generally involves 2 
words of a similar (or 
identical) semantic 

content 

The non-initial 
component serves 
as the 'head' of the 

whole blend 

Regarding the manner the items are 
blended 

morphological: the initial 
part of one word 

combined with the final 
part of the other: 

AB + CD Ÿ AD 

phonological 

syllable structure: onset-
peak (onset-rhyme) 

boundaries serve as the 
most productive  swich 

point 

syllable length: tendency 
to form blends identical in 
phonological length to the 

right-hand source word 



 19 
 

this observation following Bauer (1983). Two phonological constraints that condition 

the formation of blends are formulated by Kubozono. One constraint concerns the 

syllable structure of blends. It conditions the position of the switch point in blends, that 

is, where exactly in a blend the switch from one constituent word to the other will take 

ÐÌÁÃÅȢ )Î ÔÈÅÓÅ ÔÅÒÍÓȟ ȰÔÈÅ ÍÏÓÔ ÐÒÏÄÕÃÔÉÖÅ Ó×ÉÔÃÈ ÐÏÉÎÔȱȟ ÁÓ ÏÂÓÅÒÖÅÄ ÂÙ +ÕÂÏÚÏÎÏ 

(1990, p. 18), is between onset and rime. Similar observations can be found in later 

works, for example, in Gries (2012), though in less categorical form, stating that the 

switch point is most likely to occur at the boundaries of syllabic constituents, i.e. onsets, 

rhymes and codas. 

The other ÃÏÎÓÔÒÁÉÎÔ ÉÓ ÃÌÁÉÍÅÄ ÔÏ ÒÕÌÅ ÏÕÔ ȰÔÈÏÓÅ ÂÌÅÎÄ ÆÏÒÍÓ ÔÈÁÔ ÁÒÅ ÎÏÔ ÉÄÅÎÔÉÃÁÌ ÉÎ 

phonological length to the righÔÈÁÎÄ ÓÏÕÒÃÅ ×ÏÒÄȱ (Kubozono, 1990, p. 18). The 

influence of  the righthand source word on the length of the blend is also highlighted in 

Bat-El (2006) and in Gries (2004a), but as a tendency only. Morphological and 

phonological constraints described by Kubozono are claimed to be true not only for 

English blends, but also for blends in Japanese, and thus might be regarded as part of 

universal grammar (1990, p. 18). Though this is a very important observation as such, it 

is beyond the scope of the present research to draw conclusions about the universal 

character of any morphological rules or patterns. Nevertheless, the analysis of the 

phonological properties of blends performed by Kubozono, and above all his conclusions 

concerning the regularities governing blend formation, provided the basis for many 

studies of blends. 

Exploring rules and regularities that underlie blend formation was one of the objectives 

of the research by Kelly (1998) that was based on three studies dealing with both speech 

error blends ÁÎÄ ÉÎÔÅÎÔÉÏÎÁÌ ÂÌÅÎÄÓȢ 4ÈÅ ÆÉÒÓÔ ÓÔÕÄÙ ÄÅÁÌÔ ×ÉÔÈ ÂÌÅÎÄÓ ÁÓ ȰÃÏÎÔÒÁÃÔÉÏÎÓ ÏÆ 

ÃÏÎÊÕÎÃÔÉÖÅ ÐÈÒÁÓÅÓȱȟ ÉȢÅȢ ÃÏÎÔÒÁÃÔÅÄ ÆÏÒÍÓ ÏÆ and phrases, e.g. fratority  Nfraternity and 

sorority (1998, p. 580), excluding blends whose component words were drawn from 

different grammatical classes. The intention of this study was to predict how 

ÃÏÍÐÏÎÅÎÔÓ ÁÒÅ ÏÒÄÅÒÅÄ ÉÎ ÂÌÅÎÄÓȢ Ȱ)Î ÏÒÄÅÒ ÔÏ ÅØÁÍÉÎÅ ÔÈÅ ÓÉÍÉÌÁÒÉÔÉÅÓ ÂÅÔ×ÅÅÎ ÂÌÅÎÄ 

ÁÎÄ ÃÏÎÊÕÎÃÔ ÓÔÒÕÃÔÕÒÅȱ +ÅÌÌÙ ÔÅÓÔÅÄ Ȱ×ÈÅÔÈÅÒ ÔÈÅ ÏÒÄÅÒ ÏÆ ÃÏÍÐÏÎÅÎÔÓ ÉÎ ÂÌÅÎÄÓ ×ÁÓ 

predictable from their fÒÅÑÕÅÎÃÉÅÓ ÁÎÄ ÓÙÌÌÁÂÌÅ ÎÕÍÂÅÒÓȱ (1998, p. 581), and predicted 

ȰÔÈÁÔ ÓÈÏÒÔÅÒ ÁÎÄ ÍÏÒÅ ÆÒÅÑÕÅÎÔ ×ÏÒÄÓ ÓÈÏÕÌÄ ÂÅ ÃÁÎÎÉÂÁÌÉÚÅÄ ÆÏÒ ÔÈÅ ÆÉÒÓÔ ÐÁÒÔ ÏÆ ÔÈÅ 

ÂÌÅÎÄÓȱ (1998, p. 582). As a result of the study, both predictions were shown to be 

ÓÕÐÐÏÒÔÅÄȢ )Ô ×ÁÓ ÄÅÍÏÎÓÔÒÁÔÅÄ ÔÈÁÔ Ȱ×ÏÒÄÓ ÄÅÎÏÔÉÎÇ ÐÒÏÔÏÔÙÐÉÃÁÌ ÍÅÍÂÅÒÓ ÏÆ 
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categories are preferred for first position in conjuncts over words denoting less typical 

ÍÅÍÂÅÒÓȱ (1998, p. 583), as had been stated earlier in Kelly et al. (1986). These results 

can be explained by the fact that shorter and more frequent words, as well as words 

denoting prototypical members of categories, are accessed faster and more easily (as 

shown in studies on word processing discussed in Chapter 5). 

Phonological properties of breakpoints in speech error blends and intentional blends 

were analysed by Kelly using the material from MacKay's (1982) investigation of speech 

error blends in English and German and of his own corpus of intentional blends. 

&ÏÌÌÏ×ÉÎÇ -ÁÃ+ÁÙȭÓ ÆÉÎÄÉÎÇ ÔÈÁÔ ÉÎ 'ÅÒÍÁÎ ÁÎÄ %ÎÇÌÉÓÈ ÂÌÅÎÄ ÅÒÒÏÒÓ ȰÔÈÅ ÃÏÍÐÏÎÅÎÔ 

words were generallÙ ÂÒÏËÅÎ ÁÔ ÓÙÌÌÁÂÌÅ ÂÏÕÎÄÁÒÉÅÓȱ (Kelly, 1998, p. 585), Kelly 

extended this analysis to his corpus of intentional blends, excluding blends with 

ÏÖÅÒÌÁÐÐÉÎÇÓȟ ÁÎÄ ÒÅÐÏÒÔÅÄ ÔÈÁÔ -ÁÃ+ÁÙȭÓ ÏÂÓÅÒÖÁÔÉÏÎ ÔÕÒÎÅÄ ÏÕÔ ÔÏ ÂÅ ÔÒÕÅ ÆÏÒ 

intentionÁÌ ÂÌÅÎÄÓ ÁÓ ×ÅÌÌȟ ÉȢÅȢ ȰÔÈÅ ÍÁÊÏÒÉÔÙ ÏÆ ÂÒÅÁËÐÏÉÎÔÓ ÉÎ ÔÈÅ ÉÎÔÅÎÔÉÏÎÁÌ ÂÌÅÎÄÓ 

occurred ÁÔ ×ÏÒÄ ÏÒ ÓÙÌÌÁÂÌÅ ÂÏÕÎÄÁÒÉÅÓȱ (1998, p. 585)Ȣ +ÅÌÌÙȭÓ ÃÏÒÐÕÓ ÓÔÕÄÙ ÓÈÏ×Ó ÔÈÁÔ 

breakpoints ÉÎ ÂÌÅÎÄÓ Ȱcluster at major phonological joints, such as syllable, rime, and 

onset bouÎÄÁÒÉÅÓȱȟ ×ÈÉÃÈ ÉÓ ÃÏÎÓÉÓÔÅÎÔ ×ÉÔÈ ÔÈÅ ÆÉÎÄÉÎÇÓ ÏÆ +ÕÂÏÚÏÎÏ ÁÎÄ ÏÔÈÅÒ ÓÔÕÄÉÅÓ 

of the phonology of blends discussed above. Kelly explains this result by a general rule of 

%ÎÇÌÉÓÈ ÐÈÏÎÏÌÏÇÙȡ Ȱ4ÈÅ ÓÔÒÏÎÇ ÐÒÅÆÅÒÅÎÃÅ ÆÏÒ ÏÎÓÅÔ-rime over body-coda breaks 

provides further evidence for an onset-rime representation of English syllablesȱ (1998, 

p. 586).  

4ÈÅ ÔÈÉÒÄ ÓÔÕÄÙ ÒÅÐÏÒÔÅÄ ÉÎ +ÅÌÌÙȭÓ ÐÁÐÅÒ ÉÓ ÄÅÄÉÃÁÔÅÄ ÔÏ ×ÏÒÄ ÊÕÎÃÔÕÒÅÓ ÉÎ ÂÌÅÎÄÓȢ )Ô ×ÁÓ 

hypothesisÅÄ ÔÈÁÔ ÂÌÅÎÄÓ ȰÔÅÎÄ ÔÏ ÂÅ ÁÒÒÁÎÇÅÄ ÓÏ ÔÈÁÔ ÔÈÅ ÂÏÕÎÄÁÒÙ ÉÎÖÏÌÖÅÓ ÓÉÍÉÌÁÒ 

ÐÈÏÎÅÍÅÓȱ (1998, p. 587). A consonant sonority hierarchy (Kelly uses the term 

ȬÓÏÎÏÒÁÎÃÅȭɊ ×ÁÓ ×ÏÒËÅÄ ÏÕÔȟ ÉÎ ×ÈÉÃÈ ÅÖÅÒÙ ÃÏÎÓÏÎÁÎÔ ÒÅÃÅÉÖÅÄ Á ÒÁÎË ÆÒÏÍ ρ ÔÏ χ ÁÓ 

follows: 

1 ɀ unvoiced stops; 

2 ɀ voiced stops; 

3 ɀ unvoiced fricatives and affricates; 

4 ɀ voiced fricatives and affricates; 

5 ɀ nasals; 

6 ɀ liquids; 

7 ɀ glides. 
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+ÅÌÌÙ ÔÈÅÎ ÕÓÅÓ ÔÈÉÓ ÈÉÅÒÁÒÃÈÙ ÔÏ ÃÈÅÃË ÔÈÅ ÐÒÅÄÉÃÔÉÏÎ ÔÈÁÔ ȰÔÈÅ ÅØÐÅÃÔÅÄ ÃÏÎÓÏÎÁÎÔ ÆÒÏÍ 

the first word in a blend and the supplanting consonant from the second word should 

come from similar plÁÃÅÓ ÉÎ ÔÈÅ ÓÏÎÏÒÁÎÃÅ ÈÉÅÒÁÒÃÈÙȱ (1998, p. 587). The result of the 

study confirms this hypothesis, but Kelly admits that further research is needed to 

determine the effects of such phonological structure on the perception of blends. 

In contrast to the conclusions concerning the marginal and peripheral character of 

blending as a word formation pattern, formulated in Adams (1973), Algeo (1977), 

Cannon (1986)ȟ ÔÏ ÎÁÍÅ ÊÕÓÔ Á ÆÅ×ȟ +ÅÌÌÙȭÓ ÆÉÎÄÉÎÇÓ ȰÄÅÍÏÎÓÔÒÁÔÅ ÔÈÁÔ ÔÈÅ ÖÁÒÉÁÂÉÌÉÔÙ ÉÎ 

%ÎÇÌÉÓÈ ÂÌÅÎÄ ÆÏÒÍÁÔÉÏÎÓȟ ÔÈÏÕÇÈ ÅØÔÅÎÓÉÖÅȟ ÉÓ ÆÁÒ ÆÒÏÍ ÒÁÎÄÏÍȱ (Kelly, 1998, p. 588). As 

is suggested by Kelly, insights from cognitive linguistics and cross-linguistic 

investigations could be helpful in checking the findings already reported, as well as in 

further studying various properties of blends and the mechanisms of their formation. 

In a descriptive study by Jin (2005), the following characteristics of blends are analysed: 

1) the length and proportions of the source words (the frequency of the source words is 

also analysed as a factor interconnected with their phonological features), 2) the 

position of the switch point, and 3) the prosodic structure of the source words. 

Considering the length, frequency and proportions of the source words in blends, as well 

as their stress patterns, Jin agrees with the findings of Cannon (1986), Kubozono (1990) 

and Kelly (1998) already summarised above, and focusses more on phonological 

considerations regarding the position of the switch point. 

Jin (2005, p. 203) ÏÂÓÅÒÖÅÓ ÔÈÁÔ ȰÔhe majority of blends with no segment overlapping 

tend to split at sub-syllable boundaries: onset-rime splittingȱ. This is different from 

+ÅÌÌÙȭÓ ÏÂÓÅÒÖÁÔÉÏÎ ÁÂÏÖÅȟ ÂÅÃÁÕÓÅ +ÅÌÌÙȭÓ ÄÁÔÁ ÉÎÃÌÕÄÅÓ ÏÖÅÒÌÁÐÐÉÎÇ ÂÌÅÎÄÓȢ Analysing 

the data in terms of the splitting point, Jin admits that of 466 blends with  sub-syllable 

splitting, 108 items with middle overlap are analysed as ambiguous, because it is not 

clear whether in twiddle N twist + fiddle, for example, the switch point is placed between 

ɍÔ×Ɏ ÁÎÄ ɍąɎ ÏÒ ÂÅÔ×ÅÅÎ ɍąɎ ÁÎÄ ɍÄɎȢ 

Some important generalisations made in Jin (2005, pp. 219ɀ221) are related to the 

syllable structure of blends and the phonological factors which regulate the order of 

their constituents. First, it is observed that if one of the source words does not have an 

onset consonant in word-initial position , it is likely to be positioned second in the blend, 

as in fugly N  fat + ugly (2005, p. 219). Second, complex (word-initial) onset priority  is 
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postulated: a more complex syllable onset is preferred in the blend-initial position  (2-

phoneme onsets prevail over 1-phoneme onsets, e.g. in droob, which Jin describes as 

originating from  drip + boob, and 3-phonemes onsets over 2-phonemes and 1-phoneme 

onsets, e.g. sprig N  spray + twig). Finally, lower sonority priority in the word-initial 

onset position is postulated: a lower sonority onset is preferable to a higher sonority 

one, e.g. dawk N  dove + hawk (2005, p. 221). 

Applying these generalisations to further research, it is necessary to take into account 

ÔÈÁÔ *ÉÎȭÓ ÓÔÕÄÙ addresses mainly blends which combine the first part of the first source 

word with the second part of the second element, though some complex shortenings 

combining two initial parts of words (e.g. modem N  modulator + demodulator) are 

ÃÌÁÓÓÉÆÉÅÄ ÂÙ *ÉÎ ÁÓ ÂÌÅÎÄÓȢ *ÉÎȭÓ ÓÔÕÄÙ ÉÓ ÎÏ ÅØÃÅÐÔÉÏÎ ÉÎ ÔÈÉÓ ÒÅÓÐÅÃÔȟ ÁÓ ÍÁÎÙ ÒÅÓÅÁÒchers 

mention the fuzzy boundaries between blends and the neighbouring word formation 

categories. The principles of delimiting the category of blends and the problems with 

finding their place in English (and general) morphology will be discussed in more detail 

in section 2.3. The remainder of this section will be focussed on the research of the 

phonological structure of blends which, to a large extent, provide the basis for such 

delimitation.  

An analysis of the phonological properties of blends from the point of view of different 

varieties of Optimality Theory (OT) is performed in three studies presented in (Renner 

et al. (eds.), 2012). They regard the mechanism of blending as subject to a number of 

violable constraints, and model the formation of blends as a hierarchy of constraints 

which work for a particular process (in this case blending) in a particular language. In 

Bat-El and Cohen (2012), a  constraint-based analysis of stress in English blends is 

carried out. The researchers aim to explain and predict the position of stress in 

polysyllabic English blends (deliberately excluding clipping compounds and fully 

overlapping blends from the analysis). A set of faithfulness constraints is used to explain 

the position of stress in blends with regard to the stress and the length of the source 

words. This is done separately for the cases when the blend has the same number of 

syllables as at least one of the source words and when it has a different number of 

syllables. To account for the situation when the right-hand source word is a 

monosyllable and for the fact that, despite the expected right-hand stress on this 

element, a blend acquires the default word stress, the authors Ȱassume that 
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monosyllabic words ÁÒÅ ÎÏÔ ÌÅØÉÃÁÌÌÙ ÓÔÒÅÓÓÅÄȱ (2012, p. 207), and the model based on 

this assumption successfully explains nearly all the observed cases. 

Ȭ/ÕÔÐÕÔ-to-ÏÕÔÐÕÔ ÆÁÉÔÈÆÕÌÎÅÓÓ ÉÎ ÔÈÅ ÐÈÏÎÏÌÏÇÉÃÁÌ ÓÔÒÕÃÔÕÒÅ ÏÆ %ÎÇÌÉÓÈ ÂÌÅÎÄÓȭ ÉÓ 

discussed in Tomaszewicz (2012). The study explains the phonological structure of 

blends using the concept of a prosodic word, that is, a phonological constituent larger 

than foot but smaller than phonological phrase. An important feature of prosodic word, 

as described in Hall (1999, p. 2) ÉÓ ÔÈÁÔ ÉÔ Ȱmust align with morpho(syntactic) 

ÂÏÕÎÄÁÒÉÅÓȱȢ This implies that a monomorphemic word cannot contain more than one 

prosodic word, unlike, for example, compounds, each constituent of which corresponds 

to a prosodic word. In Tomaszewicz (2012), the regular patterns in the phonological 

structure of blends are viewed as the output of the process of mapping the phonological 

material of two source words onto a template of a single Prosodic word. The main 

finding of the study is that metrical well-formedness and constraints on word-internal 

phonotactics are crucial factors which determine the output of the blending process.   

A similar finding is reported in Trommer and Zimmermann (2012), presenting an OT 

analysis of a specific type of Spanish blends referred to as portmanteaus in the sense of 

Piñeros (2004). Following the analysis of English truncations in Lappe (2007) as 

mapping the phonological material of a word onto the template of a Minimal Prosodic 

Word (that is, the prosodic word of a minimal size allowed by the phonology of the 

language), Trommer and Zimmermann explain blending as mapping the phonological 

material of one source word onto the prosodic template of another by substituting the 

required segments. Their model, though, applies only to a specific type of blends 

answering its criteria, which makes the main argument circular. 

The problem with an OT analysis of blending is that, given the variability of the form of 

blends, the set of constraints which successfully explains the formation of one structure 

is not suitable for explaining the formation of another type of blends. As a result, each 

particular set of constraints is used to successfully explain the formation of blends 

answering a pre-selected set of structural criteria, which leaves the question of why a 

particular set of criteria was chosen unanswered. 

A possible way of avoiding the problems described above is to make taxonomically 

relevant generalisations relying on the information provided by the analysis of the 

lexical data. This is the approach adopted in the present research. In this respect, this 



24 
 

research largely builds up on a corpus study of the formation of blends by Gries (2004a; 

2004b; 2004c; 2012). The definition of blends used in Gries (2004a, p. 416) specifically 

distinguishes intentional blends from speech error blends: 

Blending is the intentional coinage of a new word by fusing parts of at least two 

source words. Usually, at least, the fore part of the first source word (sw1 ) is 

combined with the hind part of the second source word (sw2) and there is some 

phonemic or graphemic overlap of the source words 

The definition proposed by Gries also implies that blends are different from clipping 

compounds which are understood as consisting of clippings of initial parts of the source 

words. This assumption is further tested in Chapter 4 of the present thesis using a set of 

methods different from those used by Gries. 

Among the blends that fall into the scope of his study, Gries (2004a, p. 415) 

distinguishes the following types, regarding their formal structure (in the examples 

below, as well as further in the thesis, the parts of the source words that are not retained 

in blends are in parentheses, the overlapping segments are in bold type): 

1. the source words do not overlap in the resulting blend: brunch N  br(eakfast) + 

(l)unch; 

2. the source words overlap: motel N  mot(or) + (h)otel; 

3. the source words overlap, and the first word is entirely present in the blend: 

foolosopher N  fool + (phi)losopher; 

4. the source words overlap, and the second word is entirely present in the blend: 

austern N  auster(e) + stern; 

5. the source words overlap so that both words are entirely present in the blend: 

alcohol iday N  alcohol + holiday. 

Giving a suitable taxonomy of blends is not the ultimate aim postulated by Gries. 

Claiming that the majority of the previous Ȱstudies on blending are mainly taxonomic in 

nature [...] and contribute little to the explanation of why blends have the structure they 

ÈÁÖÅȱ (2004a, p. 416), the researcher expresses the intention to provide this 

explanation. Instead of attempting to provide evidence for a categorical distinction 

between blends and other types of word formation, Gries adopts a probabilistic 
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approach, which he considers more apt to such diverse phenomenon as blends.  In Gries 

(2004b, p. 645) a profound analysis of previous definitions and classifications of blends 

is given. The analysis demonstrates, on the one hand, that blends are incredibly various, 

and on the other hand, that the studies of blends also vary in terms of parameters they 

use to define and classify blends. Gries (2004b, p. 645) then concludes that most of the 

ÓÔÕÄÉÅÓ ÐÒÏÖÉÄÅ Ȱpurely structural definitionsȱ which Ȱneed to be taken with a grain of 

salt, given that ÍÁÎÙ ÃÒÉÔÅÒÉÁ ÁÒÅ ÎÏÔ ÁÂÓÏÌÕÔÅȱ. 

Among the studies that are not purely taxonomic, Gries names the above cited works 

(Kelly, 1998; Kubozono, 1990) that take into consideration the similarity of the source 

words to each other and their  similarity to the blend (2004a, p. 416). Both these factors 

are interpreted  by Gries ÁÓ ÒÅÌÁÔÅÄ ÔÏ ȬÓÔÁÇÅÓȭ ÏÆ ÃÒÅÁÔÉÎÇ Á ÂÌÅÎÄ ÂÙ ÁÎ ÁÃÔÉÖÅ ÓÕÂÊÅÃÔ 

(2004, p. 426)ȟ ÁÌÔÈÏÕÇÈ ÔÈÅ ȬÓÔÁÇÅÓȭ ÁÒÅȟ ÁÓ 'ÒÉÅÓ ÌÁÔÅÒ (2012, p. 147) admits, not to be 

ÔÒÅÁÔÅÄ ÁÓ ȰÉÓÏÍÏÒÐÈÉÃ ÔÏ ÔÈÅ ÁÃÔÕÁÌ ÐÓÙÃÈÏÌÉÎÇÕÉÓÔÉÃ ÐÒÏÃÅÓÓÅÓȱȢ The stages are: 1) 

choosing the source words to be blended, and 2) merging the source words into a blend. 

On the first stage the blend coiner chooses to blend source words that not only have the 

necessary semantic qualities to fulfil the communicative intention of the blend coiner, 

ÂÕÔ Ȱare similar to each other in terms of letterÓȟ ÐÈÏÎÅÍÅÓ ÁÎÄ ÓÔÒÅÓÓ ÐÁÔÔÅÒÎÓȱ (2004, 

p. 427). 

On the second stage of blend creation, the source words are blended in such a way that 

1) they are still recognisable, and 2) Ȱthe resulting blend is still sufficiently similar to 

both source words in terms of letters, phoneÍÅÓȟ ÌÅÎÇÔÈȟ ÁÎÄ ÓÔÒÅÓÓ ÐÁÔÔÅÒÎȱ (2004, p. 

427). Gries compared a collection of 988 blends to a corpus of simulated blends created 

from the same source words (that is, for each real blend a cluster of simulated blends 

was generated, combining various parts of their source words). The real blends were 

compared to the simulated blends in two aspects: 1) the degree of preservation of the 

source words in the blends, i.e. number of letters and phonemes of the blended words 

included in the blends, and 2) the degree of similarity between the blends and their 

source words. The comparison between showed that real blends preserved more 

material from their source words, and also were more similar to their source words, 

than random simulated blends. 

It appears that two opposed factors interact in blending: on the one hand, maximisation 

of the degree of recognisability of the source words, on the other hand, the desire of the 

blend coiner to maximise similarity. 4ÈÅ ÃÏÎÃÌÕÓÉÏÎÓ ÁÂÏÕÔ ÔÈÅ ȬÄÅÓÉÒÅȭ ÏÆ ÂÌÅÎÄ ÃÏÉÎÅÒÓ 
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are, of course, assumptions only, as they are made on the basis of corpus research, 

rather than received in any form from blend creators directly. It does not mean that the 

conclusions are wrong, but different sets of factors included in corpus analysis may 

reveal different regularities and thus lead to different conclusions about the formation of 

blends. This is something to be kept in mind, and because of this it is important to check 

the assumptions in a study involving human participants. 

Two other publications by Gries (2004b, 2004c) present two case studies analysing 

recognisability and similarity of source words in blends. The aims of the studies are 

closely related to the problematic questions outlined in (2004a). To be precise, Gries 

aims to investigate the reasons why intentional blends have the structure they have, and 

also to compare them to speech error blends in order to define to what degree they are 

similar to each other. 

Concerning the degree of recognisability of the source words, the case study based on a 

corpus of 988 intentional blends plus 90 authentic speech-error blends and 34 

experimentally-induced speech-error blends demonstrated two characteristic patterns: 

1. shorter source words contribute more of their material to the resulting blends (in 

terms of the percentage of graphemes / phonemes of the source words retained 

in the blend); 

2. more material of the final (in terms of the order of presence in the blend) source 

word tends to be retained in the blend than of the initial source word. 

These results support the hypothesis of Kaunisto (2000), who, following  Bergström 

(1906), argues that the deletion of any part of the source words presents a threat to the 

understandability of the blend. Therefore, Kaunisto concludes that ideal blends would 

be Ȱones where the ending of the first source word and the beginning of the second 

source one overlap, resulting in a way in no deletion at allȱ. Moreover, according to Gries 

(2004a, p. 4), the recognisability of the second word is reduced because it loses its 

ÂÅÇÉÎÎÉÎÇ ÉÎ ÂÌÅÎÄÉÎÇȟ ÁÎÄ ÔÈÅÒÅÆÏÒÅ ȰÉÓ ÎÏÔ ÐÒÏÃÅÓÓÅÄ ÉÎ ÔÈÅ ÎÏÒÍÁÌ ×ÁÙȱ. To 

compensate for this, a greater portion of the second source word than of the first one 

has to be preserved. 

The findings of the study demonstrate that the recognisability of source words 

influences the structure of intentional blends, and provide criteria for the distinction 
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between speech-error blends and intentional blends. In particular, intentional blends, 

unlike speech error blends, tend to maximize the recognisability of their source words 

and exhibit markedly distinct lengths and frequencies of the source words. However, the 

degree of similarity of the source words to each other and also to the blend is similar in 

speech error and intentional blends. 

Considering the length and frequency of the source words, the following differences 

between intentional and speech error blends are revealed by Gries: the average 

frequencies of source words of error blends differ significantly such that the second 

source word tends to be much more frequent than the first one. As to intentional blends, 

the significant effect is in fact in the opposite direction, that is, the more frequent source 

word usually comes first in the blend (cf. Kelly, 1998). As to the similarity between the 

source words, the results described above are compatible with an important finding by 

Kubozono (1990) that the source words of blends are significantly more similar to each 

other than random words of approximately the same word classes. 

The results of these studies were later re-analysed taking into consideration a corpus-

ÂÁÓÅÄ ÉÎÖÅÓÔÉÇÁÔÉÏÎ ÏÆ ÖÁÒÉÏÕÓ ËÉÎÄÓ ÏÆ ȬÓÕÂÔÒÁÃÔÉÖÅ ×ÏÒÄ-ÆÏÒÍÁÔÉÏÎȭ (Gries, 2006), 

extending the  previous studies by including in the scope of the work comparative 

analysis of intentional blends, speech error blends, and clipping compounds, or, to use 

'ÒÉÅÓȭ ÔÅÒÍȟ ȬÃÏÍÐÌÅØ ÃÌÉÐÐÉÎÇÓȭȢ 4ÈÅ ÒÅÓÕÌÔÓ ÏÆ ÔÈÅ ÓÔÕÄÉÅÓ ÁÎÄ the theoretical 

implications of them are summarised in Gries (2012), where intentional blending is 

analysed regarding 1) the degree of similarity between the source words, 2) the 

ordering of source words in blends, and 3) the position of the switch point. These 

aspects of intentional blending are viewed by Gries as three interrelated temporal 

stages: 1) the selection of source words; 2) the decision for a particular order of the 

ÓÏÕÒÃÅ ×ÏÒÄÓ ÉÎ ÔÈÅ ÂÌÅÎÄȠ σɊ ÔÈÅ ȰÄÅÃÉÓÉÏÎ ÏÆ ÈÏ× ÅØÁÃÔÌÙ ÔÏ ÓÐÌÉÔ ÕÐ ÔÈÅ ×ÏÒÄÓ ÁÎÄ 

ÂÌÅÎÄ ÔÈÅÍȱ (2012, p. 146). 

As one way of comparing intentional blends, error blends and clipping compounds in 

terms of the choice of the source words, Gries used the similarity of the source words 

and the resulting formations (measured in graphemes, phonemes, and graphemic and 

phonemic n-grams). The analysis showed that the source words of error blends are 

more similar to each other, as well as to the blend, than those of intentional blends. The 

source words of intentional blends were proved to be on average more similar to each 

other and to the blend than the source words of clipping compounds. Moreover, the 
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qualitative differences in similarity were shown. In particular, the locus of similarity in 

intentional blends is concentrated around the middle and end of the blend, unlike in 

speech error blends where it spreads across the word. In clipping compounds, the locus 

of similarity was found to be concentrated at the beginning of the word. 

The selection of the source words to blends, according to Gries, tends also to be subject 

to their semantics. On analysing these types of relations in different kinds of blending 

and in complex clippings, Gries comes to the conclusion that the source words of error 

blends tend to be synonyms (e.g. need and necessity), while the source words of 

intentional blends can be involved in various semantic relationships, synonymy being 

only one of them. Such difference can be explained in terms of production processes. 

%ØÐÅÒÉÍÅÎÔÁÌ ÓÔÕÄÉÅÓ ÏÆ ×ÏÒÄ ÐÒÏÄÕÃÔÉÏÎ ÈÁÖÅ ÓÈÏ×Î ÔÈÁÔ ÁÃÃÅÓÓÉÎÇ Á ×ÏÒÄ ÆÒÏÍ ÏÎÅȭÓ 

mental lexicon can involve simultaneous activation of other words which are 

phonologically and/or graphically similar to it (see, for example, Marslen-Wilson (1987), 

and also the discussion in Chapter 5). The source words of clipping compounds, unlike 

those of blends, show a tendency towards expressing Ȭcontractive relationsȭ (2012, p. 

155) , that is, are likely to be adjacent in a compound (e.g. ÓÃÉÆÉ  ÓÃÉÅÎÃÅ ÆÉÃÔÉÏÎ).  

In terms of the ordering of the source words, Gries (2012, p. 158) observes the following 

differences between intentional and error blends: the second source word of intentional 

blends tends to be longer than the first one, and also is less frequent, which supports 

earlier findings reported, for example, in Kelly (1998). 

Gries pays a lot of attention to analysing the particular ways in which the source words 

are blended, that is to the choice of the switch point and the amount of each source word 

preserved in the blend. The placement of the switch point is related to the similarity and 

its location in the source words, and also to recognisability of the source words. In 

relation to the latter, Gries (2006) ÉÎÔÒÏÄÕÃÅÓ ÔÈÅ ÎÏÔÉÏÎ ÏÆ ȬÓÅÌÅÃÔÉÏÎ ÐÏÉÎÔȭ ×ÈÉÃÈ ÉÓ ÔÈÅ 

point marking the border of a particular segment in a given word after which the word is 

the most frequent word with that segment (Gries used the British National Corpus to 

extract frequencies). The notion of selection point is closely related to the notion of 

ȬÕÎÉÑÕÅÎÅÓÓ ÐÏÉÎÔȭ ÅÌÁÂÏÒÁÔÅÄ ÂÙ -ÁÒÓÌÅÎ-Wilson and his colleagues in the context of the 

Cohort model of word recognition (Marslen-Wilson 1987; Tyler 1984). According to this 

model, as soon as the beginning of a word is heard, all the words that start with the same 

ÓÅÑÕÅÎÃÅ ÏÆ ÓÏÕÎÄÓ ÂÅÃÏÍÅ ÁÃÔÉÖÁÔÅÄ ÉÎ ÔÈÅ ÈÅÁÒÅÒȭÓ ÍÅÎÔÁÌ ÌÅØÉÃÏÎȟ ÁÎÄ ÔÈÉÓ ÓÅÔ ÏÆ 

×ÏÒÄÓ ÉÓ ÒÅÆÅÒÒÅÄ ÔÏ ÁÓ Ȭ×ÏÒÄ-ÉÎÉÔÉÁÌ ÃÏÈÏÒÔȭȢ 4ÈÅ ÐÒÏÃÅÓÓ ÏÆ ×ÏÒÄ ÒÅÃÏÇÎÉÔÉÏÎ ÁÎÄ ÔÈÅ 
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research on it will be discussed in more detail in Chapter 5. What is relevant here is that 

for any given word there is a certain point after which there are no other words which 

start with exactly the same set of sounds. The location of this point is correlated with 

ÔÈÁÔ ÏÆ ÔÈÅ ÐÓÙÃÈÏÌÉÎÇÕÉÓÔÉÃÁÌÌÙ ÒÅÌÅÖÁÎÔ ȬÒÅÃÏÇÎÉÔÉÏÎ ÐÏÉÎÔȭ ÄÅÆÉÎÅÄ ÉÎ -ÁÒÓÌÅÎ-Wilson 

(1987, p. 80) ÁÓ ȬÔÈÅ ÐÏÉÎÔ ÁÔ ×ÈÉÃÈȟ ÓÔÁÒÔÉÎÇ ÆÒÏÍ ×ÏÒÄ-onset, a word can be 

discriminated from the other members of its word-initial cÏÈÏÒÔȭȢ 'ÒÉÅÓ ÒÅÌÁÔÅÓ ÈÉÓ 

selection point to the recognition point as well, and his findings show that the source 

words of the intentional blends are split up in such a way as to facilitate their 

recognisability (that is, the first source word tends to be ÓÐÌÉÔ ÕÐ ȰÎÅÁÒÌÙ ÅØÁÃÔÌÙ ÁÔ ÔÈÅ 

ÓÅÌÅÃÔÉÏÎ ÐÏÉÎÔȱȟ ÁÎÄ ÔÈÅ ÓÅÃÏÎÄ ÓÏÕÒÃÅ ×ÏÒÄ ÉÓ ÓÐÌÉÔ ÕÐ ÏÎ ÁÖÅÒÁÇÅ ȰÈÁÌÆ Á ÐÈÏÎÅÍÅ ÔÏÏ 

ÅÁÒÌÙȱ (Gries, 2012, p. 162). In contrast, complex clippings tend to split up much earlier, 

and thus to preserve much less of their source words than would be optimal for their 

recognisability. These findings provide reliable criteria for distinguishing between 

clipping compounds and blends and can be used as basis for further study of these 

categories including other factors and methods. 

2.3. Grammatical or extragrammatical?  

The research findings overviewed in the previous section show that the amount of 

knowledge about blending, and also the systematicity of this knowledge, has increased 

dramatically in the last few decades. It is not surprising, therefore, that blends are less 

and less often considered a marginal phenomenon in word formation, or at least the 

notion of marginality in morphology has undergone a notable change in meaning. For 

example, in Dressler (2000) blends are regarded as a phenomenon of extragrammatical 

morphology (as opposed to marginal morphology), together with other 

ȬÅØÔÒÁÇÒÁÍÍÁÔÉÃÁÌ ÍÏÒÐÈÏÌÏÇÉÃÁÌ ÏÐÅÒÁÔÉÏÎÓȭ ÓÕÃÈ ÁÓ ÁÂÂÒÅÖÉÁÔÉÏÎ ÁÎÄ ÒÅÄÕÐÌÉÃÁÔÉÏÎȢ 

Classifying these types of word formation as extragrammatical does not imply putting 

them outside the scope of morphological studies, but highlights the importance of a 

ÂÅÔÔÅÒ ÕÎÄÅÒÓÔÁÎÄÉÎÇ ÏÆ ÔÈÅÍ ÁÎÄ ÔÈÅ ÑÕÁÌÉÔÁÔÉÖÅ ÄÉÆÆÅÒÅÎÃÅÓ ÂÅÔ×ÅÅÎ ÔÈÅÍ ÁÎÄ ȰÔÈÅ 

ÐÒÏÔÏÔÙÐÉÃÁÌ ÃÏÒÅÓ ÏÆ ÍÏÒÐÈÏÌÏÇÉÃÁÌ ÇÒÁÍÍÁÒȱ (2000, p. 8). 

Similar theoretical assumptions underlie the work by Mattiello (2013) which aims to 

draw a distinction between extragrammatical phenomena and the regular 

morphological grammar (2013, p. 4), and to provide systematic analysis of the 

phenomena of English word formation which the author classifies as extragrammatical, 

i.e. abbreviations, blends, reduplications, back-formations, infixations and 
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phonaesthemes. Mattiello highlights that extragrammatical phenomena should not be 

analysed in the same way and according to the same principles as regular morphological 

grammar, or Ȱmarginal morphologyȱ as defined in Dressler (2000), or Ȱexpressive 

morphologyȱ as defined in Zwicky and Pullum (1987). Mattiello thus opposes the claim 

made in Bat-El (2000) and Plag (2003) that such formations, and blends in particular  

Ȱare highly systematic in nature and should therefore not be excluded from what has 

ÂÅÅÎ ÃÁÌÌÅÄ ȬÇÒÁÍÍÁÔÉÃÁÌ ÍÏÒÐÈÏÌÏÇÙȭȱ (Plag, 2003, pp. 125ɀ126). 

A detailed classification of blends provided by Mattiello is based on three perspectives, 

as follows: 

1. Morphotactically (this term is exploited by the author), all blends are classified into 

ȬÔÏÔÁÌȭȟ ÔÈÁÔ ÉÓȟ ÔÈÏÓÅ ÉÎ ×ÈÉÃÈ ÂÏÔÈ ÔÈÅ ÓÏÕÒÃÅ ×ÏÒÄÓ ÁÒÅ ÒÅÄÕÃÅÄȟ ÁÓ ÉÎ ballute N  

ball(oon) + (parach)ute, ÁÎÄ ȬÐÁÒÔÉÁÌȭȟ ȰÉÎ ×ÈÉÃÈ ÏÎÌÙ ÏÎÅ ÓÏÕÒÃÅ ×ÏÒÄ ÉÓ ÒÅÄÕÃÅÄȱ 

(2013, p. 120), as in ÆÌÏÏÒÄÒÏÂÅ  floor + (wa)rdrobe. It has to be noted that blends in 

which both source words are preserved intact, receive no label under this 

classification. 

2. Morphonologically and graphically, Mattiello classifies blends into non-overlapping 

and overlapping, with more fine-grained subdivision of the latter into several types 

depending on type of overlap (both graphical and phonological, as in mouse×ÉÆÅ  

mouse + housewife, only phonological, as in ÃÁÒÔÕÎÅ  ÃÁÒÔÏÏÎ Ͻ ÔÕÎÅ, or only 

graphical, as in ÓÍÏÇ  ÓÍÏËÅ Ͻ ÆÏÇ) (2013, pp. 122ɀ123). 

3. Semantically, Mattiello differentiates between attributive blends, e.g. &ÒÕÉÔÏÐÉÁ  

fruit + utopia, and coordinative blends, e.g. ÃÈÅÍÁÇÉÎÁÔÉÏÎ  ÃÈÅÍÉÓÔÒÙ Ͻ ÉÍÁÇÉÎÁÔÉÏÎ. 

4ÈÅ ÆÉÒÓÔ ÔÙÐÅ ÉÎ ÏÔÈÅÒ ÃÌÁÓÓÉÆÉÃÁÔÉÏÎÓ ÉÓ ÔÅÒÍÅÄ ÁÓ ȬÓÙÎÔÁÇÍÁÔÉÃ ÏÒÉÇÉÎȭ ÂÌÅÎÄÓ (Bauer, 

2012) ÏÒ ȬÔÅÌÅÓÃÏÐÅȭ ÂÌÅÎÄÓ (Algeo, 1977). The second type is what is elsewhere 

ÒÅÆÅÒÒÅÄ ÔÏ ÁÓ Ȭparadigmatic originȭ blends (Bauer, 2012) ÏÒ ȬÐÏÒÔÍÁÎÔÅÁÕȭ ÂÌÅÎÄÓ 

(Algeo, 1977). 

On the one hand, Mattiello provides a scrupulous classification of a rich collection of 

multiform examples, and a meticulous analysis of the well-formedness of diversified 

phenomena. On the other hand, the criteria of classification used by Mattiello for blends 

and other phenomena such as clippings are not always used consistently. For example, 

ÃÌÉÐÐÉÎÇ ÃÏÍÐÏÕÎÄÓ ÁÒÅ ÁÎÁÌÙÓÅÄ ÁÓ ȬÂÁÃË-ÃÌÉÐÐÉÎÇÓȭ ÏÎÌÙ ×ÈÅÎ ÕÎÉÎÔÅÒÒÕÐÔÅÄ ÐÁÒÔ ÏÆ Á 

compound is retained, as in ÐÒÅÆÁÂ  ÐÒÅÆÁÂÒÉÃÁÔÅÄ ÓÔÒÕÃÔÕÒÅ, while formations retaining 

the initial parts of both compound constituents (e.g. ÂÉÏÐÉÃ  ÂÉÏÇÒÁÐÈÉÃÁÌ ÐÉÃÔÕÒÅ) are 

ÃÌÁÓÓÉÆÉÅÄ ÁÓ ȬÒÁÎÄÏÍ ÃÌÉÐÐÉÎÇÓȭ ÁÌÏÎÇÓÉÄÅ ×ÉÔÈ ÃÁÓÅÓ ÌÉËÅ (2.  ÈÅÒÏÉÎÅ (Mattiello, 
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2013, p. 82). At the same time, examples like ÁÇÉÔÐÒÏÐ  ÁÇÉÔÁÔÉon + propaganda (p. 113) 

are assigned to the category of blends (2013, p. 113). 

Examples of many different patterns of blends and clippings are given to support the 

view that these formations are ȬÖÁÒÉÁÂÌÅ ÁÎÄ ÍÉÎÉÍÁÌÌÙ ÐÒÅÄÉÃÔÁÂÌÅȭ (2013, p. 96). It has 

ÔÏ ÂÅ ÎÏÔÅÄȟ ÔÈÏÕÇÈȟ ÔÈÁÔ ÅÁÃÈ ÏÆ ÔÈÅ ȬÒÅÇÕÌÁÒÉÔÉÅÓȭ ÏÆ ÂÌÅÎÄÓ ÉÓ ÁÎÁÌÙÓÅÄ ÉÎ ÉÓÏÌÁÔÉÏÎȟ ÁÎÄ 

the possibility of interaction of different constraints is not considered (cf., for example, 

the violation of the length constraint in ÐÓÙÃÈÅÄÅÌÉÃÁÔÅÓÓÅÎ  ÐÓÙÃÈÅÄÅÌÉÃ Ͻ ÄÅÌÉÃÁÔÅÓÓÅÎ, 

which may be the result of high degree of preservation of the material from both the 

source words). 

One of the key claims made by Mattiello is to oppose such scholars as Bat-El (2000) and 

Plag (2003) who admit a considerable degree of predictability of clippings, blends and 

related ÐÈÅÎÏÍÅÎÁȢ 4Ï ÓÕÐÐÏÒÔ ÔÈÅ ÁÒÇÕÍÅÎÔ ÔÈÁÔ ÓÕÃÈ ÆÏÒÍÁÔÉÏÎÓ ȬÁÒÅ 

ÅØÔÒÁÇÒÁÍÍÁÔÉÃÁÌ ÉÎ ÎÁÔÕÒÅȟ ÁÎÄ ÒÅÇÕÌÁÔÅÄȟ ÁÔ ÍÏÓÔȟ ÂÙ ÁÎÁÌÏÇÉÃÁÌ ÐÒÏÃÅÓÓÅÓȭ (Mattiello, 

2013, p. 253) a lot of counterexamples to generalisations made in Bat-El (2000) are 

offered. It is concluded that the output of all extragrammatical operations is 

unpredictable or only partially predictable. However, if the prototypicality and 

probability of the observed patterns is included in the analysis, as, for example, in Bod et 

al. (2003), it is possible to develop an approach which stretches the boundaries of the 

ȬÒÅÇÕÌÁÒȭ ÍÏÒÐÈÏÌÏÇÙ ÁÎÄ ÉÎÃÌÕÄÅÓ ÂÏÔÈ ȬÒÅÇÕÌÁÒȭ ÐÈÅÎÏÍÅÎÁ ÁÎÄ ÔÈÏÓÅ ×ÈÉÃÈ ÁÒÅ 

treaded by Mattiello as extragrammatical in a unified picture. A number of studies that 

provide successful attempts to predict the output of extragrammatical formations using 

prosodic and morphophonological characteristics are not taken into consideration by 

Mattiello, although the results reported there can show that the distinction between 

ȬÇÒÁÍÍÁÔÉÃÁÌȭ ÁÎÄ ȬÅØÔÒÁÇÒÁÍÍÁÔÉÃÁÌȭ ÍÁÙ ÎÏÔ ÂÅ Á ÃÁÔÅÇÏÒÉÃÁÌ ÏÎÅȢ Rather, if the 

regularity of blend formation is analysed in terms of tendencies, which are realised with 

greater or lesser frequency (as was shown, for example in Gries (2012), Arndt-Lappe 

and Plag (2013), and other studies discussed in section 2.2), it is possible to describe 

them in terms of regular morphological constraints. What is not clear to date is the 

status of blends in morphological taxonomy, which is envisaged in the following section. 

2.4. The position of blends among the neighbouring mo rphological 

categories 

As it proves impractical to define and describe blends in terms of categorical 

distinctions, another approach is to work out certain criteria of their well -formedness. 
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A prototypical approach to classification of word formation categories involving some 

degree of shortening (including blends) is suggested by López Rúa (2002, 2004a, 

2004b). The main purpose of the research reported in (2002, 2004a) is the analysis of 

acronyms and alphabetisms, and blends as well as clippings are included in the scope of 

the work as neighbouring categories to initialisms (2002, p. 33). It is necessary to add 

that the understanding of what needs to be included in the category of blends, as 

expressed by López Rúa, does not agree with most classifications (see the description of 

prototypical and peripheral blends below). Nevertheless, the approach itself can provide 

a lot of insights, as it differs radically from classical approach to building taxonomies, as 

can be seen from the following (2002, p. 34): 

I suggest that a comprehensive view of the categories under study can be 

achieved by resorting to the radial polycentric model of categorial description: 

while respecting the particularities of all the categories involved, this structure 

efficiently represents the smooth transitions from the centres to the peripheries 

of those categories, and provides a unifying link which subsumes them as 

instantiations of the superordinate category of shortenings. 

López Rúa analysed a corpus of 9,600 items (among them 7,848 initialisms, 1,100 

abbreviations, 195 clippings, and 457 blends) according to a number of parameters 

(2002, p. 35): 

1. number of source forms (one or moreɊ ÁÎÄ ÔÙÐÅ ÏÆ ȬÔÈÅ ÍÏÒÐÈÏÓÙÎÔÁÃÔÉÃ ÕÎÉÔȭ 

which is shortened (word or phrase); 

2. pronunciation of the resulting form (pronounced as a word or letter by letter); 

3. orthography (small letters, capitals, or a combination of both); 

4. degree of shortening: from maximum (one or two initials replacing one source 

word, as in laser), to medium or minimum, in which the resulting forms retain 

splinters (brunch) or even complete words (e.g. bank in Eximbank N  Export 

Import Bank) of the source; 

5. degree of phonic integration of the constituents: high (sound  intersection or 

overlap, as in motel), medium (the adjacent sounds from the parts of the sources 

are joined to form a syllable, as in brunch, or a ȰÐÒÏÎÏÕÎÃÅÁÂÌÅ sequenceȱȟ ÁÓ ÉÎ 
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radar), or low (ÅÁÃÈ ÏÒÉÇÉÎÁÌ ÃÏÎÓÔÉÔÕÅÎÔ ÐÒÏÖÉÄÅÓ ȰÁÎ ÉÎÄÅÐÅÎÄÅÎÔ ÓÙÌÌÁÂÌÅȱȟ ÁÓ ÉÎ 

Nabisco N  National Biscuit Company); 

6. mode of expression (speaking and writing, or only writing). 

On applying these parameters to the items in the corpus, López Rúa then outlines the 

prototypical characteristics of the categories under consideration. Blends are described 

(2002, p. 41) as typically formed of two words, written in small letters, read as a word, 

and used both in oral and in written speech. Prototypical blends are characterised by 

medium degree of shortening, and high to medium degree of phonic integration 

(meaning that they may or may not have phonological overlap). Using the same 

characteristics, López Rúa names less prototypical, or peripheral cases of blends (2002, 

p. 46): 

ï the borderline cases between acronyms and blends, e.g. Codesh: ̀ COnvention for a 

DEmocratic SoutH Africa', Cospar/COSPAR: `COmmittee on SPAce Research'; 

ï blends retaining complete words or combining forms as constituents, 

e.g. robomb N  robo(t) + bomb, minex N  mine (warfare) ex(ercise), slanguage N  

slang + language; these cases are ÃÏÎÓÉÄÅÒÅÄ ÔÏ ȰÌÉÅ ÃÌÏÓÅÒ ÔÏ ÐÒÏÐÅÒ ÃÏÍÐÏÕÎÄÓȱȠ 

ï letter compounds (also called 'semi-abbreviations'), e.g. e-mail (e: ̀ electronic'), 

PT boat (PT: `Patrol Torpedo'); 

ï ÃÌÉÐÐÅÄ ÃÏÍÐÏÕÎÄÓȟ ÉÎ ×ÈÉÃÈ ÔÈÅ ÃÏÎÓÔÉÔÕÅÎÔÓ ÁÒÅ ȰÉÎÉÔÉÁÌ ÓÐÌÉÎÔÅÒÓ ÊÏÉÎÅÄ ×ÉÔÈ Á 

ÌÏ× ÄÅÇÒÅÅ ÏÆ ÐÈÏÎÉÃ ÉÎÔÅÇÒÁÔÉÏÎȱȟ ÅȟÇȟ Alcan N  Al(aska) + Can(ada) 

ï clitics (didn't, I'll)  which ȰÃÏÕÌÄ ÁÌÓÏ ÂÅ ÒÅÇÁÒÄÅÄ ÁÓ Á ÖÅÒÙ ÍÁÒÇÉÎÁÌ ÔÙÐÅ ÏÆ ÂÌÅÎÄÓ 

with some features ÏÆ ÃÌÉÐÐÉÎÇÓȱȢ 

Still less prototypical cases than ones named above are regarded as hybrids: acronyms-

alphabetisms-blends, abbreviations-blends, or clippings-blends (terms used by López 

Rúa). 

The results of the analysis are presented in the form of radial polycentric model (2002, 

p. 55), in which the five categories under consideration (clippings, blends, abbreviations, 

alphabetisms and acronyms) are represented as apexes of a pentagon, with bilateral 

connections between all categories with areas of borderline and hybrid cases marking 

each of them. 
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The question that arises with regard to this classification is why the categories under 

consideration are to be unified in one categorial continuum. In (López Rúa, 2004a, p. 

123) an explanation for such approach is that Ȱbasically, they are all instances of 

complex shorteningȱ. 

Thus, López Rúa (2004a, p. 124) ÒÅÇÁÒÄÓ ÓÈÏÒÔÅÎÉÎÇ ÁÓ ȰÁ ÓÕÐÅÒÏÒÄÉÎÁÔÅ ×ÏÒÄ-formation 

device, typically consisting in ÔÈÅ ÒÅÄÕÃÔÉÏÎ ÏÆ ÏÌÄ ÂÁÓÅÓ ɉÏÎÅ ÏÒ ÍÏÒÅɊȱȢ The researcher 

distinguishes between simple and complex shortening, simple shortening involving 

ȰÅØÃÌÕÓÉÖÅÌÙ ÇÒÁÐÈÉÃȱȟ ÁÎÄ ÃÏÍÐÌÅØ ÓÈÏÒÔÅÎÉÎÇ ÉÎÖÏÌÖÉÎÇ ÂÏÔÈ ÇÒÁÐÈÉÃ ÁÎÄ ÐÈÏÎÉÃ 

reductions. Thus, simple and compound abbreviations are regarded as simple 

shortenings, and complex shortenings is said to include clippings, blends and initialisms 

(the latter categories involving different degrees of reduction). 

A closer look at blends and their relations to the neighbouring categories is taken in 

(López Rúa, 2004b), where not only shortenings of various kinds are considered, but 

also complex lexemes that are formed from more than one source word/root/bound 

morph without shorteniÎÇȟ ÉȢÅȢ ÃÏÍÐÏÕÎÄÓȢ 4ÈÅ ÁÕÔÈÏÒ Ȱintended to establish a gradual 

progression which could connect all the categories in a uniform and consistent way, 

while providing a coherent account of troublesome irregularities (peripheral cases and 

hybrids) commonly left asideȱ (2004b, p. 76). The 'categorial continuum' is, thus, built as 

follows, taking into consideration the six parameters stated above and placing different 

kinds of complex lexemes on one line from full presence of all the constituents of a 

complex lexeme to the lowest degree of their presence (2004b, pp. 74ɀ76). 

1. compounds; 

2. neo-classical compounds; 

3. blends where the source words overlap and are retained in their entirety; 

4. ÂÌÅÎÄÓ ÔÈÁÔ ÃÏÎÓÉÓÔ ÏÆ ȰÃÌÕÓÔÅÒÉÎÇÓȟ ÕÎÉÏÎÓ ÏÒ ÉÎÔÅÒÓÅÃÔÉÏÎÓ ÏÆ ÓÐÌÉÎÔers and stems 

ÏÒ ÃÏÍÂÉÎÉÎÇ ÆÏÒÍÓȱ (2004b, p. 74); 

5. ȰÉÔÅÍÓ ÏÎÌÙ ÃÏÍÐÏÓÅÄ ÏÆ Óplinters, thus involving a higher degree of shortening 

ÔÈÁÎ ÔÈÅ ÐÒÅÖÉÏÕÓ ÇÒÏÕÐ ÁÎÄ ÁÌÓÏ ÄÉÆÆÅÒÅÎÔ ÄÅÇÒÅÅÓ ÏÆ ÐÈÏÎÉÃ ÉÎÔÅÇÒÁÔÉÏÎȱ (2004b, 

p. 74); 

6. 'letter compounds' (2004b, p. 74); 

7. peripheral acronyms. 
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This continuum can then be logically finished by acronyms and abbreviations. A similar 

conclusion is drawn in Bauer (1998), on the basis of a study of neoclassical compounds. 

In particular, Bauer (1998, p. 414) considers blends and clipping compounds as 

ȬÉÎÔÅÒÍÅÄÉÁÔÅ ÓÔÁÇÅÓȭ ÂÅÔ×ÅÅÎ ÃÏÍÐÏÕÎÄÓ ÁÎÄ ÁÂÂÒÅÖÉÁÔÉÏÎÓ ÉÎ ÔÅÒÍÓ ÏÆ ÔÈÅ ÄÅÇÒÅÅ ÏÆ 

shortening involved in their formation. 

In the categorial continuum described by López Rúa, all lexemes which include parts of 

other lexemes in this or that form are called blends, and clipped compounds are treated 

as a marginal subcategory of blends. The placement of certain examples in the 

continuum is unclear: many examples listed as blends can be classified as acronyms or 

clipped compounds, even using the same six parameters but with slightly different 

interpretation. If it is only a matter of terminological difference, the exact term may not 

be important as long as the researcher provides definitions. But there may be semantic, 

functional and/or processual differences between blends, clipped compounds and 

acronyms, and if there are such, they will help to draw the borderlines (though they may 

be fuzzy as well) between these lexeme classes. López Rúa (2004b, p. 67) admits that 

there may be other criteria for analysis that were not considered in her study, to be 

ÐÒÅÃÉÓÅȟ Ȱtwo other characteristics may be of help in the organization of blends, namely 

word-stress ÁÎÄ ×ÈÁÔ -ÁÒÃÈÁÎÄ ɉρωφωɊ ÃÁÌÌÓ ȬÔÈÅ ÐÓÙÃÈÏÌÏÇÉÃÁÌ ÕÎÉÔÙȭ ÏÆ ÔÈÅ 

combination, that is, the degree of semantic integration ÏÆ ÔÈÅ ÃÏÎÓÔÉÔÕÅÎÔÓȱ [my italics ɀ 

NB]. To this one can add that not only word stress, but a number of phonological 

characteristics should be taken into consideration. 

In Fradin (2000) blending is analysed together with other unorthodox word-formation 

ÐÒÏÃÅÓÓÅÓ ȰÆÏÒ ×ÈÉÃÈ ÉÔ ÉÓ ÄÉÆÆÉÃÕÌÔ ÔÏ ËÎÏ×ȟ ÁÔ ÆÉÒÓÔ ÇÌÁÎÃÅȟ ×ÈÅther they belong to 

ÍÏÒÐÈÏÌÏÇÙ ÐÒÏÐÅÒȱ (2000, p. 11), i.e. word formation using various kinds of combining 

ÆÏÒÍÓȢ &ÒÁÄÉÎȭÓ ÃÌÁÓÓÉÆÉÃÁÔÉÏÎ ÏÆ ÃÏÍÂÉÎÉÎÇ ÆÏÒÍÓ ÉÓ Á ÄÅÖÅÌÏÐÍÅÎÔ ÏÆ ÔÈÅ ÏÎÅ ÂÙ 7ÁÒÒÅÎ 

(1990, p. 116) which includes the following groups: 

1. Allomorphs of model words, e.g. astro- from Lat. astrum; -drome from Gk. dromos 

- these forms are often called neo-classical and can occupy either initial or final 

position in the word (as stated in Bauer (1983), often the same combining forms 

can be used in different positions). 

2. Truncated forms of model words, e.g. cyber- from cybernetics, -(a)holic from 

alcoholic ɀ these forms can also be both initial and final. 
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3. Parts of model words, which happen to be established morpheme-forms, 

e.g. -gate from Watergate ɀ these forms are initially parts of blends, only final 

parts tend to become morpheme-forms. 

The combining forms described by Warren may be formed in two different ways: 

1. Phonetic modification of an existing morpheme: 1) minor modification, as in case 

of neo-classical combining forms, or in case of adding a linking vowel; 2) clipping. 

2. 3ÅÃÒÅÔÉÏÎȟ ×ÈÉÃÈ Ȱis not simply an abbreviation process but is seen as a process 

which makes it pÏÓÓÉÂÌÅ ÔÏ ÃÒÅÁÔÅ ÎÅ× ÍÏÒÐÈÅÍÅÓȱ (B. Warren, 1990, p. 125), i.e. 

involves not only shortening of the form, but also discarding part of the meaning 

or creating new meanings. 

A certain regularity reported by Warren, as later observed in Fradin (2000, p. 20), is that 

first elements of complex formations such as ecosocialism, Eurofighter are abbreviated 

forms, while second elements in spendaholic  and bikeathon  are secreted forms. 

Fradin reconsidered this classification on analysing a corpus of French and English 

examples with a focus on their semantics and also taking into consideration their 

phonological properties. The heading of the combining forms is classified in Fradin 

(2000, p. 53) into four types: 

1. Learned word formation, that is, the formation of new learned forms using bound 

morphs or affixes of heterolexical origin (e.g. bathyscaphe, hydrure); Fradin calls 

ÔÈÅÍ ȬÃÌÁÓÓÉÃÁÌ ÃÏÍÂÉÎÉÎÇ ÆÏÒÍÓȭȟ ÁÎÄ ÔÈÅ ÆÏÒÍÁÔÉÖÅÓ ÕÓÉÎÇ ÂÏÕÎÄ ÒÏÏÔÓ ÏÆ ÔÈÉÓ 

ËÉÎÄ ÁÒÅ ÏÆÔÅÎ ÒÅÆÅÒÒÅÄ ÔÏ ÁÓ ȬÎÅÏ-ÃÌÁÓÓÉÃÁÌ ÃÏÍÐÏÕÎÄÓȭ ɉÅȢÇȢ hydrophobe). 

2. Blending, in which the ÆÏÒÍÁÔÉÖÅÓ ȰÁÒÅ ÁÂÂÒÅÖÉÁÔÅÄ ÌÅØÅÍÅÓ ×ÈÏÓÅ ÍÅÁÎÉÎÇ 

ÃÏÍÂÉÎÅ ÉÎ ÔÈÅ ÓÁÍÅ ×ÁÙ ÁÓ ÉÎ ÃÏÍÐÏÕÎÄÉÎÇȱ ɉÅȢÇȢ camcorder, motel). 

3. Secreted affixing, which is a combination of a lexeme or an abbreviated lexeme 

×ÉÔÈ Á ȬÓÅÃÒÅÔÅÄ ÁÆÆÉØȭȟ ÉȢÅȢ Á ÐÁÒÔ ÏÆ Á ÌÅØÅÍÅ ÔÈÁÔ Èas undergone secretion (e.g. 

workaholic, Irangate, vodkatini). 

4. Concealed compounding, that is, formation of a new lexeme out of an abbreviated 

form of a model lexeme (also called fracto-morpheme) and another lexeme in full 

or abbreviated form (e.g. éducatique, télévente, freeware, shareware). 
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Judging only by the formal representation, it is difficult or even impossible to distinguish 

between lexemes in groups 2-4, all of them being referred to as blends in various 

sources. The core difference, according to Fradin (2000, p. 46), lies in the semantics, and 

is based on the nature of the process that the part of the lexeme undergoes on one of the 

stages of word formation. The processes are: 1) abbreviation, which is understood as 

ȰÓÈÏÒÔÅÎÉÎÇ ÐÈÏÎÏÌÏÇÉÃÁÌ ÒÅÐÒÅÓÅÎÔÁÔÉÏÎ ÏÆ Á ÌÅØÅÍÅȱȟ ÂÕÔ ÐÒÅÓÅÒÖing the meaning of it; 

2) semantic selection ɀ ȰÓÈÏÒÔÅÎÉÎÇ ÏÒ ÓÏÒÔÉÎÇ ÏÕÔ ÓÅÍÁÎÔÉÃ ÒÅÐÒÅÓÅÎÔÁÔÉÏÎ ÏÆ Á ÌÅØÅÍÅȱȠ 

and 3) abstraction ɀ ȰÁÂÓÔÒÁÃÔÉÎÇ ÏÖÅÒ Á ÐÒÅÄÉÃÁÔÅ ÉÎÓÉÄÅ ÔÈÅ ÓÅÍÁÎÔÉÃ ÒÅÐÒÅÓÅÎÔÁÔÉÏÎ ÏÆ 

Á ÌÅØÅÍÅȱ (2000, p. 53). It is stated that only if the semantic component of the source 

lexemes is preserved in the new form, this new form deserves to be called a blend, 

otherwise it is a different extragrammatical process. In diachronic perspective this 

agrees with the observation that the constituents of blends may eventually become 

combining forms (cf. Lehrer (1996), see also Chapter 5), but the semantic processes that 

must take place in order to transform one kind of extragrammatical formation (in the 

terminology used by Fradin) to another, can be very hard to track down. In addition to 

ÔÈÉÓȟ &ÒÁÄÉÎȭÓ ÃÌÁÓÓÉÆÉÃÁÔÉÏÎ ÉÍÐÌÉÅÓ ÔÈÁÔ ÉÎ ÔÅÒÍÓ ÏÆ ÓÅÍÁÎÔÉÃ ÒÅÌÁÔÉÏÎÓ ÂÅÔ×ÅÅÎ 

constituents all kinds of word formation considered, except learned affixation, are 

similar to compounding, but this may not always be so. 

The idea of marginality of lexical blending is maintained in Brdar-Szabó and Brdar 

(2008), presented in the light of contemporary cognitive linguistic studies. Following 

Kemmer (2003), Brdar-Szabó and Brdar recognize lexical blending as an instance of 

conceptual integraÔÉÏÎȟ ȰÊÕÓÔ ÏÎÅ ÏÆ ÔÈÅ ÍÁÎÙ ×ÁÙÓ ÉÎ ×ÈÉÃÈ ÃÏÎÃÅÐÔÕÁÌ ÉÎÔÅÇÒÁÔÉÏÎ ÏÒ 

ÂÌÅÎÄÉÎÇ ÍÁÙ ÍÁÎÉÆÅÓÔ ÉÔÓÅÌÆȱ (2008, p. 172). The central question of their  study is why, 

notwithstanding the fact that conceptual integration is claimed to be one of the central 

ÃÏÇÎÉÔÉÖÅ ÐÒÏÃÅÓÓÅÓȟ ÌÅØÉÃÁÌ ÂÌÅÎÄÉÎÇ ÓÈÏÕÌÄ ÂÅ ÍÁÒÇÉÎÁÌ ÁÎÄ ÅÖÅÎ ȰÁÌÍÏÓÔ ÎÏÎ-existent 

ÁÓ Á ×ÏÒÄ ÆÏÒÍÁÔÉÏÎ ÐÒÏÃÅÓÓ ÉÎ ÃÅÒÔÁÉÎ ÌÁÎÇÕÁÇÅÓȱȢ )Î ÏÒÄÅÒ ÔÏ ÁÎswer this question, they 

study phonological and structural properties of blends and neighbouring categories 

(compounds and clippings) in a cross-linguistic perspective, on the material of English, 

German, Hungaran and Croatian. 

As many other linguists, Brdar-Szabó and Brdar (2008, p. 175) confirm that the study of 

the blending is impossible without taking into consideration other methods of word 

ÆÏÒÍÁÔÉÏÎȟ ÓÕÃÈ ÁÓ ÃÌÉÐÐÉÎÇ ÁÎÄ ÃÏÍÐÏÕÎÄÉÎÇȟ ÂÅÃÁÕÓÅ Ȱ×Å ÁÒÅ ÉÎ ÆÁÃÔ ÄÅÁÌÉÎÇ ×ÉÔÈ Á 
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cluster of phenomena exhibiting family resemblaÎÃÅȱȢ 3ÅÍÁÎÔÉÃ ÁÎÄ ÐÈÏÎÏÌÏÇÉÃÁÌ 

criteria are used to build the classification (2008, p. 175), which includes: 

1. The core items that should be treated as the most prototypical blends (though the 

ÔÅÒÍ ȬÐÒÏÔÏÔÙÐÉÃÁÌȭ ÉÓ ÎÏÔ ÕÓÅÄɊȢ 4ÈÅÙ ÁÒÅ ÔÈÅ ÌÅØÅÍÅÓ ÆÏÒÍÅÄ ÓÏ ÔÈÁÔ ȰÔÈÅ ÉÎÐÕÔ 

words are shortened in their seam, i.e. the end of the left-hand item and the initial 

segment of the right-ÈÁÎÄ ÉÔÅÍȟ ÏÒȾÁÎÄ ÔÈÅÙ ÓÈÁÒÅ Á ÐÈÏÎÏÌÏÇÉÃÁÌ ÓÅÇÍÅÎÔȱȟ ÁÎÄ 

ÓÅÍÁÎÔÉÃÁÌÌÙ ȰÔÈÅÙ ÁÒÅ ÃÏ-ÈÙÐÏÎÙÍÓ ÏÆ ÓÏÍÅ ÔÈÉÒÄ ÉÔÅÍȱȟ ÅȢÇȢ goabex N  goat + 

ibex, magalog N  magazine + catalog, prosumer N producer + consumer. 

2. Determinative compound-like blends, the input words of which fail to qualify as 

co-hyponyms, e.g. spam N  spiced + ham, warphan N  war + orphan. 

3. Clipping compounds, the elements of which are in a determinative relationship 

and the resultant formations do not exhibit phonological overlap. 

The items in the first category are described as typical blends because ȰÔÈÅÙ ÏÆÔÅÎ 

exhibit diagrammatic iconicity in the sense that semantic overlap tends to be 

accompanied ÂÙ ÐÈÏÎÏÌÏÇÉÃÁÌ ÏÖÅÒÌÁÐȱ (2008, p. 175). 

It should be noted that this classification is presented as a suggestion rather than a 

formal taxonomy, and both the criteria could be questioned. Firstly, the semantic 

relations between the input words cannot always be defined unmistakably. Secondly, 

the criteri on of having/not having a phonological overlap may not be sufficient in itself. 

It is not known whether the factors of semantic closeness and phonological resemblance 

are really connected, and if they are, whether the process of blending is really governed 

by semantic closeness or is it more determined by phonological likeness. 

According to Brdar-Szabó and Brdar (2008), compounding and clipping are not only 

neighbouring word formation phenomena to blends, but also prerequisites for the  

productivity/marginality  of blending. In other words, the degree of productivity of 

compounding and clipping in a certain language determines the status of blending in the 

word formation of this language. The authors claim that the productivity of the three 

word formation processes under consideration is closely connected, and illustrate this 

argument by the example of four European languages as follows (2008, pp. 190ɀ191): 

Ȱ#ÒÏÁÔÉÁÎ ÅØÈÉÂÉÔÓ ÖÅÒÙ ÌÉÔÔÌÅ ÃÏÍÐÏÕÎÄÉÎÇ ÁÎÄ ÏÎÌÙ ÐÅÃÕÌÉÁÒ ÔÙÐÅÓ ÏÆ ÃÌÉÐÐÉÎÇ ÁÎÄ ÁÌÓÏ 

has very few blends. English seems to be on the other pole of the productivity 
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continuum on all three counts. [...] German and Hungarian pattern somewhere in the 

ÍÉÄÄÌÅȱȢ 4ÈÅ ÆÉÎÄÉÎÇÓ ÏÆ "ÒÄÁÒ-Szabó and Brdar lead to further questions to be dealt 

with in morphological research. Needless to say, it is important to find out if the patterns 

outlined in their study work in other languages. However, the comparative study of this 

kind is beyond the scope of the present research. Focussing particularly on English, one 

might need to reconsider the interconnections between phonological and semantic 

relations of the source words in blends and other related categories. 

A view of blends in a broader range of related categories is taken in Fandrych (2004, 

2008b). The study focusses on non-morphematic word-ÆÏÒÍÁÔÉÏÎ ÄÅÆÉÎÅÄ ÁÓ ȰÁÎÙ word-

formation process that is not morpheme -based ɍȣɎȟ ÔÈÁÔ ÉÓȟ ×ÈÉÃÈ ÕÓÅÓ ÁÔ ÌÅÁÓÔ ÏÎÅ 

element which is not a morpheme; this element can be a splinter, a phonæstheme, part 

of a syllable, an initial letter, a number ÏÒ Á ÌÅÔÔÅÒ ÕÓÅÄ ÁÓ Á ÓÙÍÂÏÌȱ (Fandrych, 2004, p. 

18, emphasis in the original). Thus, non-morphematic word formation includes: 1) 

shortenings: acronyms, blends and clippings; 2) onomatopoeia. Fandrych considers it 

unsuitable to analyse the three word formation categories as sub-categories of each 

other, supporting this point of view by the observation that each word formation  

category involves different ȰÓÕÂÍÏÒÐÈÅÍÉÃ ÃÏÎÃÅÐÔÓȱȡ initials form acronyms, (bound) 

splinters form blends, and Ȭfree splintersȭ ɉÔÈÅ ÔÅÒÍ ÕÓÅÄ ÂÙ &ÁÎÄÒÙÃÈ ÉÎ ÁÎÁÌÏÇÙ ÔÏ ȬÆÒÅÅ 

ÍÏÒÐÈÅÍÅÓȭɊ form clippings (2008b, p. 117). One of the key differences between blends 

and clippings, according to Fandrych, is that the former contain bound splinters, while 

ÔÈÅ ÌÁÔÔÅÒ ÁÒÅ ÆÏÒÍÅÄ ÂÙ ȬÆÒÅÅ ÓÐÌÉÎÔÅÒÓȭȟ ÅȢÇȢ ÔÈÅ ÃÌÉÐÐÉÎÇ blog, which is not equal to any of 

the original morphemes of weblog, ÉÓ ÃÌÁÓÓÉÆÉÅÄ ÁÓ Á ȬÆÒÅÅ ÓÐÌÉÎÔÅÒȭ ×ÈÉÃÈȟ ÅÖÅÎÔÕÁÌÌÙȟ 

acquires a status of a free morpheme. Although no clear criteria of distinguishing 

between free and bound splinters are suggested in Fandrych (2004, 2008), the 

distinction itself is important for th e present research, as one of the criteria of data 

sampling to be elaborated. 

Studying blends in the surrounding of the neighbouring morphological categories may 

be more fruitful than focusing on a category built in the limits drawn according to a set 

of arbitrary criteria, but it implies its own hidden dangers. That is, the choice of criteria 

used to define typicality / marginality  of data, has to be chosen on certain grounds, 

which can be very different in different studies. An example of the analysis of blends 

relying on a set of criteria which are essentially different from those mentioned above is 
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Renner (2006). The following ÓÅÔ ÏÆ ȰÙÅÓȾÎÏȱ ÃÒÉÔÅÒÉÁ is used for defining the typicality of 

blends: 

ï double truncation 

ï internal truncation  

ï interpenetration (the term used by Renner for overlap) 

ï coordination (2006, p. 134) 

Including coordination as a criterion of typicality is in accordance with the overall scope 

ÏÆ 2ÅÎÎÅÒȭÓ ÒÅÓÅÁÒÃÈ ×ÈÉÃÈ ÁÉÍÓ ÔÏ ÁÎÁÌÙÓÅ ÃÏÏÒÄÉÎÁÔÉÖÅ ÒÅÌÁÔÉÏÎÓ ÉÎ ÄÉÆÆÅÒÅÎÔ ËÉÎÄÓ ÏÆ 

complex lexemes in English and covers blends as only one type of such lexemes (Renner 

includes clipping compounds in this category). Renner (2006, pp. 158ɀ159) subdivides 

the coordinative relations between the source words into the following types: 

ï hybrid relations: 58% (e.g. ballute, beefalo, broccoflower, liger, dramedy, 

infotainment, Spanglish, zebrass); 

ï additional relations: 24% (agitprop, Benelux, kidult, Eurasia, stagflation, tankini, 

twinight, pro-am); 

ï polyvalent relations: 11% (cafetorium, codec, droodle, elevon, modem, ob-gyn, 

Spork, transceiver, voltammeter); 

ï tautological relations: 3.5% (doohickey, hokum, ruckus, wuss); 

ï other: 3.5% 

The relations between blend constituents distinguished by Renner intersect with the 

ones distinguished in (Wälchli, 2005) for compounds, but it should be kept in mind that 

ÁÌÌ ÔÈÅ ÏÂÓÅÒÖÁÔÉÏÎÓ ÍÁÄÅ ÂÙ 2ÅÎÎÅÒ ÃÁÎ ÂÅ ÒÅÆÅÒÒÅÄ ÔÏ ȰÃÏÏÒÄÉÎÁÔÉÖÅ ÂÌÅÎÄÓȱ ÏÎÌÙȢ 

-ÁËÉÎÇ ÔÈÅ ÃÒÉÔÅÒÉÏÎ ÏÆ  ÏÎÅ ÏÆ ÔÈÅ ÄÅÆÉÎÉÎÇ ÏÎÅÓ ÆÏÒ ȰÐÒÏÐÅÒȱ ÂÌÅÎÄÓ ×ÏÕÌÄ ÁÌÌÏ× ÔÏ ÒÅÆÅÒ 

to them as to some kind of coordinative complex lexemes alongside with coordinative 

compounds as opposed to subordinative (determinative) compounds (see (Bauer, 2009) 

and Scalise and Bisetto (2009) for a detailed classification of compounds). 

The criteria of typicality of blends listed by Renner are different from ones selected by, 

for example, López Rúa. This illustrates that even though the prototypical approach has 

advantages over the categorical, it can nevertheless be biased by arbitraril y selected 

criteria , especially if the category in question is as fuzzy and formally diverse as blends. 
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2.5. Gaps and beacons 

Summing up what the literature reveals concerning the structure and formation of 

blends, the nature of the phenomenon still remain questionable, as well as the outlines 

of the category itself. Perhaps the best-researched aspect of blends is their  structural 

properties, which go hand-in-hand wi th general phonological world building laws and 

which are to a certain extent predictable for any given pair of words that can potentially 

form a blend. These properties are summarised in Bauer (2012, pp. 14ɀ17) as a set of 

constraints on form, which are, nevertheless, violated by some existing blends (all 

examples and counterexamples below are given by Bauer, unless specified otherwise): 

1. Ȱ)Î Á ÂÌÅÎÄ ab from words ag and db, the number of syllables in ab Ѕ ÔÈÅ ÎÕÍÂÅÒ 

of syllables in the longer of ag and dbȱȟ ÅȢÇȢ beef(Ø)(buff)alo (=db), 

ball(oon)(parach)ute (<db). But: baro(que)(ro)coco (= db + 1) 

2. Ȱ)Î Á ÂÌÅÎÄ ab from words ag and db, where ab is not a monosyllable, a and b are 

ÅÁÃÈ ÁÔ ÌÅÁÓÔ ÏÎÅ ÓÙÌÌÁÂÌÅ ÌÏÎÇȱȟ ÅȢÇȢ dies(el)(alc)ohol. But: ch(annel)(t)unnel. 

3. Ȱ4ÈÅ ÓÔÒÅÓÓÅÄ ÓÙÌÌÁÂÌÅ ÆÒÏÍ ÁÔ ÌÅÁÓÔ ÏÎÅ ÏÆ ÔÈÅ Ô×Ï ÅÌÅÍÅÎÔÓ ×ÉÌÌ ÂÅ ÒÅÔÁÉÎÅÄ ÉÎ 

the blend. Both may be. There is a preference for the stress pattern of the 

ÒÉÇÈÔÈÁÎÄ ×ÏÒÄ ÔÏ ÂÅ ÒÅÔÁÉÎÅÄȱȟ ÅȢÇȢ posi(tively)(abso)lu tely, vodka(Ø)(mar)ti ni, 

Ox(ford)(Cam)bridge, alpha(betic)(nu)meric. But: ball(oon)(parach)ute. 

4. ȰIn a blend ab from words ag and db, g and d ÁÒÅ ÎÏÔ ÎÕÌÌ ÅÌÅÍÅÎÔÓȱ, e.g. 

edu(cation)(enter)tainment, tig(er)(li)on. But: key(Ø)(con)tainer (g is null), 

jazz(Ø)(ex)ercise, identi(ty)(Ø)kit (d is null).  

5. Ȱ)Î Á ÂÌÅÎÄ ab from words ag and db, where a ends in a consonant and b begins 

ÉÎ Á ÃÏÎÓÏÎÁÎÔȟ ÔÈÅ ÓÅÃÏÎÄ ÃÏÎÓÏÎÁÎÔ ×ÉÌÌ ÂÅ ÌÅÓÓ ÓÏÎÏÒÁÎÔ ÔÈÁÎ ÔÈÅ ÆÉÒÓÔȱȟ ÅȢÇȢ 

ÓÌÁŁɉzɊɉÌÁÎɊÇÕÁÇÅȢ But: West(ern)(Aust)ralia  

6. Ȱ4ÈÅ ÂÌÅÎÄ ab ÍÕÓÔ ÍÅÅÔ ÁÌÌ ÒÅÌÅÖÁÎÔ ÐÈÏÎÏÔÁÃÔÉÃ ÒÅÑÕÉÒÅÍÅÎÔÓȱȟ ÅȢÇȢ ɉÆÒÏÍ 

(Kubozono, 1990)) Smoke + drink cannot give /*sm ŁËȾ 

7. Ȱ)Î Á ÂÌÅÎÄ ab from words ag and db, where ab is a monosyllable, a is a syllable 

onset and b ÉÓ Á ÓÙÌÌÁÂÌÅ ÒÈÙÍÅȱȟ ÅȢÇȢ br(eakfast)(l)unch, sm(oke)(f)og, 

d(ove)(h)awk. But: sh(irt)(d)ress (this counterexample is from my collection of 

blends ɀ NB). 
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8. Ȱ)Î Á ÂÌÅÎÄ agb from words ag and gb, where g is a phoneme/letter or 

phoneme/letter string in common between the two base words, this overlap 

ÄÅÆÉÎÅÓ ÔÈÅ ÃÒÏÓÓÏÖÅÒ ÐÏÉÎÔȱȟ ÅȢÇȢ Chicago(go)rilla, gu(ess)estimate. But: 

h(orse)(z)ebra, tig(er)(li)on, cam(era)(re)corder 

9. Ȱ)Î Á ÂÌÅÎÄ ab from the words ag and db where g and d share no 

phonemic/orthographic material, the break between a and b  will fall at a 

ÓÙÌÌÁÂÌÅ ÂÒÅÁË ÏÒȟ ÆÁÉÌÉÎÇ ÔÈÁÔȟ ÁÔ ÁÎ ÏÎÓÅÔȾÒÈÙÍÅ ÂÒÅÁËȱȟ ÅȢÇȢ 

posi(tively)(abso)lutely. But: tig(er)(li)on.  

 The fact that one can find counterexamples violating constraints is in itself in 

accordance with the reality of any living language. To understand the reason why nearly 

anyone studying blends admits that they are a problematic category, let us consider why 

it is difficult to distinguish blends from neighbouring morphological categories and why 

so many examples are either explained and classified controversially by different 

authors, or treated as marginal cases. 

Going back to Marchand, for instance, we can encounter examples given for clipping 

compounds: while napalm, comintern or positron ÁÒÅ ÍÏÓÔÌÙ ÔÒÅÁÔÅÄ ÁÓ ȬÃÌÉÐÐÉÎÇ 

ÃÏÍÐÏÕÎÄÓ ÐÒÏÐÅÒȭȟ ÔÈÅÒÅ ÁÒÅ ÍÁÎÙ ÅØÁÍÐÌÅÓ ÌÉÓÔÅÄ ÂÙ -ÁÒÃÈÁÎÄ ÁÍÏÎÇ ÃÌÉÐÐing 

compounds that were elsewhere treated as neo-classical compounds (cf. Bauer, 1983) 

(e.g. lexemes containing mono-, micro-, hydro-, photo-, etc.) or that might be analysed as 

blends (e.g. greycing N  greyhound racing; mailomat N  mail-automat; pulmotor N  

pulmonary motor; Americanadian N  American + Canadian, etc.). It is necessary to add 

here that there is a criterion according to which all the coinages combining first part of 

one word with the second part of another should be called blends (e.g. Kubozono, 1990) 

and thus positron also falls in the category of blends. The situation is so controversial 

because sufficient criteria to distinguish between these morphological categories appear 

not to have been well-elaborated. 

Another inconsistency in taxonomy can be traced back to Algeo (1977) who admits that 

certain forms are treated as blends only as a concession to traditional classifications, but 

ÎÏÔÅÓ ÔÈÁÔ ȰÁ ÃÏÎÓÉÓÔÅÎÔ ÔÁØÏÎÏÍÙ ×ÏÕÌÄ ÒÅÇÁÒÄ ÔÈÅÍ ÍÅÒÅÌÙ ÁÓ ÃÏÎÔÒÁÃÔÉÏÎÓȱ (1977, p. 

56). There are a lot of arbitrary classifications, in which categories are outlined 

according to certain criteria, but even in the framework of one classification it is not 

always possible to resolve all the cases. Consider, for example, classification by Adams: 
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ÂÌÅÎÄÓ ÁÒÅ ÓÔÁÔÅÄ ÔÏ ÂÅ ȰÍÁÄÅ ÕÐ ÏÆ Ô×Ï ÃÏÎÔÒÉÂÕÔÏÒÙ ×ÏÒÄÓȟ ÏÎÅ ÏÒ ÂÏÔÈ ÏÆ ×ÈÉÃÈ ÍÁÙ 

be only paÒÔÉÁÌÌÙ ÐÒÅÓÅÎÔ ÉÎ ÔÈÅ ÎÅ× ×ÏÒÄȱ (2001, p. 139), acronyms Ȱmay include other 

than initial lette rs to make them more word-like: radarȱ (2001, p. 142). Thus, the exact 

criteria that would help distinguish between these two categories are not named.  

Studying blends in the context of adjacent categories of complex shortenings, López Rúa 

(2004a, pp. 111ɀ116) criticises traditional approaches and definitions for lack of 

discriminatory power, lack of homogenity, lack of method for choosing and ranking 

parameters, lack of category structure, and lack of elaboration. She proposes a 

prototypical approach to classification, which has advantage over other approaches that 

it seems to reflect the processes taking place in real language more explicitly. As was 

stated above, even the advantages of the prototypical approach do not save us from the 

obvious questions such as what to count as prototype. To agree with Bauer (2012, p. 21), 

Ȱɍ×Ɏe need more than new experiments on an ill-defined set of words. We also need a 

flash of insight, which will allow us to capture the essence of blending and separate it 

ÏÕÔ ÆÒÏÍ ÅÖÅÒÙÔÈÉÎÇ ÅÌÓÅ ɉÉÆȟ ÉÎÄÅÅÄȟ ÔÈÁÔ ÉÓ ÔÈÅ ÁÐÐÒÏÐÒÉÁÔÅ ÓÏÌÕÔÉÏÎɊȱȢ 

It is not within my capacity to judge whether this research provides such a flash of 

insight, but its objective is to integrate the previous findings concerning several aspects 

of blending in one study in order to achieve a new quality of knowledge about this 

complex phenomenon. The importance of such an approach is spelt out in Gries (2012, 

p. 165): 

More specifically, everything that has been done so far focused on one particular 

level of resolution: phonemes, graphemes, syllables, and so on. However, this is 

obviously not how speakers perceive words ɀ naïve speakers have a much more 

holistic approach, which is why we need measures that allow us to capture and 

quantify similarity at many different levels at the same time. 

This observation was made with regard to similarity, in particular, but its implications, 

in my view, concern many aspects of blending. Therefore, this research, as outlined in 

the Introduction, consists of three studies which, on the one hand, use different methods 

and investigate different sets of data, and on the other hand, are related to each other. 

The first study (Chapter 4) investigates in what way the phonological properties of the 

source words influence the form of the shortening and in what way this form is 

influenced by their semantic relations. The other two studies (Chapters 6 and 7) use the 
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findings concerning the phonological, structural and semantic properties of blends to 

investigate cognitive mechanisms of their formation. 
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Chapter 3. Basic terminology and rationale  

This chapter provides definitions to the key terms which are used throughout the thesis 

and which are crucial for the understanding of the main findings of this research. One 

might argue that such information could be provided much earlier than 45 pages into 

the thesis. The previous chapter, however, maps out the route along which the 

terminology and rationale given below was elaborated, and therefore is an important 

prerequisite for the following. 

3.1. Approach to defining blends 

As becomes clear from the analysis of the literature in the field presented in the previous 

chapter, whether a given formation is included in the category of blends or excluded 

from it depends on the criteria used for defining blends. Currently, there is no unified set 

of defining criteria for blends, which have often received contradictory definitions in the 

linguistic literature. Different prototypical features might be chosen depending on 

whether blending as a word formation type is considered: 

1. an instance of compounding (Marchand 1969; Kubozono 1989; Renner 2006); 

2. an instance of shortening (Adams 1973; Cannon 1986; Kelly 1998; López Rúa 

2002, 2004);  

3. a mixture of both processes (Gries 2004, 2006, 2012); 

4. a result of an extragrammatical operation of a different nature from both 

processes (Mattiello, 2013). 

If we agree that blends are of the same nature as compounds (1 above) then being a two-

part formation would indeed become the condition for a blend to be considered 

prototypical (as stated in Marchand (1969), Kubozono (1990), Kelly (1998), Adams 

(2001) and other works). Other essential characteristics of blends as an instance of 

compounding are, e.g., headedness, determinative or coordinative relations between 

their constituents (see Bauer (2009), Scalise and Bisetto (2009) for detailed 

classification). The degree of preservation of the original constituents is also important 

for the comprehension of a blend. Formations combining only the beginnings of the 

words (in various terminologies ɀ complex clippings / clipping compounds, e.g. digicam 

 Ndigital camera) are difficult to deconstruct into the original constituents without prior 

knowledge of them, which may be another reason for excluding them from the category 

of blends (Plag 2003; Gries 2004, 2006). 
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On the other hand, if we assume that blending is an instance of shortening (2 above), 

then accepting certain formations as typical members of the category should not depend 

on the number of their constituents or how the shortening is achieved (i.e. whether the 

beginning, ending or middle part is preserved). Many researchers, e.g. Algeo (1977), 

Devereux (1984), López Rúa (2004a), Bauer (2012), include complex shortenings 

consisting of more than two constituents in the category of blends. 

The third approach to defining blends proposed above seems a reasonable alternative, 

which, however, has to be chosen with regard to the properties of the actual data, not 

simply to avoid choosing between the first two variants. Therefore, a data-driven 

approach is taken in this research. The aim will be to describe patterns and regularities 

which can be observed in a collection of lexical data, and to figure out which of the 

patterns hold for enough data to be considered category-determining. This approach 

implies that blending will be considered as subject to general laws of morphological 

grammar, rather than as an extragrammatical process (4 above). Postulating the 

extragrammaticality of blends (or of clipping compounds, or of any other word 

formation category) would mean that it is possible, in principle, to make a categorical 

distinction between grammatical and extragrammatical phenomena. A closer look at 

real data, however, suggests that this is virtually never the case. On the contrary, even 

ÔÈÅ ÍÏÓÔ ȬÒÅÇÕÌÁÒȭ ÍÏÒÐÈÏÌÏÇÉÃÁÌ ÃÁÔÅÇÏÒÉÅÓ ÏÆÔÅÎ ÅØÈÉÂÉÔ ÆÕÚÚÙ ÂÏÕÎÄÁÒÉÅÓ ÁÎÄ 

controversial examples (a vast number of which are analysed and discussed in Bauer et 

al. (2013) on the material of contemporary corpus data ). The data of contemporary 

morphological studies force the researchers to analyse them in terms of tendencies and 

probabilities (Bod et al., 2003) rather than in terms of qualitative distinctions. 

Therefore, the conclusion made in Mattiello (2013, p. 251) ÔÈÁÔ ȬÔÈÅ ÐÁÔÔÅÒÎÓ ÆÏÒÍÉÎÇ 

blends, acronyms, reduplicatives, and similar formations appear to be best described 

ÁÎÄ ÅØÐÌÁÉÎÅÄ ɍȣɎ ÉÎ ÔÅÒÍÓ ÏÆ ÐÒÏÔÏÔÙÐÉÃÁÌ ÁÎÄ ÍÁÒÇÉÎÁÌ ÔÙÐÅÓȭ ÄÏÅÓ not necessarily 

mean that these patterns cannot be woven in the cloth of regular morphology in general. 

In the light of the considerations above, a working definition of blends has been 

developed. The definition is designed primarily to provide grounds for  data collection. 

Therefore, while being consistent with the majority of the previous works published on 

blends, it  does not put any excessive restrictions on what data to include in the scope of 

the research: 
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A blend is a lexical item formed by merging together two (or more) source forms, 

so that 1) the resulting formation is shorter than its source words put together, 

either as a result of partial loss of the orthographical and/or phonological 

material, or as a result of overlap; 2) it  has not been formed by concatenation of 

morphs. 

The formal criteria set above do not rule out clipping compounds or three- and four-

element blends, to allow for obtaining a wider spectrum of lexical data. The definition 

will be reworked at a later stage to account for the results of the actual data analysis. 

What is important at the moment is to filter out formations which cannot be analysed as 

either blends or clipping compounds. This includes morphologically complex items 

formed by concatenation of clippings if the clippings which were established as 

morphemes before concatenation. For example, the lexeme enviropig is formed by 

adding a free morph pig to a clipping enviro- (from environment) which is listed in 

dictionaries (e.g. OED) as a morpheme. Therefore, enviropig should be analysed as a 

compound rather than a blend or a clipping compound. One may argue that listing in a 

dictionary is not necessarily a sufficient criterion because how morphemes are 

perceived by language users does not have to be congruent with how dictionaries list 

them. However, dealing with a fuzzy morphological category implies a need for some 

boundaries to be imposed to filter out data. Therefore, although I admit that the true 

state of things in language (e.g. whether a particular clipping has acquired a status of a 

suffix or prefix) may not be correctly reflected by dictionaries, I choose to rely on 

dictionaries as orienting beacons which can make the choice of data for the present 

research better-grounded. A more detailed account of how lexical data was collected for 

this study with regards to the principles outlined here will be provided in section 4.1. 

The following section, on the other hand, will be more focussed on what is out of the 

scope of this research, rather than on what is in it. In what follows I will outline the 

criteria for data selection and specify the notions important for data analysis. 

3.2. The terminological toolkit and the scope of the study  

In addition to defining what lexemes are the objects of this research (as was done in the 

previous section), it is important to provide here the approach to selecting lexical 

material for the study, and the terminology accompanying the key notion of blending, 

which will be used throughout the following chapters. 
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The features nearly all morphologists seem to admit as distinguishing ones for blends is 

that they are formed out of two constituents which are clipped when being merged 

together, and that blend formation does not employ morphemes, though even these 

basic statements do not go without deviations and exceptions. To avoid too many 

deliberate restrictions on the lexemes that are to be included in the data set for this 

study, I will include those that are formed of two or more constituents. The maximum 

number of constituents in the blends exemplified in this thesis is four, this number being 

used not as a definitive criterion, but only as means of simplifying the data encoding and 

analysis. 

An analysis of the literature on blending has revealed various criteria for determining 

either whether a formation is a blend at all, or whether a blend is a well-formed, or 

prototypical, one. In addition to criteria already discussed involving the number of bases 

taking part in blending, and of whether the bases should be right-clipped or left-clipped, 

the following criteria for the well-formedness of blends are relevant for data selection: 

1. Whether the base elements of a blend should be in co-ordinative semantic 

relations. The collections of blends in, among others, Kubozono (1990), Kelly 

(1998), Berg (1998), Renner (2006) and Brdar-Szabó and Brdar (2008) include 

only lexemes formed out of coordinated bases. Other researchers, such as Algeo 

(1977), Adams (2001) and Bauer (2012) classify such formations as a subtype of 

blends. In this research, no restrictions on the semantic origin of blends are 

imposed, but the semantic type of blends will be accounted for in the data 

analysis. 

2. Whether base elements of a blend are reversible. This criterion was suggested in 

Algeo (1977) as a tendency, rather than a definitive constraint. It seems that 

blends which conform to the reversability criterion are relatively rare, and 

moreover, for many blends the order of the components is determined by either 

semantic or phonological factors. Semantically, reversibility of constituents is, in 

principle, possible only if they are in coordinative relations, while the scope of 

this study is not restricted to such relationships, as stated above. But even in the 

case where there are no semantic restrictions, the order of constituents can be 

subject to such factors as frequency, length, and prosody. Therefore, the 

reversibility of components will not be used as a restriction on data selection. 
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3. Whether at least one of the words that are blended necessarily undergoes 

truncation. For example, according to López Rúa (2004b, p. 64) only those blends 

which demonstrate a ómedium degree of shorteningô deserve to be named prototypical. 

A restriction like this would mean excluding words formed by two overlapping 

words e.g. stoption  Nstop + option, which, apart from being very interesting 

material to study, are not infrequent. Hence, in this research these are included 

but their structural type is kept in mind (see the classification of blends into 

structural types in section 4.1) 

The lexical units that come into blends are referred to as source words (Cannon, 1987; 

Gries, 2004a; Kemmer, 2003; Kubozono, 1990; Lehrer, 1998), source forms (López Rúa, 

2002, 2004a, 2004b, 2007), component words (Kelly, 1998), input words (Brdar-Szabó 

and Brdar, 2008) or formatives (Fradin, 2000). The most widely accepted term Ȭsource 

wordsȭ ×ÉÌÌ ÂÅ ÕÓÅÄ ÔÈÒÏÕÇÈÏÕÔ ÔÈÉÓ ÔÈÅÓÉÓȢ &ÏÒ ÃÁÓÅÓ ×ÈÅÎ Á Äifferent unit, for example, 

an affix (see below) ÂÅÃÏÍÅÓ Á ÂÌÅÎÄ ÃÏÎÓÔÉÔÕÅÎÔȟ ÔÈÅÓÅ ÕÎÉÔÓ ×ÉÌÌ ÂÅ ÌÁÂÅÌÌÅÄ ÁÓ ȬÓÏÕÒÃÅ 

ÆÏÒÍÓȭȟ ÂÕÔ ÃÁÓÅÓ ÌÉËÅ ÔÈÅÓÅ ÁÒÅ ÍÁÒÇÉÎÁÌȢ  

The disagreement concerning the parts of source words that actually become blend 

constituents exists both in terms of labelling them and in terms of counting them as 

blend constituents with regard to their (non)morphemic nature. The most widely used 

term for blend parts is Ȭsplintersȭ (Adams, 1973; Bertinetto, 2001; Fandrych, 2008a; Jin, 

2005; López Rúa, 2004b). However, this term is used in at least two different senses. 

AccordÉÎÇ ÔÏ ÏÎÅ ÉÎÔÅÒÐÒÅÔÁÔÉÏÎȟ ÁÎÙ Ȭshorter substitutesȭ of words (Adams, 1973, p. 

142) should be called splinters. The other approach is to use this term only for those 

word parts that have started to be used productively in more than one blend, 

e.g. -(a)holic, -(a)nomics (Bauer, 2006, p. 503). This labelling, however, is potentially the 

cause of unnecessary polysemy of the term. If splinters are only the forms that have 

already demonstrated some productivity, then it is not clear how to distinguish between 

splinters and bound morphs. Indeed, some researchers use the terms bound morphemes 

(Lehrer, 1998), combining forms (Lehrer, 1998; B. Warren, 1990) or bound splinters 

(Fandrych, 2008a) for blend constituents that are used with some regularity. Moreover, 

some of the morphs that are referred to as splinters in publications on blends (e.g. -ware, 

e-, -holic), are listed as morphemes in contemporary dictionaries. 

In this research I will use the term Ȭsplintersȭ for any word parts that come into blends, 

with two necessary conditions: 1) they are not full words; 2) they are not morphemes or 
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bound morphs registered in dictionaries (OED and CED were used to check this). The 

second condition requires an additional clarification. In some cases a bound morph, e.g. 

a neo-classical combining form, is merged together with a truncated form of another 

word, i.e. with another splinter, as in pro-mia N  pro + bulimia. In this case the resultant 

lexical item will be counted as blend originated from a combining form and a word. 

There are also cases in which the part of the source word that is preserved in the blend 

is a morpheme (if one of the source forms is a compound or another morphologically 

complex word), i.e. cookprint N  cook + footprint. The resulting form is considered a 

blend because it was formed not by compounding or derivation, i.e. putting two words 

together or adding affixes to a base, but by merging together already complex lexical 

units with deleting part of their orthographical and/or phonological material. 

It is not possible in all cases to state that blends consist of splinters. In overlapping 

blends like stoption the source words, technically, are preserved in full, but part of their 

phonological / orthographical material is actually lost, otherwise there would have been 

some repetition. Because of the overlap, it is impossible to say which of the source forms 

loses its part. As a result, not all material of both source words is preserved, and thus the 

new lexical unit is a blend, but each of the source forms separately is preserved in full, 

and thus there are no splinters. 

The scope of the research is restricted to blends, and not to neoclassical compounds or 

regular compounds. This explains why it is important to restrict the lexical data to be 

analysed to formations made up of full words or splinters, and not of free morphs, or 

neoclassical combining forms. Section 4.1 provides a detailed account of how this is 

controlled. The only thing which remains to note here is that the lexical material of this 

study will be restricted to relatively recent blends. This is done for practical reasons: the 

source words of newly coined blends can be traced relatively easily, which, in its turn, 

makes it easier to control and analyse the parameters of blends and their source words 

which have been specified. 
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Chapter 4. Lexical data : From structure to meaning and back again 1 

This chapter aims to analyse a corpus of contemporary English blends (including 

formations which may be analysed as clipping compounds) with respect to their 

phonological, structural and semantic properties, in order to find evidence that would 

help clarify their status in the system of English word formation. The methods of data 

sampling and the classification criteria are covered in section 4.1. Sections 4.2 and 4.3 

focus on the statistical analysis of the formal and phonological properties of the words in 

the collected corpus, adding to the previous studies in this field, in particular those 

concerned with the distinction between blends and clipping compounds. Section 4.4 

goes one step further in explaining the phonological and structural properties of 

different types of formations, taking into consideration their semantics and origin. 

4.1. Data sampling and methodology  

The lexical data were obtained from a number of online collections of neologisms and 

occasionalisms: Word Spy http://wordspy.com/ , Urban Dictionary 

http://www.urbandictionary.co m/ , The Rice University Neologisms Database created 

by Suzanne Kemmer (http://neologisms.rice.edu/index.php ), The Global Language 

Monitor  http://www. languagemonitor.com, Macmillan Dictionary online 

http://www.macmillandictionary.com , the Unword Dictionary 

http://www.unwords.com , The Word of the Year collections on http://www.merriam -

webster.com/info/woy_archive.htm, as well as from opportunistic sources such as 

newspapers and magazines. The collection included all blends which appeared in the 

sources no earlier than January 1, 2000 (a randomly chosen date, but one which allows 

for a sufficient number of novel formations to be collected). If the source of the blend 

words provided no date of the first occurrence (which was frequently the case), the 

blend was looked up in the Corpus of Contemporary American English (COCA), and a 

Google search within a timeframe of January 1, 1990 to January 1, 2000 was performed. 

A blend was excluded from the data set if: 1) it was dated in COCA before January 1, 

2000 (e.g. boomburb), or 2) it was found in Google with occurrences before January 1, 

2000 (e.g. peoplerazzi). 

The choice of words for the data set was subject to the working definition of blends 

provided in section 3.1. In particular, their formation had to involve partial loss of the 

material of the source words, and had not to be analysable as concatenation of morphs. 
                                                        
1
 This chapter is a revised version of Beliaeva (2014) 

http://wordspy.com/
http://www.urbandictionary.com/
http://neologisms.rice.edu/index.php
http://www.languagemonitor.com/
http://www.macmillandictionary.com/
http://www.unwords.com/
http://www.merriam-webster.com/info/woy_archive.htm
http://www.merriam-webster.com/info/woy_archive.htm
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The second condition was accomplished by looking up the blend parts in the Oxford 

English Dictionary Online (OED). If the OED listed a blend part as a morpheme, e.g. 

e-, -tastic, the words that were formed by adding such a morpheme to a full stem, e.g. ɀ

e-cigarette, killtastic, were excluded from the data set (apart from formations like 

e-linquent, which are not exhaustively analysable into morphs). The same applies to 

established clipped forms, e.g. frat for fraternity , jack for hijack because the words that 

contain them can be analysed as compounds rather than blends, e.g. nerdjack N  nerd + 

jack (see also examples in Table 1). 

Table 1. Derivatives and compounds formed by adding recently established morphs 

Morph  Type of morpheme 

(according to OED)  

Meaning  Example 

e- prefix denoting the use of 

electronic data 

transfer 

e-cycling 

m- prefix denoting commercial 

activity  conducted 

electronically by 

means of mobile 

phones 

m-commerce 

-(a)delic suffix forming adjectives 

denoting musical 

genres or styles that 

incorporate 

psychedelic music 

with another element 

Celtadelic 

-logue combining form denoting compilation civilogue 

-licious combining form denoting someone or 

something delightful  

or extremely 

attractive 

beaulicious 

-tastic combining form denoting someone or 

something regarded 

as an extremely good 

example of their 

particular  type 

killtastic 

enviro clipping short for 

environmentalist, 

environmental 

enviropig 

jack clipping short for hijack nerdjack 

http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
http://english.oxforddictionaries.com/view/
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Defining the number of source forms of a particular blend sometimes required a wider 

context than just the morphological constituents. Thus, on-call-ogist can be analysed as a 

three-constituent blend, i.e. on + call + oncologist, but it is obvious from the context in 

which it appears, shown in (4.1), that it is a blend of on call and oncologist, and, therefore 

has two source forms, as the majority of the blends do. On the other hand, 

Thankshallowistmas N  Thanksgiving + Halloween + Christmas is definitely a three-part 

blend. 

(4.1) She looked at me, her eyebrows twisted. "Yeah, I'm on call three times a week." 

"Doesn't that mean you're an on-call-ogist?" (McFedries 2011) 

Using these methods, 506 neologisms were collected, among which 415 nouns, 50 

adjectives, 39 verbs and 2 adverbs (the full list is given in Appendix 1). Out of those, 15 

words can be analysed as either nouns or verbs (e.g. Ä×ÅÅÔ Ⱦ ÔÏ Ä×ÅÅÔ  ÄÒÕÎË Ͻ Ô×ÅÅÔ Ⱦ 

drink + tweet) and 6 as either nouns or adjectives (e.g. cinematard N  cinema + retard). In 

each case a category ambiguous word was assigned to one of the categories according to 

the use in the sources the word was found in, or, if usage in both categories was attested, 

to the category which corresponded to the majority of the examples that could be found. 

The vast majority of the data are two-constituent formations, 8 are three-constituent, 

and 4 are four-constituent. 

There are parts of blends, which, although not listed in the OED as combining forms, 

clipped forms or other kinds of morphemes, seem to demonstrate a certain productivity, 

as they appear in more than one blend either in the present collection or in COCA. For 

example, two blends in our data have the final part -coustic: elecoustic, funkcoustic; the 

COCA search provides 10 words ending in -zilla: bridezilla, groomzilla, etc. The forms 

like -coustic or -zilla are what Lehrer (1996, p. 361) ÃÁÌÌÓ ȬÉÎÄÅÐÅÎÄÅÎÔ ÂÏÕÎÄ 

ÍÏÒÐÈÅÍÅÓȭȟ ÏÒ ×ÈÁÔ ÉÎ ÏÔÈÅÒ ÓÏÕÒÃÅÓ (e.g. Bauer 2006; Bauer et al. 2013) are referred 

to as splinters which are used productively in more than one word. Overall, 25 initial 

and 52 final splinters in the data set can be regarded as productive to a greater or lesser 

extent. They appear in 150 blends in total, which comprises a little over 28% of the data. 

Excluding such words from the corpus of blends would mean taking a somewhat 

extreme approach and stating that the only formations that can be classified as blends 

are those that merge their source words in a unique way so that the same splinter has 

never been used to form other words. A classification of this kind would risk the 

establishment of a maze of categories even more ill-defined than the one I aim to pin 
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down. Moreover, in the course of data analysis, whatever method was used (see below), 

the fact that a splinter could be found in one blend or in more than one did not appear to 

be a factor that influenced the form of the blend. Therefore, blends with productive 

splinters remain in the corpus. Their presence shows that, given appropriate conditions, 

a part of a blend may undergo a gradual process of turning into a productive splinter 

and eventually into a morpheme. The conditions that determine the productivity are 

outside the scope of this study, but the fact that this process takes place is another 

reason to focus on relatively novel blends. 

To get a better understanding of how exactly the source forms are merged into blends, 

their phonological, structural, and semantic properties were considered. The phonemic 

transcriptions of the source words for all the blends were acquired from Cambridge 

English Pronouncing Dictionary (CEPD). For obvious reasons, the transcriptions of the 

blends themselves could not be found in any dictionaries, and not all the sources gave 

transcription s. If the source provided a transcription of the blend, it was brought into 

compliance with the notation of CEPD. If no transcription of the blend was provided, it 

was compiled from the transcriptions of the source words, in which case the country of 

ÔÈÅ ÂÌÅÎÄȭÓ ÏÒÉÇÉÎ ×ÁÓ ÂÏÒÎ ÉÎ ÍÉÎÄ ÁÎÄ ÔÈÅ ÃÏÒÒÅÓÐÏÎÄÉÎÇ ÖÁÒÉÁÎÔ ÏÆ ÔÒÁÎÓÃÒÉÐÔÉÏÎ ×ÁÓ 

chosen, e.g. the US English transcription / kw ÎȢÚ/  for Kwanzaa and / ræm. .d n/  for 

Ramadan in a Northern American origin blend Christmahanukkwanzadan. In the 

presentation of American transcriptions, the superscript for sounded r was omitted for 

simplicity reasons, e.g. / /  instead of / r/  is recorded. Quality changes of the sounds 

were taken into consideration when deciding which phonemes were preserved in the 

blends and which not. For example, even though on the graphical level all but one of the 

letters of the word mascara are preserved in the blend ÍÁÓÃÁÒÙ  ÍÁÓÃÁÒÁ Ͻ ÓÃÁÒÙ, on 

the phonological level only /måÓ Ë/ of / ÍåÓ ËȢÒ/ is preserved in /mæ'ske .ri/, 

because the stressed vowel comes from the second source word scary. Therefore, the 

lengths of splinters and the degree of overlap for some of the blends are different 

depending on whether graphemes or phonemes are the basis of the analysis.  

For the purposes of computational analysis all transcriptions were re-coded using the 

adapted version of the Speech Assessment Methods Phonetic Alphabet (SAMPA) (Wells 

1997) based on IPA. The statistical analysis of the data was performed using R software 

package (R Development Core Team 2012). For various steps of data analysis different 
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statistical methods were used, and a description of each particular method will follow 

below where appropriate. 

It is widely accepted (e.g. Cannon 1986; Renner 2006; Brdar-Szabó and Brdar 2008) that 

the majority of blends combine the initial part of the first source word (W1) with the 

final part of the second source word (W2); in terms of the formula from Plag (2003, p. 

123): 

(4.2) AB + CD = AD 

The formula in (4.2) does not provide sufficient elements to deal with all the data 

collected, particularly when more than two source words were involved. As a result of 

ÁÐÐÌÙÉÎÇ ÔÈÅ ÌÏÇÉÃ ÏÆ 0ÌÁÇȭÓ ÆÏÒÍÕÌÁ ÔÏ ÔÈÅ ÌÅØÉÃÁÌ ÄÁÔÁȟ ÄÅÐÅÎÄÉÎÇ ÏÎ ÈÏ× ÍÁÎÙ ÓÏÕÒÃÅ 

words took part in the formation and what parts of the source words were preserved, 

new labels for structural types were created, as shown in (4.3).  The parts of the source 

words that do not enter blends are put in parentheses. 

(4.3) 

a) AB + CD = AC: for initial -initial splinter formations, e.g. hydrail  Nhydr(ogen) + 

rail (way) 

b) AB + CD + EF (+ GH) = (X): for three- or four-constituent blends, e.g. SoLoMo N  

so(cial) + lo(cal) + mo(bile) (ACE), bastitcherbator N  bast(ard) +( b)itch + 

(mast)urbator  (ADF), afflufemza N  afflu(ent) + fem(inist) + m(others) + (influen)za 

(ACEH) 

The labelling system had also to account for cases of full preservation of one or more of 

the source words, as in alcoholimia N  alcohol + (bu)limia. As a result, all the collected 

neologisms were classified into structural types as illustrated in Table 2: 
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Table 2. Structural classification of lexemes in the collected corpus 

Blend type  Structure  Number of 

tokens  

Examples 

WD all of W1 + the end of 

W2 

172 (34.1%) alcoholimia N  alcohol + 

(bu)limia 

AD the beginning of W1 + 

the end of W2 

157 (31.0%) blizzaster N  blizza(rd) + 

(dis)aster 

AW the beginning of W1 + all 

of W2 

82 (16.2%) fabulash N  fabul(ous) + lash 

WW W1 + W2, overlap 29 (5.7%) flabdomen N  flab + abdomen 

central 

replacement 

W2 is inserted in the 

middle of W1 (W1 and 

W2 labels could be used 

the other way round, the 

choice of W1 is based on 

what word provides the 

beginning for the blend) 

20 (3.9%) parahawking N  para(glid)ing 

+ hawk 

AC the beginning of W1 +  

the beginning of W2 

19 (3.7%) hydrail  Nhydr(ogen) + 

rail (way) 

ACF the beginning of W1 +  

the beginning of W2 + 

the end of W3 

2 (0.4%) Thankshallowistmas N  

Thanks(giving) + Hallow(een) 

+ (Chr)istmas 

WC all of W1 +  the 

beginning of W2 

4 (0.8%) Obamacon N  Obama + 

con(servative) 

BD the end of W1 + the end 

of W2 

2 (0.4%) frohawk N  (a)fro + (M)ohawk 

ACE the beginning of W1 +  

the beginning of W2 + 

the beginning of W3 

4 (0.8%) SoLoMo N  so(cial) + lo(cal) + 

mo(bile) 

ACW the beginning of W1 +  

the beginning of W2 + all 

of W3 

1 (0.2%) Chindonesia N  Chin(a) + 

Ind(ia) + Indonesia 

ACEH the beginning of W1 +  

the beginning of W2 + 

the beginning of W3 + 

the end of W4 

1 (0.2%) afflufemza N  afflu(ent) + 

fem(inist) + m(others) + 

(influen)za 
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Blend type  Structure  Number of 

tokens  

Examples 

ACWH the beginning of W1 +  

the beginning of W2 + all 

of W3 + the end of W4 

1 (0.2%) Christmahanukkwanzadan N  

Christma(s) + Hanukk(a) + 

Kwanzaa + (Rama)dan 

ADF the beginning of W1 + 

the end of W2 + the end 

of W3 

1 (0.2%) bastitcherbator N  bast(ard) + 

(b)itch + (mastu)rbator 

acronymic initial letters of two or 

more source words 

combined with another 

word or part of it  

11 (2.2%) VB6 N  v(egan) b(efore) six 

total  506 (100%)  

The distinction between, for example, AD and WD blend types is a result of a common 

practice which is to distinguish between blends consisting of shortened versions of their 

source words and those preserving one or both of them in full, made, for example, in 

Algeo (1977) and Gries (2004). This distinction, however, is less clear-cut than it may 

seem. For example, if the structural types of weisure N  work + leisure / we .  N  w( Ë) + 

( l)e . / and dramality  Ndrama + reality / dr 'mæl. .ti N  dr ȢÍ( ) + (ri )Ȣ åÌȢ.ti/ are 

defined relying on their transcriptions, they both are AD blends, but the first source 

word of weisure loses most of its phonological material when it enters the blend, while 

/ dr ȢÍ/ in dramality is almost fully preserved, apart from the last schwa vowel which 

is replaced by the stressed / æ/  from / ÒÉȢ åÌȢ.ti/ . Moreover, drama is fully retained 

graphically, and dramality could be labelled as WD, relying on orthography rather than 

phonology. Therefore, what seems rational for the structural analysis in this study is to 

rely on a quantitative characteristic (i.e. the number of phonemes preserved in a 

splinter) instead of a qualitative one (i.e. full or partial preservation of the source word). 

The degree of preservation of W1 or W2 can then be calculated as percentage of the W1 

or W2 phonemes (or graphemes, in relevant analyses) preserved in a splinter. This 

means there is no need to label some of the blends as WD, as AD can be sufficient for all 

blends preserving the beginning or all of the first source word (henceforth W1). The 

same applies to formations preserving either the beginning or all of W1 plus the 

beginning of W2 (this shortening will henceforth stand for the second source word), 

which will be labelled as AC (rather than distinguishing between AC and WC).  
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It is clear, though, that the same logical operation does not apply to words like 

hiberdating N  hiber(nate) + dating, which can be referred to as either AC or AD forms, 

depending on whether to count the letters/phonemes in dating from left to right 

ɉÁÓÓÕÍÉÎÇ ÉÔ ÉÓ ÁÎ ȬÅØÔÅÎÄÅÄ ÂÅÇÉÎÎÉÎÇȭ ÏÆ 7ςɊ ÏÒ ÆÒÏÍ ÒÉÇÈÔ ÔÏ ÌÅÆÔ ɉÆÏÒ ȬÅØÔÅÎÄÅÄ 

ÅÎÄÉÎÇȭɊȢ &ÏÒ ÔÈÅÓÅ ÆÏÒÍÁÔÉÏÎÓ ÔÈÅ ÌÁÂÅÌ !7 ×ÉÌÌ ÂÅ ÕÓÅÄ, to avoid potential ambiguity. 

The same principles apply to labelling overlapping blends like stoption N  stop + option, 

preserving both the source words in full. They will be referred to as WW blends. 

Table 3.  Structural classification of lexemes in the collected corpus, revised 

Blend type  Structure  Number of 

tokens  

Examples 

AD the beginning of W1 + the 

end of W2, including 

cases when W1 is fully 

preserved 

332 

(68.2%) 

chofa N  ch(air) + (s)ofa; clickmas 

 Nclick + (Christ)mas 

AW the beginning of W1 + all 

of W2 

83 (17.0%) fabulash N  fabul(ous) + lash 

WW W1 + W2, overlap 29 (6.0%) flabdomen N  flab + abdomen; 

stoption N  stop + option 

AC the beginning of W1 +  

the beginning of W2, 

including cases when W1 

is fully preserved 

23 (4.7%) hydrail  Nhydr(ogen) + rail (way); 

Obamacon <ɀ Obama + 

con(servative) 

central 

replacement 

W2 is inserted in the 

middle of W1 

20 (4.1%) parahawking N  para(glid)ing + 

hawk 

total  487 

(100%) 

 

Thus, after the most marginal types (represented by fewer than 10 tokens) were 

excluded from the analysis, the majority of the blends in our corpus was classified into 5 

categories represented in Table 3. 
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The only thing that remains to be mentioned regarding the structural types of blends is 

that 59 blends (11.6 % of the total corpus, 11.9% of the corpus excluding the marginal 

types) have a non-central overlap, i.e. their source words have one or more coinciding 

letters/phonemes either at the beginning (e.g. pro toduct N  pro totype + product) or at 

the end (e.g. hiberdate  N  hibernate + date). These blends can be either treated as a 

separate structural type, or be subject to the general structural classification, as shown 

in Table 4. 

Table 4. Structural types of blends with non-central overlap 

Blend 

type  

Number of tokens  Examples 

AD 31 (52.5%) pro toduct Ŷ pr oto(type) + product 

WD 17 (28.8%) par entnoia Ŷ par ent + par (a)noia 

AW 10 (16.9%) hiberdate Ŷ hiber(n)ate + (d)ate 

BD 1 (1.7%) Podestrian Ŷ (i)Pod + p(e)destrian 

total 59 (100%)  

All statistical analyses that are reported below have been run both excluding these 

blends and including them. The overall results do not change significantly whether the 

corresponding groups of blends include these items or not. Therefore, for the sake of 

consistency of the analysis, all the blends with non-central overlap were classified into 

the structural types shown in Table 3 applying the approach described above. 

4.2. Phonological properties  

4.2.1. Data and methods 

Previous findings concerning the phonology of blends discussed in Chapter 2 have 

shown that blends are subject to prosodic rules, and that the elements that are used as 

building blocks for blends are syllabic substructures, i.e. onsets, rimes and codas 

(Kubozono 1990; Kelly 1998; Bauer 2012), rather than individual phonemes. However, 

the fact that syllabic constituents play a role in the structure of blends does not mean 

that individual phonemes do not matter. The following analysis takes a bottom-up 

strategy and is undertaken in order to detect any properties of the individual phonemes 

which influence the probability of their preservation in the splinters. To estimate this, 

the relationship between individual phonemes and the length of splinters in different 

types of blends is investigated.  
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One of the main findings in Gries (2006) is that the switch point in clipping compounds 

is placed earlier than in blends. The same differences can be observed in terms of the 

degree of source word preservation in AC and AD forms in our corpus of neologisms. 

The relative proportions of source words preserved in AC and AD formations are shown 

in Figure 2. The difference in preservation of W1 can also be observed between AC and 

AW (for obvious reasons, it is impractical to compare the preservation of W2 in AW with 

AC or AD, and also to include WW forms in this comparison). 

 

Figure 2. The proportion of the first (SW1) and the second (SW2) source words preserved in 

formations of different structural types 

The coiner of a blend has to decide (although such a decision is not claimed to be a 

conscious one) where to place the switch point. One of the factors which influences this 

decision is how large a portion of the beginning or the end of the source word needs to 

be preserved and, respectively, how many phonemes of each source word the splinters 

will  include. An outcome that reflects this decision is splinter length: the more 

phonemes are included, the longer the splinter, and vice versa. If individual phonemes 

can influence the position of the switch point, this can be revealed in the form of a 

correlation between the splinter length and some relevant characteristics of the 

phonemes.  

An analysis including all the phonemes preserved in blends and clipping compounds 

would have to account for various characteristics such as the distance from the 

phoneme and the beginning / end of the word, the mutual alignment of the phonemes, 

etc. Such an analysis, however promising it might seem, lies outside the scope of the 

present study, therefore, a simpler analysis will be carried out, focussing only on the 
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phonemes situated in close proximity to the switch point. In particular, I will look at the 

relationship between splinter length and 1) the phonemes placed next to the switch 

point in ÅÁÃÈ ÓÐÌÉÎÔÅÒ ɉÆÒÏÍ ÈÅÒÅ ÏÎ×ÁÒÄÓ ÔÈÅÙ ×ÉÌÌ ÂÅ ÌÁÂÅÌÌÅÄ ÁÓ ȬÂÏÕÎÄÁÒÙ 

ÐÈÏÎÅÍÅÓȭɊȟ ÁÎÄ ςɊ ÔÈÅ ÐÈÏÎÅÍÅÓ ÏÎÅ ÐÌÁÃÅ ÔÏ ÔÈÅ ÌÅÆÔ ÏÒ ÔÏ ÔÈÅ ÒÉÇÈÔ ÏÆ ÔÈÅÍ 

(depending on whether the splinter was initial or final). In the initial, i.e. left-hand, 

splinter of the blend the boundary phoneme was coded as L1 (W1L1 in the first source 

word and W2L1 in the second source word), and the phoneme to the left of it as L2 

(W1L2 or W2L2, respectively). The boundary phoneme in the right-hand splinter was 

coded as R1, and the phoneme to the right of it as R2, which is shown in Figure 3. 

 

Figure 3. Boundary phonemes in blends and clipping compounds. 

Black lines indicate the position of boundary phonemes in the source words, grey lines indicate their 

position in the resulting formation. 

In each case, boundary phonemes were coded with respect to their position in the 

splinter of a source word. Therefore, in overlapping blends some phonemes may be 

coded twice, e.g. in guyliner / a la .n /  N  guy / a /  + eyeliner / a la .n /, / a /  is coded 

both as W1L1 and as W2R1. In the further analysis, the effects of double coding were 

taken into consideration. As the previous example shows, if full word becomes part of a 

blend, it is the initial or final phonemes (depending on the position of the word in the 

resulting blend) that are coded as boundary phonemes.  
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The purpose of the analysis is to figure out whether there is any association between the 

length of the splinter and the ranking of any of the two phonemes in close proximity to 

the switch point (accounting also for the fact that longer splinters may come from longer 

source words). The analysis included pairwise correlations between W1 and W2 

splinter length and: 1) whole blend length, 2) source word length, 3) sonority/freq uency 

ranks of boundary phonemes.  

The sonority ranking  was adapted from Giegerich (1992, p. 152), grading from the most 

sonorant low vowels to voiceless stops with minimal sonority. As for frequency ranking, 

two methods were used. Firstly, the relative token frequencies of phonemes were 

adapted from Mines et al. (1978) who used a database containing 103,887 phoneme 

occurrences taken from casual conversational American English obtained from recorded 

interviews. In addition to that, the frequency with which  each phoneme appeared in the 

current data set was calculated. All the frequency-based analyses (see below) showed 

similar results with both measures of frequency. 

It is important to note that the labels for the structural types (AC, AD and others) will 

not be used as variables in any of the simple correlation analÙÓÅÓȢ 4ÈÅ ÔÅÒÍÓ ȬÉÎÉÔÉÁÌ 

/final ÓÐÌÉÎÔÅÒȭ and ȬÌÅÆÔ /right  ÓÐÌÉÎÔÅÒȭ ÍÅÎÔÉÏÎÅÄ ÉÎÔÅÒÃÈÁÎÇÅÁÂÌÙ ÉÎ ÓÅÃÔÉÏÎ τȢςȢς 

reflect the position of the splinter in the source word, not in the resultant formation. 

4ÈÅÒÅÆÏÒÅȟ ÔÈÅ ÔÅÒÍÓ ȬÉÎÉÔÉÁÌ ÓÐÌÉÎÔÅÒȭ ÏÒ ȬÌÅÆÔ ÓÐÌÉÎÔÅÒȭ refer to the A part of AC, AD, and 

AW forms, as well as the C part of the AC forms. ,ÉËÅ×ÉÓÅȟ ÔÈÅ ÔÅÒÍÓ ȬÆÉÎÁÌ ÓÐÌÉÎÔÅÒȭ ÏÒ 

ȬÒÉÇÈÔ ÓÐÌÉÎÔÅÒȭ refer to the D part of AD forms, the W part of AW forms, and the right part 

of the WW forms. 

4.2.2. Results and discussion  

The correlation analysis shows that both the initial and the final splinter lengths are 

related to: 

1) the length of the whole blend, 

2) the source word lengths, and 

3) the sonority and frequency ranks of the boundary phonemes. 

Both W1 left splinter length and W2 right splinter length are positively correlated with 

the length of the whole blend (r=0.64, p<0.001 for the correlation between blend length 

and the length of the left splinter, r=0.48, p<0.001 for the correlation between blend 
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length and the length of the right splinter). This includes cases when the W1 left splinter 

equals W1, as in parentnoia, or when the W2 right splinter equals W2, as in fabulash. 

Accordingly, W1 left splinter length is positively correlated with the length of W1 

(r=0.53), and W2 right splinter length with the length of W2 (r=0.79), and both 

correlations are statistically significant (p<0.001 for each correlation, see Figure 4). This 

means that in case of blending the beginning or the whole of W1 with the ending or the 

whole of W2, longer source words result in longer splinters, i.e. the tendency is to 

preserve an amount of phonological and graphical material that is proportional to the 

length of the source word. 

 

Figure 4. Correlation between the length of the splinters and the length of the source words. 

Left plot: the correlation between the number of phonemes in the left / initial splinter and W1 length in 

phonemes. Right plot: the correlation between the number of phonemes in the right / final splinter and 

W2 length in phonemes. Darker circles represent multiple data points. Each relationship is 

graphically expressed by a lowess line. 

Note that the correlation coefficient is higher for W2, that is, the relationship between 

the length of the final splinter and the length of W2 is stronger than between the length 

of the initial splinter and the length of W1. However, if the initial splinter of W2 is 

preserved (i.e. in clipping compounds) no significant correlation is found between the 

length of the splinter and W2 length (r=0.22, p=0.0872). This means that the observed 

correlations between the lengths of the splinters and the lengths of the source words the 

splinters originate from does not simply reflect the fact that longer words produce 

longer splinters. If this were true, the correlations between splinter lengths and the 

source word lengths would be similar for W1 and W2. On the contrary, the correlation 

between the initial splinter length and the length of the source word is observed for W1, 

but not for W2. Initial splinter of W2 is found only in clipping compounds. Therefore, the 
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observed difference indicates that the splinters of AC-forms are shortened with less 

regard to how much of the source word is retained than the splinters of other forms in 

the present collection. Such a conclusion, however, has to be treated with caution 

because the absence of the correlation between W2 initial splinter length and the length 

of W2 may be due to low number of observations (only 23 AC formations in the collected 

data set). 

The relations between the splinter length and the ranking of the boundary phonemes 

depend on whether the splinter is initial  (left) or  final (right) . The correlation between 

the length of the left splinter and the sonority of the boundary phonemes turned out to 

be close to zero (rs=0, p=0.928 for the correlation between the length of the left splinter 

and W1L1 sonority, rs=-0.08, p=0.0894 for the correlation between the length of the left 

splinter and W1L2 sonority, ÒÓ ÓÔÁÎÄÓ ÆÏÒ 3ÐÅÁÒÍÁÎȭs correlation coefficient, which is 

used here and below when dealing with ranked data). This means that the sonority of 

the phonemes in the data has no effect on the probability of them being included in the 

initial splinter. There is, however, a weak correlation between the sonority rank of the 

boundary phonemes in the right splinter and the right splinter length (rs=0.1, p=0.0345 

for the correlation between the length of the right splinter and W2R1 sonority, rs=-0.26, 

p<0.001 for the correlation between the length of the right splinter and W2R2 sonority). 

The analysis also shows a moderate correlation between the sonority of the boundary 

phonemes themselves (rs=-0.35, p<0.001 for the correlation between W1L1 and W2L2 

in the left splinter , and rs=-0.51, p<0.001 for the correlation between W2R1 and W2R2 

in the right splinter, rs=0.12, p<0.001 for the correlation between W1L1 and W2R1 at 

the switch point of AD-formations). This suggests that the neighbouring sounds are not 

independent of each other, and confirms that blends are subject to phonotactic 

constraints, which in itself is not an unexpected finding. 

The correlation between the sonority of neighbouring phonemes can be explained by 

phonotactic constraints that operate for any words, not necessarily blends. Thus, the 

sonority of a syllable gradually rises from the onset to the peak, and then gradually fades 

into the coda (see, for example, Giegerich (1992) for a discussion of phonotactic 

constraints in English). This means that the sonority ranks of any neighbouring 

phonemes in a word are related, hence the above result. The observed correlation 

between the sonorities of W1L1 and W2R1 reflects the fact that the left splinter of W1 is 

often merged with the right splinter of W2 at the boundaries of syllable constituents 
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(see the following section for details). This result is compatible to the finding in Kelly 

(1998), where it was shown that the final phoneme of the left splinter of W1 and the 

initial phoneme of the right splinter of W2 in blends tend to have similar sonority. 

 

Figure 5. Correlation between the length of the left splinter of the first source word (W1) and the 

frequency rank of the boundary phonemes. 

 r=0.33 for W1L1; r=0.21 for W1L2, darker circles represent multiple data points 

A more important relation was revealed using frequency ranking of the boundary 

phonemes. The results of the analysis based on the frequency tables from Mines et al. 

(1978) are displayed in Figures 5 and 6. The left panel of Figure 5 shows a moderate 

positive correlation between the length of the left splinter of the first source word, and 

the frequency of the boundary phonemes W1L1 (r=0.33, p<0.001), the right panel shows 

a weak (r=0.21) correlation between the length of the left splinter and the W1L2 

phonemes, which is also statistically significant (p<0.001). The correlations illustrate 

that the initial splinter of a blend is longer if the phonemes at the splinter boundary 

(W1L1 and W1L2) have higher frequency. Accordingly, lower frequency phonemes tend 

to be in the positions of W1L1 and W1L2 in shorter splinters. Interestingly, this effect is 

not observed for the right splinter, i.e. there is no significant correlation between the 

right splinter length and the frequency of the boundary phonemes (r=-0.02, p=0.6952 

for the correlation between the right splinter length and W2R1 frequency, r=0.08, 

p=0.1027 for the correlation between the right splinter length and W2R2 frequency, the 

scatterplots are displayed in Figure 6). 
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Figure 6. Correlation between the length of the right splinter of the second source word (W2) and the 

frequency rank of the boundary phonemes. 

 rs=- 0.02 for W2R1; rs=- 0.06 for W2R2, darker circles represent multiple data points 

The analysis of the relationship between the length of the left splinter of the second 

source word and the frequency rank of the boundary phonemes W2L1 and W2L2 in AC-

formations like fin-lit (Figure 7) has demonstrated that there is no significant correlation 

between them (rs=0.2, p=0.1382 for the correlation between W2 left splinter length and 

the frequency of W2L1; rs=0.09, p=0.5041 for the correlation between W2 left splinter 

length and the frequency of W2L2). The lack of statistical significance of these 

correlations may be due to the relatively small number of AC formations in the data 

(N=23, see Table 3). 

 

Figure 7. Correlation between the length of the left splinter of the second source word (W2) and the 

frequency rank of the boundary phonemes in AC formations. 

 r=0.2, p=0.1382 for W2L1; r=0.09, p=0.5041 for W2L2, darker circles represent multiple data 

points 

The scatterplot showing the distribution of the values of W2L1 and W2L2 frequency in 

relation to the length of the left splinter of W2 in Figure 7 is, however, visually more 
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similar to the scatterplots in Figure 5 than to those in Figure 6, which suggests that a 

study of more AC formations may reveal a relationship between the frequency of the 

boundary phonemes and the length the initial splinter.  The observed effect is not simply 

a natural consequence of phoneme frequency variation (the more frequent the 

phoneme, the more likely it appears in any given segment of a word), as it is different for 

the initial and the final splinters. 

In sum, the association between the splinter length and the frequency ranking of the 

boundary phonemes is different for initial and final splinters. This difference can, to an 

extent, explain the differences between AD and AC formations (or blends and clipping 

compounds) reported, for example, in Gries (2006). It is important, though, to take into 

consideration the fact that in the above analysis the data were not divided into groups 

according to the structural types (AC, AD, etc.) and the structural type was not included 

as a variable. On the one hand, as a result of this approach, the model could not 

distinguish between, for example, the initial segment (A) in AD blends and in AC 

formations, which means potentially valuable data were not obtained. On the other 

hand, differences between different types of splinters are observed nevertheless, which 

is one of the reasons why it is justified to make this structural distinction. Further 

analyses in this chapter and also in Chapters 6 and 7 include structural types and aim to 

detect specific differences between them, in particular, between formations which can 

be classified as clipping compounds (AC forms) and formations of other structural types. 

4ÈÅ ÆÁÃÔ ÔÈÁÔ ÆÒÅÑÕÅÎÃÙ ÉÓ ÏÎÅ ÏÆ ÔÈÅ ÆÁÃÔÏÒÓ ÄÅÔÅÒÍÉÎÉÎÇ ÔÈÅ ȬÖÁÌÕÅȭ ÏÆ Á ÐÈÏÎÅÍÅ ÉÎ ÔÈÅ 

formation can be evidence of the relative informativity  of the phonemes comprising the 

source words. That is, the more frequent the phoneme the less information about the 

ÓÏÕÒÃÅ ×ÏÒÄ ÉÓ ȬÐÁÃËÅÄȭ ÉÎ ÉÔ ÁÎÄ ÔÈÅÒÅÆÏÒÅ ÔÈÅ ÍÏÒÅ ÐÈÏÎÅÍÅÓ ÁÒÅ ÎÅÅÄÅÄ ÆÏÒ ÔÈÅ 

splinter . It is not clear from the above results whether the correlation between the 

splinter length and the phoneme frequency is observed only in close proximity to the 

switch point, or throughout the whole word. This is due to the limitation of the analysis 

described in section 4.2.1, i.e. because only the ranking of the two boundary phonemes 

in each splinter was considered. What is important for the aims of the present study is 

that such a relationship is observed in blends, which signifies that the informativity o f 

the constituents influences blend formation. This result, alongside the evidence, for 

example, from Bell and Plag (2012) concerning informativity  as a determinant of 
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compound stress, signifies that informativity may work on different levels of word 

formation. 

It is clear that the frequency of the separate phonemes is not the only factor determining 

the switch point position in a blend: earlier research (e.g Kubozono, 1990; Gries, 2012; 

Arndt-Lappe and Plag, 2013) has shown the value of other factors. Some of these factors 

will be considered in the following section. 

4.3 Structural properties: Interaction with phonology  

4.3.1. Data and methods 

Many studies of the phonology of blends focus on the place of the switch point in their 

syllabic structure. However, the relations between structural type and prosody 

(considered here narrowly in terms of syllable structure) have not been taken into 

consideration. In this section the interaction between the syllable structure of the blends 

(more specifically, the position of the switch point in relation to the syllable structure) 

and their  structural type will be discussed. It will be considered whether the syllable 

structure provides grounds for taxonomic differentiation between different structural 

types, in particular blends and clipping compounds (AC forms). 

It is mentioned in the literature (e.g. Kelly 1998; Bauer 2012) that the switch point in 

blends usually goes either on the syllable boundary or between syllabic constituents, e.g. 

between onset and rime. The position of the switch point for each blend and clipping 

compound in the collected corpus was determined with regard to the syllable 

constituents. It has to be noted, however, than in numerous cases of phonological 

overlap it is not possible to unambiguously determine the position of the switch point. 

For example, it is not clear whether the overlapping segment /z/ in the blend 

/ bl z ÓÔ/  comes from W1 /bl z rd/ or from W2 /d z ÓÔ/, or indeed from both. That 

is to say, there is no way to decide whether the two splinters comprising the blend are 

/ bl /  + / z ÓÔ/,  / bl z/  + / ÓÔ/ or / bl/  + / z ÓÔ/. To avoid this ambiguity, the 

phonological content of the splinters and the position of the switch point is determined 

with regard to all the phonemes from both of the source words that are preserved in 

blends, including the overlap. In other words, if an overlap takes place there are two 

possible switch points, one before and one after the overlapping segment. In case of 

/ bl z ÓÔ/ , such an analysis results in identifying the right splinter /bl z/ wit h the 

switch point after /z/, and  the left splinter / z ÓÔ/, with the switch point before / /. 
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Because of this approach to determining splinter boundaries, the position of the switch 

point(s) is in most cases inseparable from the position of the overlap. Therefore, two 

possible switch points are accounted for in the analysis. 

Depending on whether the full syllables of each source word are preserved or not, all the 

blends in the collected corpus can be divided into four groups presented in (4.4). In the 

tr anscriptions below the parts of the source words which are not retained in blends are 

in parentheses, the overlapping segments are in bold type, and the syllable boundaries 

are marked with dots (if not already indicated by stress marks). 

 (4.4) 

a) YY ɀ whole syllables are preserved both from W1 and W2, the switch point is on 

the syllable boundary: shyPod N  shy + iPod / a .p d N  a  + a .(p d)/ , neologasm 

 Nneologism + orgasm /ÎÉl. . åÚȢ Í  NÎÉl. .(d .z m) + ( ). åÚȢ Í/ ; 

b) YN ɀ whole syllables are preserved from W1 but not from W2, the switch point is 

on the syllable boundary of W1, often there is an overlap, e.g. in jewtheran 

/ d Õ Ȣʃr. n/ , Jew / d Õ/  is retained in its entirety, while the syllable /ÌÕ/ in 

Lutheran Ⱦɉ Ì)ÕȢʃr. n/  loses its onset; 

c) NY ɀ whole syllables are preserved from W2 but not from W1, the switch point is 

on the syllable boundary of W2, often there is an overlap, e.g. in microwait 

/ ma .kr .we t/ , microwave / ma .kr .we (v)/  loses its coda, while wait / we t/ 

is retained in full; 

d) NN ɀ whole syllables are not preserved from W1 or W2, the switch point is not on 

the syllable boundary of either words: chofa N  chair + sofa / t .f  N  t (e ) + 

( s) .f / . 

Note that the syllable boundaries for the source words were taken from CEPD and that 

overlapping segments were coded twice, separately for W1 and W2. In blend formation 

resyllabification often takes place, and the syllable structure changes. The four groups in 

(4.4) were formed according to what syllables of the source words are (partia lly) 

preserved in the blend, irrespective of whether they are still whole syllables in the blend 

or they undergo resyllabification.  
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4.3.2. Results and discussion 

Table 5 shows how four of the major structural types of the blends (central replacement 

blends have two switch points and therefore cannot be compared with the other four 

types here) are distributed in our corpus in terms of their syllable structure. 

It is clear that AD blends demonstrate a tendency to preserve full syllables from W1 as in 

jewtheran in (4.4b). Moreover, over 50% of blends which preserve full syllables from 

W1 also preserve full syllables from W2, e.g. wedsite / wed.sat/  N  wedding / wed.( ŁɊȾ + 

website /( web).sat/. Overall, there is a clear tendency to retain full syllables from the 

beginning of words (which is the case for 246 AD blends, i.e. over 70% of all AD blends 

in the data). 

Table 5. The syllable structure of the four main types of blends 

Syllable 

structure of the 

blend  

Blend type  

AD AW WW AC 

YY 131 39 28 6 

YN 115 0 0 6 

NY 26 43 1 6 

NN 60 1 0 5 

Total 332 83 29 23 

Grand Total  467 

At first sight it seems that AW blends differ from AD blends in this respect because over 

half of them are NY, e. g. microwait in (4.4c). However, in AW blends the switch point 

does not enter the second source word, and therefore the preference to preserve the 

beginning of the word which can explain this distribution.  

For WW blends full preservation of the source words results in preservation of full 

syllables from both of them apart from homoblivious  homo + oblivious 

/ ,h .m bl v.i. s N  h .m ( ) + bl v.i. s/  where the / /  of W1 is not likely to be fully 

pronounced and hence only schwa vowel was included in the transcription of the blend. 

In case of clipping compounds it is by definition the beginning of the word which is 

preserved in all cases, therefore this factor is a defining one for this group. It is also 
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worth noting that no clear preference for any of the four situations in terms of syllable 

preservation is observed for AC formations. 

In the YY group, the position of the switch point is always on a syllable boundary. This 

includes cases with overlap, in which both potential switch points fall onto syllable 

boundaries.  In YN and NY groups the switch point (or one of the two switch points, in 

cases of overlap) was found in the following positions: 

(4.5) 

a) between onset and nucleus (119 observations), e. g. in W2 of blizzaster 

/ bl z ȢÓÔ/  N  blizzard / bl z.( rd)/  + disaster /(d) z ȢÓÔ/ ; 

b) between nucleus and coda (65 observations), e. g. both in W1 and W2 of 

cheapuccino / t É ÐȢt É ȢÎ/  N  cheap / t É Ð/  + cappuccino /( kæ)p. t É ȢÎ/ ; 

c) within onset (8 observations), e. g. in W1 of awkfest / ËȢÆÅÓÔ/  N  awkward 

/ ȢË(w d)/  + fest / fest/ ; 

d) within coda (1 observation) in W1 of frienvy / fren.vi/  N  friend / fren(d)/  + envy 

/ en.vi/ . 

 A conditional inference tree (decision tree) analysis was performed to figure out if the 

switch point placement is related to the structural type of blends. The method involves 

estimating a regression relationship between the variables by binary recursive 

partitioning in a conditional inference framework. In the process of building a decision 

tree, the dependent variable is analysed in relation to one or several independent 

variables. First, the algorithm tests the null hypothesis of independence between the 

dependent variable and any of the independent variables. If the null hypothesis is 

rejected, the independent variable which has the strongest association with the 

dependent variable is selected. At this stage, the data is split into two groups (branches) 

ÉÆ ÔÈÅ ÄÉÆÆÅÒÅÎÃÅ ÂÅÔ×ÅÅÎ ÔÈÅ ÖÁÌÕÅ ÏÆ ÔÈÅ ÏÕÔÃÏÍÅ ÖÁÒÉÁÂÌÅ ÉÎ Ô×Ï ÂÒÁÎÃÈÅÓ ȬÇÒÏ×ÉÎÇȭ 

from one node is statistically significant at the 5% level (that is, the p-value must be 

smaller than 0.05 in order to split the node). Then this process is recursively repeated 

until further splits are no longer justified. Each time the full set of independent variables 

is taken into consideration for a potential node split, so that the same variable can cause 

more than one split (see Hothorn et al. (2006) for a detailed description of the method). 
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In the following analysis, the position of the switch point and phonological overlap were 

used as independent variables, and the structural type of formations (AD, AW, WW and 

AC) as the dependent variable. A decision tree was built for each of the groups: YY, NN, 

YN and NY. As a result, the only group in which a significant effect of the independent 

variables on the type of the formation was detected is YN. The trees built for YY, NN, and 

NY groups did not show any splits between the nodes which means that for that part of 

the data the structure of the blend or clipping compound did not appear to be the 

outcome of the switch point position and overlap. The outcome of the decision tree 

analysis for the YN group (consisting of 115 AD and 6 AC forms, see Table 5) is shown in 

Figure 8, the exact p-values are displayed in the node labels. 

 

Figure 8. The results of the decision tree analysis of the influence of the switch point placement and 

the  phonological overlap on the structural type of a blend in the YN group 

One of the distinguished nodes (node 2), in which the switch point is placed either 

within onset or between nucleus and coda, contains 42 AD blends and 3 AC. Among the 

blends where the switch point is placed between onset and nucleus, two nodes are 

distinguished (nodes 4 and 5): with an overlap consisting only of AD blends, and the 

group of non-overlapping blends containing 3 AC forms and 10 AD. It appears from the 

outcome of the decision tree that AC formations are distinguished from AD blends by 

lack of overlap. In sum, AC formations deviate from the rest of the data in two aspects: 
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first, they do not tend to preserve whole syllables from their source words, second, their 

source words do not phonologically overlap. 

In Gries (2006) it was stated that clipping compounds behave differently in terms of 

recognisability of their source words; mainly, the switch point falls earlier than is 

necessary for the source words to be easily recognisable by their  phonological and 

orthographical material. The results above confirm that the formation of AC does not 

involve the same phonological constraints as the formation of blends. How exactly it is 

related to the recognition of the source words will be further explored in Chapters 6 and 

7. 

It is essential to bear in mind that recognisability works differently depending on 

whether the initial or the final segment of a source word is included in the blend. More 

discussion of the factors which are important for word recognition will follow in Chapter 

5, so here I will only make a note of what is essential for the present analysis. As 

mentioned, for example, in Whitney (2001), word beginnings are remembered more 

easily than word endings or middle parts. On the other hand, in addition to the 

graphemes and sounds per se, a word can be recognised by its rhythmic pattern (Gries, 

2006). The number of the phonemes (or, to be more precise, syllabic constituents) that 

are preserved from the beginning of each source word is determined by how many of 

them are sufficient for the source word to be recognisable. AC forms differ from other 

structural types in this respect because the switch point is positioned: 1) relatively 

early; 2) differently within their syllabic structure. If the end of the word is preserved, 

the main stress position and the overall prosodic structure of the word become 

important for recognition. Cannon (1986) observes that blend words tend to retain the 

main stress of one or both of their source words. Recent studies, for example, Bat-El and 

Cohen (2012), have revealed, more specifically, that the stressed syllable of the second 

source word is more likely to be preserved in a blend than the stressed syllable of the 

first source word. An OT analysis of experimentally induced blends in Arndt-Lappe and 

Plag (2013) has shown that even if the stressed vowel, or even all the phonemes of the 

stressed syllable are not retained in the blend, the prosodic structure, that is, the 

number of syllables and the main stress position of the second source word tends to be 

preserved. 

The studies above discuss the preservation of the prosodic pattern in blends which 

combine the beginning of one word with the end of another, that is, according to the 



74 
 

present classification, in AD blends only.  A decision tree analysis was carried out to 

check whether there is a difference between AD blends and other formations in the 

present corpus in terms of preserving the prosodic pattern of their source words. The 

prosodic pattern was defined, following Arndt-Lappe and Plag (2013), as the overall 

number of syllables plus the main stress position. 

  

Figure 9. The prosodic pattern of source words repeated in a blend as the predictor of the structural 

type of the blend 

For the decision tree displayed in Figure 9, the prosodic pattern of a formation was used 

as an independent variable, and the structural type as the dependent variable.  The node 

labels w1 and w2 in Figure 9 stand for reproducing the prosodic structure of W1 and W2 

respectively. The label w1w2 means that the prosodic pattern of both the source words 

is preserved, which is the case for 20 AD blends and 1 AW blend, 9 of them monosyllabic 

(e.g. ÓÈÒÅÓÓ  ÓÈÉÒÔ Ͻ dress). The prosodic structures of blends which are different from 

those of both the source words were labelled as w0. As seen in Figure 9, AD structural 

type is over-represented in node 5, i.e. the majority of AD blends follow the prosody of 

W2, or preserve the prosody of both their source words. AW forms are over-represented 

in node 3, that is, the majority of forms that reproduce the prosodic structure of W1 are 

of AW type, although a considerable number of AW do not preserve the prosodic 

structure of any of their source words (node 4). No WW blends reproduce the prosody 

of W1 (no WW forms in node 3), but no clear tendency towards preservation of W2 
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prosody in WW can be determined either, as they are split between node 4 and node 5. 

AC is the only structural type which almost categorically appears in one node (node 4), 

which indicates that almost all AC forms do not follow the prosodic pattern of any of 

their source words. 

In sum, phonological differences between blends and clipping compounds have been 

revealed at different levels: at the level of phonemes, syllable constituents, and the 

word-level prosodic structure. 

4.4. Semantic properties: Interaction with structure  

4.4.1. Data and methods  

The semantic properties of blends have often been used as the basis for their 

classification according to the relationships between their source words, similar to the 

classifications of compounds according to the semantic relationships between their 

components, e.g. in Downing (1977), Bauer (1983), Benczes (2006) and Renner (2008). 

In some cases particular semantic properties were used as distinguishing features of 

blends. For example, in Adams (1973), Berg (1998), and Kelly (1998) a word is classified 

as a blend (or at least as a typical blend) only if its source words are in some kind of 

coordinative relation, e.g. synonymic or antonymic, or are hyponyms, otherwise it is a 

clipping compound. Making this distinction seems, however, no less arbitrary then a 

similar distinction based on purely formal properties of blends and clipping compounds, 

as was shown in section 2.2. An integrative approach to this problem might help find 

more reliable grounds for distinguishing and classifying blends. In this section, the 

interaction between the form and the semantics of blends will be considered. An attempt 

to make a subtle classification of semantic types and subtypes of blends is not among the 

aims of the present research, therefore only two main semantic types were taken into 

consideration, based on the classification from Bauer (2006): 

1. paradigmatic origin blends (chofa  ÃÈÁÉÒ Ͻ ÓÏÆÁȟ ÂÌÉÚÚÁÓÔÅÒ  blizzard + disaster); 

2. syntagmatic origin blends (fake-ÁÔÉÏÎ  ÆÁËÅ ÖÁÃÁÔÉÏÎȟ ÂÒÉÅÔ  bride diet). 

4ÈÅÓÅ ÔÅÒÍÓ ÁÒÅ ÓÙÎÏÎÙÍÏÕÓ ÔÏ ÔÈÅ ÔÅÒÍÓ ȬÃÏÏÒÄÉÎÁÔÉÖÅȾÄÅÔÅÒÍÉÎÁÔÉÖÅ ÂÌÅÎÄÓȭ ÕÓÅÄȟ ÆÏÒ 

example, in Bauer (2012). Referring to the blends as having either paradigmatic or 

syntagmatic origin implies looking at not only the semantics, but also the origin of the 

blends. Paradigmatic origin blends can be glossed by linking their source words with  an 
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and or or (chofa has properties of a chair and a sofa). Syntagmatic origin blends can be 

glossed by modifying the second source word by the first one (e.g. briet is a bride diet, i.e. 

a kind of diet).  It is possible that a blend of either kind actually originates from an item-

familiar word combination of the corresponding type, but it is not necessarily the case. 

Defining the semantic type of neologisms in my collection relies on the definitions and 

the source words provided in the sources, and on the semantic relations between the 

source words analysed in accordance with the criteria in Bauer (2006). Thus, the data 

are distributed into the semantic categories in the following way: 391 formations have 

syntagmatic origin, 109 have paradigmatic origin, and the remaining 6 are classified as 

ȬÏÔÈÅÒȭ. The latter group includes formations which are problematic to assign to either 

semantic type because the order of the source words in the explaining word 

combination is reversed, as in epiphanot N  not an epiphany, or is questionable, as in 

collelephant N   college + elephant, ÍÅÁÎÉÎÇ ȬÁ ÌÁÒÇÅ ÃÏÌÌÅÇÅȭȢ Although one might argue 

that the source words of collelephant are in subordinative relations, this blend is still 

different from other subordinative origin blends. If we assume that it is a subordinative 

blend parallel to others, this would imply that the second source word is the head word, 

i.e. thÅ ÍÅÁÎÉÎÇ ×ÏÕÌÄ ÂÅ ÓÏÍÅÔÈÉÎÇ ÌÉËÅ ȰÁÎ ÅÌÅÐÈÁÎÔ ×ÉÔÈ Á ÃÏÌÌÅÇÅ-ÌÉËÅ ÐÒÏÐÅÒÔÙȱ 

which is not what the context demands. 

Combinations of source words, i.e. cases of their immediate co-occurrence, were looked 

up in COCA for each blend or clipping compound. Irrespective of the semantic type of the 

blend or clipping compound in question, both subordinative and coordinative 

combinations of its source words were looked up. The subordinative word combinations 

could have only one possible word order, which was determined by the meaning of the 

blend, and the coordinative word combinations could have different order of 

constituents. In coordinative word combinations, the source words could be conjoined 

by and or or, or could have a comma or a hyphen between them; all these variants were 

looked up in the corpus. 

4.4.2. Results and discussion 

For about one third of the data (149 of 506 lexemes) the source word combinations 

could be found in COCA, and in the vast majority of cases only one type of combination 

was attested, particularly, coordinative (either in direct or in reversed order, or both) 

for paradigmatic origin formations, and subordinative for syntagmatic origin formations 

(the exact numbers are given in Tables 6 and 7). 
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For 54 of 109 (49.5%) blends of paradigmatic origin, coordinative source words 

combinations are attested in COCA. As for syntagmatic origin blends, only 18.9% of the 

subordinative combinations of their source words (74 out of 391) were found in COCA. 

The observed difference is higher than could be suggested by chance (p<0.01 for a t-test 

of the difference of proportions). 

Table 6.The distribution of the data with regard to the semantic origin and the type of source word 

combinations attested in COCA  

Semantic 

type of 

formation  

Number 

of types 

in the 

collection  

 The combination of source words attested in 

COCA 

(number, % among all formations of the given 

semantic type)  

Subordinative   Coordinative   None 

In direct 

order  

In reversed 

order  

Total  

Syntagmatic 

origin 

391 

(100%) 

74 

(18.9%) 

22 

(5.6%) 

11 

(2.8%) 

18 

(4.6%) 

302 

(77.2%) 

Paradigmatic 

origin 

109 

(100%) 

20 

(18.3%) 

46 

(42.2%) 

41 

(37.6) 

54 

(49.5%) 

51 

(46.8%) 

Other 6 

(100%) 

1 

(7.8%) 

1 

(7.8%) 

0 

(0%) 

1 

(7.8%) 

4 

(66.7%) 

Total 506 

(100%) 

95 

(18.8%) 

69 

(13.6%) 

52 

(10.3%) 

73 

(14.4%) 

357 

(70.5%) 

 

Table 7. Source words combinations extracted from COCA 

Type of source 

word combination  

Number of types in 

the data set for 

which this type of 

combination was  

found  

Number of tokens 

in COCA 

Examples 

coordinative 69 11676 chair and sofa 

coordinative, in 

reversed order 

52 5550 sofa and chair 

subordinative 95 1664 fake vacation 

Moreover, the decision tree analysis with frequency and type of source word 

combinations as independent variables predicting the semantic type of the formation 

shows (Figure 10) that the frequency of the subordinative combinations of the source 

words does not affect the probability of forming a blend of them (this is why it is not 

shown in the decision tree although it was included in the analysis as an independent 
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variable), while the frequency of coordinative combinations affects the probability of 

paradigmatic blends. Blends of this kind are more likely to be formed if the 

corresponding word combinations are attested (nodes 4 and 5 in Figure 10) than 

otherwise (node 3). This is an important piece of evidence for the practicability of 

distinguishing between neologisms of syntagmatic and paradigmatic origin. 

 

Figure 10. Frequency and type of source word combinations as the predictor of the semantic type of 

blends.CoComb ï COCA frequency of the coordinative source word combination in direct order; 

CoRev ï COCA frequency of the coordinative source word combination in reverse order 

Consider now the structural type of a blend in relation to its semantics. The analysis 

below is focussed on four structural types: AC, AD, AW and WW. The majority of 

neologisms of all structural types is of syntagmatic origin, the proportion of syntagmatic 

origin formations of three structural types being roughly the same (75.4% of AD forms, 

75.9% of AW and 77.3% of AC forms) and higher (89.7%) for WW blends. In terms of the 

proportions of the lexemes whose source word combinations are attested in COCA, two 

structural types differ from the others, as shown in (4.6): for WW blends it is 

considerably lower and for AC formations considerably higher than for the remaining 

two types. 

(4.6)  

AD ɀ 96/332 (28.9%)  
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AW ɀ 28/83 (33.7%)  

WW ɀ 2/29 (6.9%)  

AC ɀ 11/23 (47.8%)  

Coincidentally or not, these are the structural types which differ from the rest of the data 

in terms of the degree of preservation of the source words. WW blends, e.g. 

predictionary N  prediction + dictionary, stoption N  stop + option, fully preserve their 

source words due to the overlap, and AC formations preserve a relatively small portion 

of the phonological and graphical material of their source words (as shown in 4.2.1.). 

This, in turn, results in lower potential for recognisability of the source words from an 

AC form, as discussed in Chapter 2. 

 

Figure 11. Frequency and type of source word combinations as the predictors of the structural type of 

blends. SubComb ï COCA frequency of the subordinative source word combination 

Thus, WW blends seem to be formed using completely different principles, rather than 

merging together words that are frequently encountered side by side. As for AC 

formations, an opposite tendency is observed. The recognisability of the source words 

seems to be of low priority for the formation of these blends because of the different 

principles of the switch point placement. AC formations demonstrate a tendency to be 

coined out of words that are encountered together. As the decision tree in Figure 11 

shows, the proportion of AC forms is significantly higher in node 3 than in node 2. The 



80 
 

subordinative source word combination frequency for node 3 is over 26, while the 

frequency of the subordinative source word combinations of blends in node 3 is lower. 

This means that a complex formation merging together two words is significantly more 

likely to take the AC form if the frequency of the corresponding subordinative source 

word combination exceeds 26. This result implies that an AC form is more likely to be 

formed as a contraction of an established word combination (i.e. a clipping compound in 

the sense that it is a clipping of an existing compound) than as a neologism naming a 

completely new notion. The latter is, for example, the case with hybrid names such as 

chofa N  chair + sofa. 

If the semantic relationships between the source words are used for the classification of 

blends among other morphological processes, then blends are often juxtaposed to 

ÃÏÎÔÒÁÃÔÉÏÎÓ ÏÆ Ȭ×ÏÒÄÓ ×ÈÉÃÈ ÏÃÃÕÒ ÓÉÄÅ ÂÙ ÓÉÄÅȭȟ as formulated in Kubozono (1990, p. 2). 

For example, Gries (2012, p. 155) reports evidence ÔÈÁÔ ȬÃÏÍÐÌÅØ ÃÌÉÐÐÉÎÇÓ ÈÁÖÅ ÑÕÉÔe a 

ÓÔÒÏÎÇ ÐÒÅÆÅÒÅÎÃÅ ÔÏ ÉÎÖÏÌÖÅ ÃÏÎÔÒÁÃÔÉÖÅ ÒÅÌÁÔÉÏÎÓȭ, which means that, unlike blends, 

complex clippings (AC formations here) tend to merge together words which could 

appear as a compound. The analysis of the interaction of the structure of the formations 

and the semantic relations between their source words shows that the structural type of 

a neologism is indeed related to its actual origin. 

4.5. Interim conclusions: Phonological and semantic factors which 

influence the structure of blends  

The coinage of blends does not employ morphemes but involves extraction of segments 

of the source words and merging them together following prosodic rules, which 

determine the position of the switch point. The findings described in sections 4.2ɀ4.4 

reveal the factors that influence the switch point placement: the sonority and frequency 

of boundary phonemes, and the syllable structure of the source words. The correlation 

between the sonority ranks of the phonemes adjacent to the switch point indicates that 

blend words are formed in accordance with the phonological constraints for English 

words. The positive correlation between the frequency of boundary phonemes and the 

splinter length can be explained by the recognisability of the source words, which has 

been shown to be an important factor in blend formation (Gries 2004, 2006, 2012). The 

frequency of the phonemes, as an indirect indicator of their informativity  can be related 

to recognisability of the source words from the splinters in blends and clipping 

compounds. This study has shown that in terms of the switch point position AC 
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formations behave differently from AD blends. Firstly, they preserve less material from 

the source words than AD (or any other type of formations considered in the analysis 

above). In addition to this, AC forms demonstrate a clear preference for the switch point 

to be placed between onset and nucleus in the situation of no phonological overlap, 

whilst AD blends do not show any preference in this respect at all. Although on the 

surface (considering only the phoneme sequences) the phonology of both AD and AC 

forms is similar to the phonology of other morphological categories, e.g. 

monomorphemic English words, the picture becomes different if we take into 

consideration the position of the switch point in the syllabic structure and the factor of 

recognisability of the source words. 

Another factor which must be taken into consideration in an analysis of the structure of 

blends and clipping compounds is the prosodic contour of their source words. The 

analysis in section 4.3 shows that whether the stress pattern of the first or the second 

source word (or of none at all) is preserved, is not independent of the structural type of 

the formation. The majority of AD forms preserve the prosodic pattern of the second 

source words, which is compatible with earlier findings in literature. Unlike AD, AC 

forms tend not to preserve the prosodic pattern of any of their source words. The fact 

that AW blends tend to follow the prosodic pattern of W1 rather than W2 can be 

explained by purely technical reasons. The first source word of AW blends usually has 

more syllables than the second (or, to put it the other way round, W2 is fully preserved 

in these blends due to the fact that it is short, usually mono- or disyllabic), e.g. 

passthought N  password + thought. Therefore it is impossible for the whole blend to 

reproduce the prosodic structure of the second source word. Besides, as the second 

word is, by definition, fully preserved in AW blends, it ensures its recognisability and 

makes its prosodic structure less important for recognition. It must be noted, however, 

that a small group of AW blends, e.g. enviclean N  environment + clean do not follow these 

tendencies and resemble AC formations in this respect. 

It appears that two contradictory factors influence the formation of blend words. The 

first is the relatively frequent co-occurrence of the source words and, therefore, the 

possibility of an established semantic link between them. The second factor is the 

creation of such a link simultaneously with the formation of a blend, which requires a 

high degree of recognisability of both the source words. Recognisability is not so vital in 

the first case because the semantic link is already there and the main aim of the 
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formation of a new lexeme is merging the source words together in a compact form. The 

first factor, therefore, is responsible for producing clipping compounds, the second is 

responsible for blending. 

This model can explain the differences in the formation of blends and clipping 

compounds. Recognisability of the source words is achieved by balancing the 

preservation of the longest possible segment of both the source words (an ideal case 

would be a WW blend) and the prosodic pattern of at least one of them. Which prosodic 

pattern is preserved depends on the relative length of the source words and the blend, 

the position of the source words (the second source word is more vulnerable if it loses 

its beginning, so it is essential to preserve its prosodic pattern) as well as on which of 

them is more valuable for the semantics of the blend. Thus, if one of the source words is 

the semantic head, it may be the cause for the whole blend to reproduce its prosody, the 

default pattern for English blends being the preservation of the second source word 

prosodic pattern. The results of the experiments reported in Shaw et al. (2014) show 

that, at least for blends labelled here as AD, this is indeed the case. The experiments by 

Shaw et al. demonstrate that AD blends which can be analysed as right-headed tend to 

preserve the prosodic pattern of the right-hand source word to a greater extent than 

paradigmatic origin AD blends, which do not have a semantic head. In the present study, 

this works for AD blends and the majority of AW but WW and AC forms behave 

differently.  

As for AC forms, recognisability seems to be a less important factor for their formation 

than for AD blends. A detailed discussion of the matter and statistical evidence of the 

differences between the two categories in terms of the recognisability and the similarity 

of the source words is provided in Gries (2006, 2012). This study finds explanation for 

these differences in the fact that AC forms originate as an instance of shortening which 

often implies the existence of a frequently used combination of source words and the 

existence of a certain semantic link between them prior to the formation of the new 

lexeme. I tried to filter out such cases at the stage of data collection (see section 4.1), but 

the analysis has shown that this might be the defining feature of AC forms. 

WW blends are on the opposite end of the axis from AC forms. In WW blends, the 

conditions for the recognisability of the source words are met more successfully than in 

any other structural type of blends, because both words are preserved in full. The 

frequent co-occurrence of the source words of these blends is, on the other hand, the 
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least probable case. A possible explanation of these features of WW blends is that they 

are an instance of creative word formation introducing a new cognitive unit. To what 

extent this is true, and whether this also relates to AD blends will be explored in the 

following chapters. 

Contrary to the claim, for example, in Tomaszewitcz (2012, p. 221) ÔÈÁÔ ȰÎÏ ÒÅÌÁÔÉÏÎÓÈÉÐ 

between the phonological structure and syntactic origin is assumed to exist in the 

%ÎÇÌÉÓÈ ÂÌÅÎÄÓȱȟ ÔÈÅ ÁÎÁÌÙÓÉÓ ÔÈÁÔ ÉÎÖÏÌÖÅÓ !$ȟ !7ȟ !# ÁÎÄ 77 ÓÔÒÕÃÔÕÒÁÌ ÔÙÐÅÓ ÓÈÏ×Ó 

that the origin has its explanatory value. Considering the origin of a blend alongside its 

structure, it is possible to distinguish two groups of AW forms, some of them likely to be 

formed as blends (e.g. approximeeting), others  as clipping compounds (e.g. enviclean, 

see also contrail  Ncondensation + trail, lumist N  luminous mist in Tomaszewitcz (2012, 

p. 228)), although some cases still may be debatable.  

The results of this research make an important contribution to the resolution of a much 

discussed problem: whether clipping compounds and blends are the same type of word 

formation or not. In terms of purely formal or purely phonological features these two 

groups of words demonstrate different behaviour, and the reason for this lies in their 

semantic properties. AC-forms seem to appear contractions of existing compounds, and 

therefore can be labelled as clipping compounds. Unlike AC-forms, other blends are 

indeed more likely to be instances of creative word formation involving the formation of 

new notions in the process of conceptual integration. In other circumstances, a blend of 

digital and camera could be digamera, but because it was probably coined as the 

shortening of already established digital camera it took the form of a clipping compound 

digicam. 

Going back to the different approaches to classifying blends as a word formation type 

given in the Introduction, I have to note that to call blends either an instance of 

shortening or an instance of compounding would be imprecise, as the process of blend 

formation appears to be more complex. It is likely that blends or clipping compounds are 

formed in one of two possible situations: either pure shortening takes place (in most 

cases after compounding) which results in the formation of clipping compounds, or 

shortening and compounding happen simultaneously. In both cases phonological rules 

apply, but in the second case the output word not only has to sound like a normal 

English word, but also has to preserve enough material from its source words for them 

to be recognisable. This is achieved by preserving a certain amount of the phonological 
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material from the source words, as well as prosodic patterns of the appropriate source 

word. This leads to a conclusion that both formal criteria that were stated in the working 

definition in section 3.1 (i.e. partial loss of the phonological/graphical material and not 

being formed by concatenation of morphs) are important for distinguishing blends from 

the neighbouring word formation categories. 

Applying these criteria to the corpus of data which was analysed in the present chapter 

leads to a somewhat paradoxical conclusion: blends and clipping compounds are 

definitely not the same because they have different reasons for appearing and 

morphologically (if this word indeed can be applied to their formation) they are formed 

according to different principles. Yet the ultimate boundary between the two categories 

is impossible to draw because there are, however few, marginal cases the formation of 

which may be equally successfully explained by either principle. 

It has to be noted with regard to the results presented here that some of the conclusions 

(in particular, the analysis of the syllable structure of the data in section 4.3) are based 

on small data samples, and therefore should be treated with caution. Despite these 

limitations, the results presented in this chapter provide important evidence of the 

influence on the co-occurrence of constituents on the form of the output items. The 

relations between the structural type of the items and the recognisability of their source 

words are further explored in two experimental studies described in Chapters 6 and 7. 

Some ways to provide further confirmations to the claims made here will be suggested 

in the following chapter.
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Chapter 5. Deconstructing blends: Insights from psycholinguistic and 

cognitive studies  

Studying phonological and structural regularities of blends and related morphological 

phenomena consistently leads to the questions of 1) how blends are constructed from 

the point of view of their coiners, and 2) how the readers or hearers of blends perceive 

and understand them. As is clear from Chapter 2, these questions have often been raised 

by researchers conducting descriptive and corpus-based studies of blends within 

various theoretical frameworks. The findings of the lexical data analysis presented in 

Chapter 4 also reveal that the differences between structural types of blends and 

clipping compounds are related to factors involved in producing blends and to the 

recognisability of the source words. It appears that it is difficult to make inferences 

about the mechanism of blending without referring to psycholinguistic and cognitive 

phenomena related to the formation and processing of blends. A closer look will be 

taken at these in the present chapter. Section 5.1 provides an overview of studies 

discussing the selection of the source words that make up potential blends, and the 

semantic features of blends related to this selection. In section 5.2 the recognisability of 

the source words of blends and clipping compounds is considered in the light of 

psycholinguistic studies of word recognition. Section 5.3 outlines the theoretical and 

methodological assumptions that are utilised for the experimental study of the 

processing of blends and clipping compounds undertaken in the current research. 

5.1. Cognitive mechanisms of blending revealed in the form of blends  

In psycholinguistics, studies of blends were initially concerned with speech error blends 

as part of the research on lapsus linguae in general. Speech error blends occur, as 

proposed in Fromkin (1973b, p. 235), when two words seem to be able to express what 

ÔÈÅ ÓÐÅÁËÅÒ ÈÁÓ ÉÎ ÍÉÎÄȟ ÁÎÄ ÔÈÅÒÅÆÏÒÅ ÔÈÅ ÓÐÅÁËÅÒ ȰÂÒÉÎÇÓ ÔÈÅÍ ÂÏÔÈ ÉÎÔÏ Á ÂÕÆÆÅÒ 

ÓÔÏÒÁÇÅ ÃÏÍÐÁÒÔÍÅÎÔȟ ×ÉÔÈ ÔÈÅÉÒ ÐÈÏÎÏÌÏÇÉÃÁÌ ÓÐÅÃÉÆÉÃÁÔÉÏÎÓȱȢ %ØÁÍÐÌÅÓ Ïf speech error 

blends analysed, for example, in Fromkin (1973b) and Garrett (1975), are seen  as a 

result of simultaneous activation of two words, when the speaker produces both 

competing words instead of selecting one of them. The competing words tend to be 

semantically related, as, for example, baggage and luggage (which are in synonymic 

relations). 
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Production constraints that regulate intentional blends and speech error blends are 

considered in Berg (1998). Using the collection of blends from Pound (1967), Berg tests 

the predictions ÔÈÁÔȡ ρɊ ȰÉÎÔÅÎÔÉÏÎÁÌ ÂÌÅÎÄÓ ÁÒÅ ÓÕÂÊÅÃÔ ÔÏ ÔÈÅ ÓÁÍÅ ÂÁÓÉÃ ÃÏÎÓÔÒÁÉÎÔÓ ÁÓ 

ÕÎÉÎÔÅÎÔÉÏÎÁÌ ÏÎÅÓȱȠ ςɊ ȰÔÈÅÓÅ ÃÏÎÓÔÒÁÉÎÔÓ ÓÈÏÕÌÄ ÂÅ ÌÅÓÓ ÐÒÏÎÏÕÎÃÅÄ ɉÂÕÔ ÓÔÉÌÌ ÂÅ 

present) in wilful la nguage patterns than ÉÎ ÓÌÉÐÓ ÏÆ ÔÈÅ ÔÏÎÇÕÅ ɍȢȢȢɎ ÂÅÃÁÕÓÅ ÓÐÅÁËÅÒÓȭ 

ÉÎÔÅÎÔÉÏÎÓ ÍÁÙ ÒÅÄÕÃÅȟ ÂÕÔ ÎÏÔ ÁÎÎÕÌȟ ÔÈÅ ÉÍÐÁÃÔ ÏÆ ÔÈÅ ÐÒÏÃÅÓÓÉÎÇ ÐÒÉÎÃÉÐÌÅÓȱ (Berg, 

1998, p. 152). The following similarities between intentional and unintentional blends 

are revealed and analysed: 

ï the source words of both intentional and unintentional blends (Berg uses the 

ÔÅÒÍ ȬÉÎÔÅÒÁÃÔÁÎÔÓȭɊ ÁÒÅ ÁÌÍÏÓÔ ÁÌ×ÁÙÓ ÏÆ ÔÈÅ ÓÁÍÅ ÓÙÎÔÁÃÔÉÃ ÃÁÔÅÇÏÒÙ (1998, p. 

152); 

ï if one of the source words begins with a consonant and another with a vowel, the 

unintentional blends tend to begin with the consonant (thus, the source word 

which starts with a consonant is put in the first position) and the intentional 

ÂÌÅÎÄÓ ȰÆÏÌÌÏ× ÔÈÅ ÓÁÍÅ ÔÒÅÎÄȟ ÔÈÏÕÇÈ ÔÏ Á ÌÅÓÓÅÒ ÅØÔÅÎÔȱ (1998, p. 154); 

ï with regard to the length of the blend, the speech error blends are more often 

longer than each of their source words, but this is not as frequently the case with 

intentional blends (1998, p. 155); 

ï ÍÏÒÅ ÔÈÁÎ ÈÁÌÆ ɉυωȢφϷɊ ÏÆ ÉÎÔÅÎÔÉÏÎÁÌ ÂÌÅÎÄÓ ÈÁÖÅ ÁÎ ÏÖÅÒÌÁÐ ɉÃÁÌÌÅÄ ȰÂÒÉÄge 

ÅÆÆÅÃÔȱ ÂÙ "ÅÒÇɊȟ ×ÈÉÃÈ ÉÓ ÁÌÓÏ Á ÃÈÁÒÁÃÔÅÒÉÓÔÉÃ ÏÆ ÓÐÅÅÃÈ ÅÒÒÏÒ ÂÌÅÎÄÓ (1998, p. 

156); 

ï in terms of the semantic relationships, the source words of speech error blends 

are often synonyms; while this tendency is weaker in intentional blends, due to 

ÔÈÅ ÆÁÃÔ ÔÈÁÔ ȰɍÔɎÈÅ ÖÏÌÉÔÉÏÎÁÌ ÅÌÅÍÅÎÔ ÉÎ ÉÎÔÅÎÔÉÏÎÁÌ  ÂÌÅÎÄÓ ÉÓ ÔÈÅ ÒÅÁÒÒÁÎÇÅÍÅÎÔ 

of semantic features from different lexical items so as to create a word with new 

ÍÅÁÎÉÎÇȱ (1998, p. 157). 

Berg concludes that the formation of both intentional and error blends is regulated by 

the same production constraints, but the influence of these constraints on the form of 

intentional blends is weakened by the interference of the intentions of their creators. 

The differences in production processes are reflected in the formal differences. Berg, 

however, argues that the observed differences between intentional and error blends are 

minor in comparison with what they have in common. This agrees with the results of 

other studies that show that blends are subject to the same general production 
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constraints that are at work in the given language. It should be noted though that the 

tendencies revealed by Berg apply only to a part of 0ÏÕÎÄȭÓ ÄÁÔÁ ÂÅÃÁÕÓÅ "ÅÒÇ 

intentionally excluded formations of syntagmatic origin, e.g. prinister  NPrime minister 

which he considers to be of a different nature. 

A comparative study of phonological and semantic properties of speech error blends and 

intentional blends by Gries (2006), discussed in Chapter 2, showed that the degree of 

phonological and graphical similarity between the source words of intentional blends is 

higher than in random word pairs, but lower than in the source words of error blends. In 

terms of the relative length of the source words, Gries observes the following: error 

blends tend to be formed of words of approximately equal lengths, while the first source 

word of intentional blends is often shorter than the second source word (see also similar 

findings in other studies discussed in Chapter 2). From the point of view of semantics, 

'ÒÉÅÓȭ ÆÉÎÄÉÎÇÓ ÁÒÅ ÃÏÍÐÁÔÉÂÌÅ ×ÉÔÈ "ÅÒÇȭÓ ÁÓÓÕÍÐÔÉÏÎ ÔÈÁÔ ÔÈÅ ÒÅÌÁÔÉÏÎÓ ÂÅÔ×ÅÅÎ ÔÈÅ 

source words of error blends are more often of synonymic nature than in intentional 

blends. Moreover, the findings in Gries (2006) reveal that the semantic relationships 

between the source words of intentional blends are of a more constrained nature than 

between randomly selected words. The semantic relations between the source words 

differ for error blends and intentional blends, as also shown by Berg. 

In sum, the findings of the studies above demonstrate that intentional blends and error 

blends are formed under the influence of similar production constraints, which, 

however, affect the formation of error blends and intentional blends in a different way. 

Studying the processing of speech error blends is not the aim of this study. Therefore, 

this section will further cover the research on the cognitive aspects of intentional 

blending. 

Some recent cognitive treatments of blends are formulated within the  framework of the 

conceptual integration theory by Fauconnier and Turner ( Turner and Fauconnier, 1995; 

Fauconnier and Turner, 1998, 2002)Ȣ 7ÈÉÌÅ &ÁÕÃÏÎÎÉÅÒ ÁÎÄ 4ÕÒÎÅÒ ÕÓÅ ÔÈÅ ÔÅÒÍ ȬÂÌÅÎÄȭȟ 

their theory is not developed to deal with lexical blends as defined in this thesis. 

However, more recent cognitive works on lexical blends (e.g. Kemmer, 2003) have been 

based on conceptual integration theory, so it is useful to provide here a general outline 

of the theory. 
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Fauconnier and Turner introduce the notion of conceptual integration, a cognitive 

ÐÒÏÃÅÓÓ ÔÈÁÔ ÏÐÅÒÁÔÅÓ ÏÖÅÒ ȬÍÅÎÔÁÌ ÓÐÁÃÅÓȭ ÄÅÆÉÎÅÄ ÁÓ ÔÈÅ ȰÓÍÁÌÌ ÃÏÎÃÅÐÔÕÁÌ ÐÁÃËÅÔÓ 

constructed as we think and talk, for purposes of understÁÎÄÉÎÇ ÁÎÄ ÁÃÔÉÏÎȱ (Fauconnier 

and Turner, 2002, p. 40). The mechanism ÏÆ ÃÏÎÃÅÐÔÕÁÌ ÉÎÔÅÇÒÁÔÉÏÎ ÉÎÃÌÕÄÅÓ Ô×Ï ȬÉÎÐÕÔ 

ÓÐÁÃÅÓȭ ×ÈÉÃÈ ÁÒÅ ÐÒÏÊÅÃÔÅÄ ÔÏ Á ÎÅ×ÌÙ ÃÒÅÁÔÅÄ ÓÐÁÃÅ ɀ ÔÈÅ ȬÂÌÅÎÄȭȟ ÁÎÄ ÔÈÉÓ ÂÌÅÎÄÅÄ 

ÍÅÎÔÁÌ ÓÐÁÃÅ ȰÉÎÈÅÒÉÔÓ ÐÁÒÔÉÁÌ ÓÔÒÕÃÔÕÒÅ ÆÒÏÍ ÔÈÅ ÉÎÐÕÔ ÓÐÁÃÅÓȟ ÁÎÄ ÈÁs emergent 

ÓÔÒÕÃÔÕÒÅ ÏÆ ÉÔÓ Ï×Îȱ (Fauconnier and Turner, 1998, p. 1). The cognitive spaces 

discussed by Facounnier and Turner may include a range of elements such as the roles 

of the speaker and the listener, time, space, and various characteristic features of a 

denotatum (for instance, questions and answers are elements of the cognitive space 

ȬÄÅÂÁÔÅȭɊȢ !Ó Á ÒÅÓÕÌt of conceptual integration, or conceptual blending, as the authors 

prefer to call it (Fauconnier and Turner, 1998, p. 3), various connections between 

elements of the input spaces are exploited and brought into the blended space. Some of 

the connections that may be activated are similar speaker roles in two input spaces, 

similar characteristic features of the two denotata, associative and metaphorical 

connections. 

The main sphere of use of conceptual blending theory for analysing language or speech 

is at the textual level, or as method of discourse analysis. It is possible though, as is 

postulated by its authors, to apply it to the analysis of noun-noun compounds. For 

example, in a compound land yacht ɉȬÁ ÌÕØÕÒÉÏÕÓ ÃÁÒȭɊ, the semantic characteristic 

ȬÅØÐÅÎÓÉÖÅȭ ×ÈÉÃÈ ÉÓ ÁÓÓÏÃÉÁÔÅÄ ×ÉÔÈ yacht is brought to the blended space of the 

compound meaning. 

Some linguists extend the field of application of this theoretical framework to the 

analysis of lexical blends, in which both the form and the meaning of the source words 

are integrated. A prime example is Kemmer (2003). First of all, Kemmer confirms that 

the analysis of blends as a morphological phenomenon must not involve attempts to 

divide them into traditional morphemes or morpheme-like parts, and therefore suggests 

a schema-based approach (which she concedes is not rule-based but constraint-based), 

grounded on the principles of cognitive grammar. Her study is focussed on intentional 

blends. 

Following Langacker  (1987, 2000) and MacWhinney (2000), Kemmer (2003, p. 78) 

ÄÅÆÉÎÅÓ ÓÃÈÅÍÁÓ ÁÓ Ȱgeneralizations extracted froÍ ÌÉÎÇÕÉÓÔÉÃ ÆÏÒÍÓ ÁÎÄ ÍÅÁÎÉÎÇÓȱ, and 

ÃÏÇÎÉÔÉÖÅ ÒÅÐÒÅÓÅÎÔÁÔÉÏÎÓ ÁÓ ȰÃÏÎÓÉÓÔÉÎÇ ÏÆ ÐÅÒÃÅÉÖÅÄ ÓÉÍÉÌÁÒÉÔÉÅÓ ÁÃÒÏÓÓ ÍÁÎÙ ÉÎÓÔÁÎÃÅÓ 
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ÏÆ ÕÓÁÇÅȱȢ ,ÉÎÇÕÉÓÔÉÃ ÓÃÈÅÍÁÓ ×ÏÒË ÏÎ ÄÉÆÆÅÒÅÎÔ ÌÅÖÅÌÓ ÏÆ ÌÁÎÇÕÁÇÅȟ ÆÏÒ ÅØÁÍÐÌÅȟ ÏÎ ÔÈÅ 

phonological level a schema would be a specific phonotactic pattern, or a repeated string 

of phonemes such as /str/ for words like strength and strip (2003, p. 78). 

The following characteristics of lexical blends (not necessarily conditions of defining 

them but rather tendencies that are observed in instances of blending) are given in 

Kemmer (2003, pp. 75ɀ77): 

ï blends ÃÏÍÂÉÎÅ ÐÁÒÔÓ ÏÆ ȬÌÅØÉÃÁÌ ÓÏÕÒÃÅ ×ÏÒÄÓȭ ɉÔÅÒÍ ÕÓÅÄ ÂÙ +ÅÍÍÅÒɊȟ ÁÎÄ ÔÈÉÓ 

distinguishes them from compounds; 

ï morphological structure is not particularly relevant to blends because blends are 

ȰÎÏÔ ÒÅÁÌÌÙ ÃÏÍÐÏÓÅÄ ÏÆ ÍÏÒÐÈÅÍÅÓ ÉÎ ÔÈÅ ÓÅÎÓÅ ÏÆ ÒÅÃÕÒÒÅÎÔ ÍÉÎÉÍÁÌ 

ÍÅÁÎÉÎÇÆÕÌ ÐÁÒÔÓȱ (2003, p. 77); 

ï phonological properties are, on the contrary, highly relevant to blending; this is 

closely connected to the fact that, instead of morphemes, blends are composed 

ȰÏÆ ÐÈÏÎÏÌÏÇÉÃÁÌ ÓÔÒÉÎÇÓ ÔÈÁÔ ÔÒÉÇÇÅÒ ÍÅÁÎÉÎÇÓȱ (2003, p. 77). 

+ÅÍÍÅÒȭÓ ÃÏÎÃÌÕÓÉÏÎÓ ÃÏÎÃÅÒÎÉÎÇ ÔÈÅ ÆÏÒÍÁÔÉÏÎ ÏÆ ÂÌÅÎds and their lack of 

morphological analysability are compatible with similar observations in other studies on 

blends (e.g. Bauer (1983) and Cannon (1986), see also Chapter 2). According to Kemmer 

(2003, p. 93, ff.), the last characteristic listed above, i.e. the notion that there are 

ȰÐÈÏÎÏÌÏÇÉÃÁÌ ÓÔÒÉÎÇÓ ÔÈÁÔ ÔÒÉÇÇÅÒ ÍÅÁÎÉÎÇÓȱ, concerns the association between sound 

and meaning that is realised in the words in general. Some examples of this are 

phonaesthemes and clippings. They, alongside blends, are instances of a more general 

phenomenon of association between sound and meaning which does not necessarily 

take place at a word or morpheme level. 

Regarding lexical blends, Kemmer reiterates, on the one hand, that phonological 

patterns play a crucial role in the formation of blends. On the other hand, she claims that 

blends involve conceptual integration of meaning, that is, the meaning of the blend 

includes certain (but not all) elements of the meanings of the source words. Thus, the 

meanings of the source words are associated in this interpretation with the 'input 

spaces' of Fauconnier and Turner. The meaning of the blend may also include some 

emergent structures that may not have been present in either of the initial mental 

spaces. Altogether this meaning represents the 'blended space' (as Fauconnier and 

Turner term it ) that emerges as a result of ÃÏÎÃÅÐÔÕÁÌ ÉÎÔÅÇÒÁÔÉÏÎȢ 4ÈÕÓȟ Ȱ[t]he semantics 
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of a lexical blend is a coherent cognitive structure that selectively incorporates and 

integrates aspects of the semantics of the activated wordsȱ (Kemmer, 2003, p. 71). 

Kemmer also underlines (2003, p. 83) that the degree of conceptual integration in the 

case of blends is higher than in the case of compounds. Similarly to the compound 

constituents, the constituents of established blends can gradually lose their associations 

with their sources, i.e. the source words of blends, and also may undergo partial 

meaning loss. For example, blends like glitterati, Briterati, chatterati, etc., are picked by 

Kemmer to illustrate the observation that blending can give start to a productive 

process the result of which will be a lexical family and, eventually, a bound morph. The 

common splinter in this case is perceived as a phonological schema repeated in different 

lexemes. To this one can add that the relation to the original source word literati can be 

weakened or eventually lost in such a lexical family, and therefore it will no longer be 

possible to talk about the conceptual integration based on the words literati and glitter , 

etc., or about the recognisability of the word literati in glitterati or chatterati. Such 

weakening of the semantic content of splinters as a result of frequent usage is 

compatible with the effects of the weakening of the literal meaning in multi-word units 

such as going to, discussed, for example, in Bybee (2006). Kemmer observes that 

splinters which are used in more than one blend may undergo partial meaning loss. A 

similar tendency is discussed in Lehrer (1998): in blends such as shopaholic, workaholic 

etc. the splinter ɀ(a)holic  has lost the semantic connection with the word it originated 

from, i.e. alcoholic ÁÎÄ ÁÃÑÕÉÒÅÄ Á ÓÐÅÃÉÆÉÃ ÍÅÁÎÉÎÇ ÏÆ ÉÔÓ Ï×Îȡ ȬÁÄÄÉÃÔÅÄ ÔÏ ÓÏÍÅÔÈÉÎÇȭȢ 

The reasons for such changes can be explained in the framework of Exemplar Theory 

(e.g. Goldberg, 1995; Pierrehumbert, 2001; Bybee, 2006). According to exemplar models 

of language use, individual memories of linguistic phenomena such as sounds, words or 

multi -word combinations (i.e. exemplars) are stored in the memory of language users. 

The remembered exemplars represent a range of manifestations or, for example, sound 

or meaning, and further exposure to similar phenomena can alter the stored 

representations. In particular, new tokens which are similar to the remembered tokens 

in respect to a particular feature can result in strengthening of the representation of this 

feature. On the other hand, multiple new tokens which are different from the 

remembered tokens can cause a change in the stored representation, reflecting the 

observed differences. The changes in the meaning of productive splinters such 

as -(a)holic or -(a)thon, therefore, may be the result of their frequent use in words which 
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do not have certain semantic components present in the source words of the splinters 

(e.g. relatedness to alcohol, or a running distance). 

Returning to the material of this research, I must note here that the strength of the 

semantic link between blends and their source words has to be taken into account if we 

make comparisons between different structural types of blends (and also between 

blends and clipping compounds) in terms of their potential to be decomposed into 

source words. The principles of selecting lexical data for this study (that is, 

concentrating on novel blends, see section 4.1) can help filter out cases where the 

semantic link between the source word and the splinter has been weakened or lost. 

Controlling this factor to the extent possible makes it easier to study the influence of 

other factors, in the present case that of the structural type. 

5.2. What factors determine recognisability?  

Word recognition is studied in psycholinguistics in relation to the mental lexicon, which, 

as described in Marslen-Wilson et al. (1994)ȟ ÓÔÏÒÅÓ Ȱthe listener's mental representation 

of what words sound like and what they meanȱ. Extensive research on mental lexicon, 

e.g. Badecker (2001, 2007), Moore et al. (2009), has presented evidence that the mental 

lexicon stores various information not only about the sound and meaning of words, but 

also about morphological structure, collocations, relations between compound 

constituents, etc. The information stored in the mental lexicon is, on the one hand, 

enormously diverse and, on the other hand, structured in multiple ways that allow 

relatively easy access to its various bits. Models of the mental lexicon (see, for example, 

Aitchison (2002) for a summary) reflect two essential features assigned to the lexicon by 

different researchers to a greater or lesser extent: 1) the lexicon stores whole lexemes; 

2) the lexicon stores sub-lexical constituents together with the rules or schemas 

according to which lexemes are to be constructed online when needed. Whether rules or 

representations (or both) are more characteristic of the mental lexicon has been the 

subject of debate in psycholinguistics since at least the 1970s (see Pinker (1999) for an 

overview). According to the first approach which is often called the word-based 

approach, the key feature of the lexicon is the storage of full lexemes. This approach is 

maintained, for example, in Bybee (1995) and Blevins (2003), and has received 

extensive support from experimental studies, such as Bertram et al. (2000) and Baayen 

et al. (2002). On the other hand, supporters of the decompositional approach, e.g. Taft 
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and Forster (1975), Halle and Marantz (1993), assume that morphologically complex 

words have morphologically complex representations in the mental lexicon (see, for 

example, Taft (2004) for experimental evidence). 

Extensive experimental evidence for the storage and retrieval of words has been derived 

using the priming technique. In priming experiments, the response of participants to a 

stimulus referred to as the ȬÔÁÒÇÅÔȭ ÏÒ ȬÐÒÏÂÅȭ (auditory or visual, word or nonword, etc.) 

is studied in relation to another stimulus presented before the targetȟ ÔÈÅ ȬÐÒÉÍÅȭȢ 4ÈÅ 

relatedness of prime to target (that is, whether the prime is identical to the target, 

phonologically or graphically, morphologically or semantically related to it, or 

unrelated) is manipulated in order to detect whether the primes which are related to 

targets in Á ÐÁÒÔÉÃÕÌÁÒ ×ÁÙ ÅÎÈÁÎÃÅ ÏÒ ÉÎÈÉÂÉÔ ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔÓȭ ÒÅÁÃÔÉÏÎ ÔÏ ÔÁÒÇÅÔÓ (Neely, 

1991; Marslen-Wilson et al., 1994). The prime can either be presented overtly (that is, so 

that the participants in an experiment are consciously aware of the prime), or, according 

ÔÏ ÔÈÅ ȬÍÁÓËÅÄ ÐÒÉÍÉÎÇ ÐÁÒÁÄÉÇÍȭ  developed by Forster and Davis (1984), presented 

only for a fraction of a second, with no intervening items between the prime and the 

target stimulus presentation. In the case of masked priming, most of the participants fail 

to consciously notice the prime stimulus. On the assumption that recognition starts 

before the results of this process are registered by consciousness, the effects of masked 

primes on the facilitation or inhibition of target stimuli indicate quite early stages of 

word recognition. 

Among the variety of tasks used in priming experiments perhaps the most widely used 

are the lexical decision task and the naming task. In a lexical decision task, participants 

have to answer whether the target stimulus is a word or not (usually by pressing either 

Á ȬÙÅÓȭ ÏÒ Á ȬÎÏȭ ÂÕÔÔÏÎɊȢ )Î Á ÎÁÍÉÎÇ ÔÁÓËȟ ÐÁÒÔÉÃÉÐÁÎÔÓ ÈÁÖÅ ÔÏ ÐÒÏÄÕÃÅ Á ×ÏÒÄȟ ÓÅÎÔÅÎÃÅ 

or another piece of lexical information as a response to a stimulus (word, picture, etc.). 

Naming tasks are often used in studies of word production, while lexical decision tasks 

are used in studies of word recognition. 

Growing evidence from psycholinguistic studies (in particular, from priming 

experiments) suggests that both word storage and morphological (de)composition is 

found in the mental lexicon, and that there are factors which influence whether, during 

the process of word retrieval, the full form is more easily accessible than its 

morphological constituents or vice versa. For example, according to Marslen-Wilson et 
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al. (1994), not all morphologically complex forms are represented in the lexicon in the 

same manner (in particular, they highlight differences between semantically 

transparent and semantically opaque complex forms). The factors which seem the most 

plausible candidates for explaining the choice between full word storage and online 

construction in each particular case are the frequency of the word and the productivity 

of the morphological pattern. Concerning the productivity of the morphological pattern, 

Bauer (2001, p. 122) notes that evidence from experiments on word processing, and 

ÁÌÓÏ ÓÔÕÄÉÅÓ ÏÎ ÌÁÎÇÕÁÇÅ ÁÃÑÕÉÓÉÔÉÏÎ ÓÕÇÇÅÓÔ ÔÈÁÔ ȰÓÏÍÅ ÍÏÒÐÈÏÌÏÇÉÃÁÌ ÐÒÏÃÅÓÓÅÓ ÁÒÅ 

ÓÔÏÒÅÄ ÉÎ ÔÈÅ ÂÒÁÉÎ ÉÎÄÅÐÅÎÄÅÎÔÌÙ ÏÆ ÔÈÅ ×ÏÒÄÓ ÉÎ ×ÈÉÃÈ ÔÈÅÙ ÏÃÃÕÒȱ. An explanation of 

this in the framework of probabilistic approach to linguistic phenomena is provided in 

Hay and Baayen (2005). 

Research on the representation of morphologically complex words has been conducted 

on material of various morphological categories, but the studies of the representation of 

compounds are of particular interest in the context of the present research for two 

reasons. Firstly, as expressed by Libben (2006, p. 2), compounding can bÅ Ȱconsidered to 

be the universally fundamental word formation processȱ ÉÎ ÔÈÅ ÓÅÎÓÅ ÔÈÁÔ ÉÎ ÍÏÓÔ ×ÏÒÌÄ 

languages compounding is a productive type of word formation. This claim is supported, 

for example, by £ÔÅËÁÕÅÒ et al. (2012), who recorded compounding in 50 (90.91%) of 

the sample of 55 languages used for a typological study of word formation. Therefore, 

the insights from studies of compounds are likely to be generalisable to all 

morphological processes. Secondly, as blending is similar to compounding in many 

aspects and can be regarded as a subtype of compounding (see section 3.1. for detailed 

argumentation), it is reasonable to assume that the processing and understanding of 

blends will be similar to those of compounds. Moreover, given that experimental studies 

of blends are rather scarce, the research on compounds (which is, on the contrary, quite 

extensive) can be especially useful. 

An overview of the findings in psycholinguistic studies of the representation and 

processing of compounds is given in Jarema (2006). The following effects on compound 

representation and processing are reported: 

ï semantic: semantically related primes have been reported to influence the 

processing of semantically transparent (Sandra, 1990), or even of semantically 

opaque (Libben et al., 2003) compounds; 
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ï morphological family effects: the morphological family size of constituents, i.e. 

the number of words that contain morphemes that are also the constituent parts 

of a compound has an effect on the accessibility of each constituent in a 

compound; 

ï position effects: experimental results testify a ȰÓÉÇÎÉÆÉÃÁÎÔÌÙ ÇÒÅÁÔÅÒ ÍÁÇÎÉÔÕÄÅ ÏÆ 

ÐÒÉÍÉÎÇ ÏÆ ÆÉÒÓÔ ÃÏÎÓÔÉÔÕÅÎÔÓ ÁÓ ÃÏÍÐÁÒÅÄ ÔÏ ÓÅÃÏÎÄ ÃÏÎÓÔÉÔÕÅÎÔÓȱ, i.e. that the 

first elements of compounds are more easily primed than the second ones 

(Jarema, 2006, p. 54); 

ï headedness effects which interact with position effects: the priming of the head 

element in compounds depends on the semantic transparency of this element 

and also on whether the right-hand or left-hand element is the semantic head 

(Jarema, 2006, p. 56). 

As summarised in Libben (2006, p. 6), the way in which compounds are represented in 

the mental lexicon can be modelled differently, depending on whether computational 

efficiency or storage efficiency is assumed to have higher priority in the organisation  of 

the mental lexicon. Three types of models are distinguished by Libben, as outlined in 

(5.1): 

(5.1) 

a) According to the models assuming maximization of computational efficiency, 

compounds are represented in the lexicon as full forms independently of the 

representation of their constituents, to allow immediate access to the full form, 

without reconstructing it from the constituents. 

b) According to the models assuming maximization of storage efficiency, only the 

constituents are represented, and the full form is constructed online from the 

constituents, instead of being accessed directly. 

c) According to the models assuming maximization of computational and storage 

opportunity, both compound constituents and full compounds are represented, 

and their representations are linked in the lexicon. 

Experimental studies reported in Libben and Jarema (2006), e.g. Myers (2006), Semenza 

and Mondini (2006), provide evidence for (5.1c). In sum, the findings of the research on 

the representation and processing of morphologically complex words (including 

compounds) suggest that in each particular case of word recognition the mechanism of 



 95 
 

accessing mental representation depends on the various properties of the words that 

are processed. In relation to word frequency, for example, this can be illustrated by the 

differences in processing low frequency words and high frequency words. As 

summarised in (Libben, 2006, p. 9)ȟ ȰÎovel words will only be processed in terms of 

their constituent morphemes because there is no whole-word representation to 

activateȱȢ +ÎÏ×Î ×ÏÒÄÓ ×ÈÉÃÈ ÃÁÎ ÈÁÖÅ ×ÈÏÌÅ-×ÏÒÄÓ ÒÅÐÒÅÓÅÎÔÁÔÉÏÎÓ Ȱmay show 

graded trade-offs between whole-word and constituent activationȱ. In this respect, high 

frequency words difÆÅÒ ÆÒÏÍ ÌÏ×ÅÒ ÆÒÅÑÕÅÎÃÙ ×ÏÒÄÓȡ Ȱ&or very frequent words, whole-

word activation would be expected to be both stronger and faster. For less frequent 

words, the morphological route might, ÉÎ ÆÁÃÔȟ Ȭget there first'ȱ. 

On the one hand, this is applicable to blends as well as to compounds because blend 

words can be accessed both as a whole and through the mental representations of their 

source words. The former case especially concerns well-known blends such as brunch or 

motel which not only have long been functioning in the language, but may have started 

to lose the semantic connection to their source words. Novel blends, such as those 

collected for the present study, are more likely to be processed through access to their 

source words. On the other hand, the representation of blends should be viewed as 

different from the representation of compounds because of the formal differences 

between these morphological categories. To be more precise, the fact that blends only 

partl y retain the material of their source words can result in the failure to access the 

representations of the source words. The following chapters explore how and to what 

degree the forms of blends and, in particular , the degree of preservation of their source 

words, influences the processing of these words. 

As already stated above, the experimental studies dealing with blends are scarce. One 

exception is a series of experimental studies on intentional lexical blends presented by 

Lehrer (Lehrer, 1996, 1998, 2003, 2007; Lehrer and Veres, 2010). The aim of the earliest 

of these ÓÔÕÄÉÅÓ ×ÁÓ ÔÏ ÉÄÅÎÔÉÆÙ ÔÈÅ ÆÁÃÔÏÒÓ ÔÈÁÔ ÉÎÆÌÕÅÎÃÅ ÒÅÃÏÇÎÉÓÁÂÉÌÉÔÙ ÏÆ ÔÈÅ ÂÌÅÎÄÓȭ 

constituents, i.e. the original source words which had formed blends. The hypothesis 

suggested in Lehrer (1996, pp. 360ɀ361) is as follows: ȰɍȣɎÔÈÅ ÆÁÃÔÏÒÓ ÔÈÁÔ ÌÅÁÄ ÔÏ ÔÈÅ 

successful identification of the words that make up the blends (the targets) and their 

interpretation are sensitive to the same factors that have been found relevant in 

psycholinguistic studies of lexical access: frequency, neighborhood density, and 

semantic primingȱ. 
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From a common sense point of view, this hypothesis seems very likely to be confirmed 

because lexical access to blends or their parts should work according to the same 

mechanisms as lexical access in general, unless there are strong reasons for blends to be 

different from all other lexemes in this respect. 

,ÅÈÒÅÒȭÓ ÄÅÆÉÎÉÔÉÏÎ ÏÆ ÂÌÅÎÄÓ ÉÓ ÒÅÌÁÔÅÄ ÔÏ ÈÅÒ ÕÎÄÅÒÓÔÁÎÄÉÎÇ ÏÆ ÃÏÍÐÏÕÎÄÓȟ ÔÈÅ ÐÒÉÎÃÉÐÌÅ 

difference between compounds and blends being ÔÈÁÔ Ȱin compounding, complete 

morphemes are present, whereas in blending, one or both parts are clippedȱ (1996, p. 

360). Another important assumption made by Lehrer is that the constituent parts of 

blends may include the following: 1) ÃÌÉÐÐÉÎÇÓ ɉ×ÈÉÃÈ ÍÅÁÎÓ ÔÈÁÔ ,ÅÈÒÅÒȭÓ ÁÐÐÒÏÁÃÈ 

does not allow for an etymological distinction between blends and clipping compounds); 

2) splinters, defined as ȰÐÁÒÔÓ ÏÆ ×ÏÒÄÓ ÉÎ ÂÌÅÎÄÓ ×ÈÉÃÈ ÁÒÅ ÉÎÔÅÎÄÅÄ ÔÏ ÂÅ ÒÅÃÏÇÎÉÚÅÄ ÁÓ 

belonging to a target word, but which are not independent formativesȱ; 3) combining 

forms, i.e. either neoclassical combining forms such as electro, or semantically 

independent bound morphemes such as -scape, -fare (1996, p. 361). Lehrer approaches 

the three types of blend constituents diachronically: it is postulated that splinters from 

blends can with the course of time become combining forms, and that both combining 

forms and splinters can eventually (though not always) become clippings or affixes (cf. 

+ÅÍÍÅÒȭÓ ÄÉÁÃÈÒÏÎÉÃ ÁÎÁÌÙÓÉÓ ÏÆ ÂÌÅÎÄ ÃÏÎÓÔÉÔÕÅÎÔÓ ÄÉÓÃÕÓÓÅÄ ÉÎ ÓÅÃÔÉÏÎ υȢρɊȢ 

The experiment reported in Lehrer (1996) did not involve time pressure. The 

participants were shown 72 blend words and were asked to identify their source words 

and to provide glosses for them.  Some of the participants had to read blend words in 

isolation, some in a sentence context. As a result of this experiment, the initial 

hypothesis was confirmed, and it was claimed that the mechanisms that are involved in 

ÉÄÅÎÔÉÆÙÉÎÇ ÁÎÄ ÉÎÔÅÒÐÒÅÔÉÎÇ ÂÌÅÎÄÓ ȰÁÒÅ ÔÈÅ ÓÁÍÅ ÁÓ ÔÈÏÓÅ ÆÏÒ ÔÈÅ ÌÅØÉÃÁÌ ÒÅÔÒÉÅÖÁÌ ÏÆ ÁÎÙ 

ÏÔÈÅÒ ×ÏÒÄÓȱ (1996, p. 385). Strictly speaking, given that this study included an off-line 

task only, its results cannot be used for evaluating automatic processes of lexical 

retrievalȢ 4ÈÅÒÅÆÏÒÅȟ ,ÅÈÒÅÒȭÓ ÃÌÁÉÍ ÁÂÏÖÅ ÃÁÎ ÂÅ ÒÅÆÅÒÒÅÄ ÔÏ ÔÈÅ ÐÒÏÃÅÓÓÉÎÇ ÏÆ ÂÌÅÎÄÓ ÉÎ 

a more general sense, rather than their retrieval. Nevertheless, these results allowed 

,ÅÈÒÅÒ ÔÏ ÃÏÍÅ ÔÏ Á ÃÏÎÃÌÕÓÉÏÎ ÔÈÁÔ ȰÂÌÅÎÄÓ ÁÒÅ ÎÏÔ ÓÏ ÅØÏÔÉÃ ÁÆÔÅÒ ÁÌÌȱ (1996, p. 385). 

This is in agreement with more recent studies that aim to investigate the characteristic 

patterns of the formation and processing of blends (see below). In addition, it was 

concluded that the source words are identified more easily if blends are presented in 

context. This finding is in line with earlier findings concerning the role of context in 
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understanding new words (see, for example, Baayen and Neijt (1997) for the discussion 

of contextual anchoring of derivatives, and Bayer and Renouf (2000) for a study of the 

role of context in understanding compounds). Such a result suggests that contextual 

clues may be used to reconstruct the full form of the source words of blends, in addition 

to the graphical or phonological material that is preserved in the blends. 

A later experiment reported in Lehrer (2003) targeted the recognisability of the source 

words within  blends, and introduced time pressure. During the experiment, a blend 

appeared on the screen, participants were asked to press a YES button if they were able 

to identify the two source words of the blend and then to pronounce these words into 

the microphone. If they failed to identify the source words, then after 20 seconds 

the blend word disappeared. A subsequent task was used to determine which blends 

were not known to the participants. That is, after the experimental task, participants 

were provided with a list of all the blend words from the task, and were asked to circle 

those words which they had never seen before the experiment. Reaction times and 

accuracy rates (i.e., whether the source words were identified correctly or incorrectly) 

were compared across four types of blends: 

(5.2) 

a) word + splinter (WD, a subtype of AD in the notation adopted in this thesis); 

b) splinter + word (AW); 

c) two splinters (AD); 

d) complete overlap (WW). 

The results of the experiment show that the source words of blends consisting of two 

splinters (c) were less often named correctly than the source words of other blends. 

However, the differences between the four blend types in terms of accuracy rates were 

not statistically significant. Nevertheless, the observed tendency suggested that the 

source words of AD blends were more difficult to identify than the source words of 

blends from other groups. 

Semantic relationships between blends and their constituents are studied in Lehrer 

(1998). Lehrer examines compound-like neologisms that result from blending, focussing 

on the dynamic process in which a splinter becomes a productive bound morpheme, i.e. 

a combining form which is neither a root nor an affix and which resembles neoclassical 

bound morphemes in its morphological properties. The results of the experiments 
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reported in Lehrer (1998) demonstrated that the coinages that contain combining forms 

that were initially part s of blends and which subsequently became productive are 

perceived as hyponyms to the blends with those combining forms, rather than their co-

hyponyms. For example, Cinerama can be explained as a kind of panorama, and catnap 

as a kind of kidnap. This is contrary to the claim in Warren (1990, p. 123) that forming 

new words with final combining forms results in producing co-hyponyms of the original 

formations with those combining forms, not their hyponyms (e.g. spendaholic is not a 

type of alcoholic but a type of addict). The findings in Lehrer (1998) suggest that there is 

(at least temporarily ) a semantic link between the blend as a whole and its splinters. 

Comparing such productive splinters with the neoclassical combining forms they 

resemble, Lehrer observes certain differences between them. Firstly, while most 

neoclassical combining forms are not associated (at least in contemporary English) with 

ÓÐÅÃÉÆÉÃ ÓÏÕÒÃÅ ×ÏÒÄÓȟ ÔÈÅ Ȱproductive splinters from blends retain a connection to their 

source wordsȱ (Lehrer, 1998, p. 16). As Lehrer (1998, p. 16) further admits, the semantic 

connection between the productive splinters and the words they originate from may be 

ÌÏÓÔ ÏÖÅÒ ÔÉÍÅ ȰÉÆ ÆÏÒ ÓÏÍÅ ÒÅÁÓÏÎ ÔÈÅ ÓÏÕÒÃÅ ×ÏÒÄ ×ÅÒÅ ÔÏ ÂÅÃÏÍÅ ÁÒÃÈÁÉÃ ÏÒ ÏÂÓÏÌÅÔÅȱȢ 

I would add to this that the weakening or complete loss of this semantic link may not 

necessarily happen only if the source words become archaic. As exemplar models (see 

above) suggest, frequent use as a combining form (i.e. without direct association with a 

particular source word) may be sufficient for such a semantic change. This would 

explain the perception of new formations with well-established combining forms as co-

hyponyms, observed in Warren (1990). Another difference between splinters and neo-

ÃÌÁÓÓÉÃÁÌ ÃÏÍÂÉÎÉÎÇ ÆÏÒÍÓ ÉÓ ÔÈÁÔ ȰɍÓɎÐÌÉÎÔÅÒÓȟ ÕÎÌÉËÅ ÎÅÏÃÌÁÓÓÉÃÁÌ ÃÏÍÐÏÕÎÄÉÎÇ ÆÏÒÍÓ, 

may reflect radical resegmentation of words, quite different from expected 

segmentationȱ (Lehrer, 1998, p. 16). However, from this statement it is not clear what 

kind of segmentation should be expected. 

Evidence of automatic and rapid decomposition of blends was sought in an experiment 

with a lexical decision task described in Lehrer (2003, also reported in 2007). 

Participants in the experiment saw blend words (e.g. fruitopia ) presented as masked 

primes for 100 ms before target words (e.g. FRUIT). They were required to decide, as 

quickly and accurately as possible, whether or not the targets were real English words. 

The experiment involved three conditions, each using masked priming, with different 

participant groups in each condition: 1) the masked prime was a blend and the target 

word was one of the source words (e.g. fruitopia-FRUIT); 2) the masked prime was 
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identical to the target (e.g. fruit -FRUIT); 3) the masked prime, matched in length with the 

blend prime was orthographically and semantically not related to the target (e.g. 

stillborn-FRUIT). The main hypothesis was that blends would facilitate the recognition of 

their source words. In particular, it was hypothesised that the strongest priming effect 

would be caused by presenting identical primes, unrelated primes would have the least 

effect on the recognition of target words, and that blend primes would facilitate the 

recognition of target words, but not as successfully as identical primes. The facilitating 

effect of blend primes would, thus, be the evidence of rapid automatic decomposition of 

the blend (Lehrer, 2003, p. 378). In this task, target words (e.g. FRUIT) were recognised 

faster in the condition where they were preceded by identical primes (e.g. fruit) than in 

both other conditions. However, the difference between the conditions with blend 

primes and with unrelated primes was very small (7 ms) i.e. there was no significant 

facilitation of the recognition of the source word by blend primes. The results reported 

ÍÁÙ ÓÅÅÍ ÕÎÒÅÌÉÁÂÌÅ ÂÅÃÁÕÓÅ ȰÔÈÅ ÏÒÄÅÒ ×ÁÓ ÁÓ ÐÒÅÄÉÃÔÅÄȟ ÂÕÔ ÁÎ ÁÎÁÌÙÓÉÓ ÏÆ ÖÁÒÉÁÎÃÅ 

showed that the time differÅÎÃÅÓ ×ÅÒÅ ÎÏÔ ÓÉÇÎÉÆÉÃÁÎÔ ÁÔ ÔÈÅ Ȣπυ ÌÅÖÅÌȱ (Lehrer, 2007, p. 

128). This means that no evidence of automatic decomposition of blends into their 

source words in the process of word recognition was found in the experiment, either 

because no automatic decomposition of blends really takes place, or because it has to be 

elicited using diffÅÒÅÎÔ ÍÅÔÈÏÄÓ ÆÒÏÍ ÔÈÏÓÅ ÉÎ ,ÅÈÒÅÒȭÓ ÅØÐÅÒÉÍÅÎÔȢ )Ô ÍÁÙ ÁÌÓÏ ÂÅ ÔÈÅ 

case that the decomposition of blends takes place during later stages of processing and 

therefore cannot be detected using the masked priming technique.  

Other experiments reported in Lehrer (2003, 2007) demonstrated evidence of 

ÁÓÓÏÃÉÁÔÉÏÎÓ ÂÅÔ×ÅÅÎ ÂÌÅÎÄÓ ÁÎÄ ÔÈÅÉÒ ÓÏÕÒÃÅ ×ÏÒÄÓ ÉÎ ÌÁÎÇÕÁÇÅ ÕÓÅÒÓȭ ÍÅÍÏÒies. In an 

identif ication and production task, the participants were shown a blend on the screen 

and were asked to press a foot pedal as soon as they identified the constituent words, 

and then to pronounce the constituent words. Following this, the same participants 

were asked to complete a 3-letter sequence so that it made an English word. It was 

found that those who saw a blend (e.g. dramedy) were twice as likely to produce a blend 

source word (e.g. comedy) as their completion of the letter sequence (e.g. COM) as the 

respondents who did not see the blend. Such an effect can be the result of pre-activating 

the source words of the blend in the identification and production task, so that their 

representations remain active during the stem completion task. However, one cannot be 

sure that the effect is not due simply to graphical overlap regardless of whether or not 
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the overlap is linked to blend structure, as the experiment did control for simple 

graphical overlap. 

As predicted by the researchers, participants in the identification and production task 

were more likely to name both source words of a blend correctly in the case of fully 

overlapping blends, and blends consisting of two splinters turned out to be the most 

difficult to decipher. However, the difference in the percentages of correct responses for 

these groups of stimuli was not found to be significant. As discussed in Lehrer (2003: 

376), one of the possible reasons could be that the ÌÉÓÔÓ ÏÆ ÂÌÅÎÄÓ ÕÓÅÄ ÆÏÒ ÔÈÅ ÔÁÓË Ȭ×ÅÒÅ 

ÎÏÔ ÍÁÔÃÈÅÄ ÆÏÒ ÄÉÆÆÉÃÕÌÔÙȭȢ )Î ÁÄÄÉÔÉÏÎ ÔÏ ÔÈÉÓȟ ÔÈÅÒÅ ÃÏÕÌÄ ÂÅ ÏÔÈÅÒ ÆÁÃÔÏÒÓ ÁÔ ÐÌÁÙȟ ÓÕÃÈ 

as different degrees of lexicalisation of the blend stimuli, or different degrees of 

productivity of the splinters (some bÌÅÎÄÓ ÉÎ ,ÅÈÒÅÒȭÓ ÔÁÓËÓ ÃÏÎÔÁÉÎÅÄ ÓÐÌÉÎÔÅÒÓ ÔÈÁÔ ÈÁÄ 

already lost their connection to the source words and became affixes, e.g. ɀlicious). 

Lehrer (2003) makes an important pragmatic observation concerning blends. She notes 

that some of the creative blends are unlikely to have been created in order to facilitate 

communication, despite their compact and handy form. Rather, they create additional 

difficulties in understanding due to the opacity of their meaning (this is regarded not as 

the result of lexicalisation process, but as an immanent quality of the creative blends 

from the moment of their coinage). Thus, the author concludes that the users of such 

ÎÏÖÅÌ ÂÌÅÎÄÓ ÍÕÓÔ ÈÁÖÅ ÔÈÅ ÐÅÒÌÏÃÕÔÏÒÙ ÉÎÔÅÎÔÉÏÎ ȰÔÏ ÃÁÔÃÈ ÔÈÅ ÈÅÁÒÅÒͻÓ ÁÔÔÅÎÔÉÏÎȱ 

(2003, p. 370), to make the neologisms memorable. It is worth mentioning that this is 

not the only observation of this ȬÁÔÔÅÎÔÉÏÎ-ÃÁÔÃÈÉÎÇȭ ÐÒÏÐÅÒÔÙ ÏÆ ÃÒÅÁÔÉÖÅ ÂÌÅÎÄÓȟ Á 

property that may be seen as distinguishing blends from other types of coinages (see, for 

example, Renner (2006) and Fandrych (2008a) for similar claims).  

As was later summarised in Lehrer (2007), where the experiments above were reviewed 

in the light of more recent findings and theoretical insights, the following factors were 

ÓÈÏ×Î ȰÔÏ ÃÏÎÔÒÉÂÕÔÅ ÔÏ ÔÈÅ ÉÄÅÎÔÉÆÉÃÁÔÉÏÎ ÏÆ ÔÈÅ ÓÏÕÒÃÅ ×ÏÒÄÓ ÍÁËÉÎÇ ÕÐ ÔÈÅ ÂÌÅÎÄ ÁÎÄ 

ÔÏ ÆÁÃÉÌÉÔÁÔÅ ÁÎ ÉÎÔÅÒÐÒÅÔÁÔÉÏÎȱ (Lehrer, 2007, p. 126): 

ï context; 

ï the number and percentage of letters (or phonemes) of the source word present 

in the splinter; 

ï the frequency of the source words of the splinter; 
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ï ÔÈÅ ÎÕÍÂÅÒ ÏÆ ÇÒÁÐÈÉÃÁÌ ȬÎÅÉÇÈÂÏÕÒÓȭ of the source words (i.e. words that differ 

from the targets by one letter or phoneme); 

ï the semantics of the blend, more precisely, the semantic link between the source 

words. 

Some clues to the mechanisms of blend formation can be drawn from recent 

experiments on eliciting blends. Two examples are experiments during which the 

participants were asked to name non-existing hybrid objects shown in pictures. The 

experiments were carried out in German and Hungarian (Borgwaldt and Benczes, 2011) 

and, later, in Ukrainian (Borgwaldt et al., 2012). The semantics of the blends created in 

the course of the experiments was restricted by the underlying semantics of the input 

stimuli. The same is true for the experimentally elicited blends in German and 

Hungarian. Thus, two types of hybrid objects were displayed in the experiments: 1) 

hybrids of two identifiable objects such as plants or animals, e.g. a hybrid of a chicken 

and a fox; 2) objects having a salient shape, such as a clock in the shape of a flower. The 

first type of objects can therefore be named by a coordinative compound like fox-chicken 

or chicken-fox, and the compounds that can be produced as names for the second type of 

objects are more likely to be endocentric, such as flower clock (a kind of clock). 

The majority of the hybrid names produced by both German-speaking and Hungarian-

speaking participants of the first study were noun-noun compounds, and only 5% of 

responses for both groups were blends. In contrast to this, in an experiment with 

Ukrainian participants using the same picture stimuli, 55% of the hybrid names were 

classified as blends and clipping compounds (out of which 10% were clipping 

compounds). Analysing the Ukrainian data, Borgwaldt et al. (2012) investigate the 

structure of the blends and compare their features to the ones in other corpora of lexical 

blends. In the Ukrainian data, the first source word of blends was on average longer than 

the second one, which had been observed before as a characteristic of speech error 

blends, but not intentional blends (Borgwaldt et al., 2012, p. 90). Some structural 

features of blends produced by Ukrainian speakers seem to differ from what is 

described in Bat-El (2006), Gries (2012) and other publications, in terms of the relative 

length of the source words and the contribution of the second source word to the body 

of the blend. These differences may be either a feature of Ukrainian blends in general, or 

only of the spoken blends induced using a particular experimental technique. 
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English blends coined under experimental conditions are analysed in Arndt-Lappe and 

Plag (2013). In their study, English-speaking participants were provided with a list of 60 

pairs of words, and were asked to produce a blend on the basis of each pair. The word 

pairs were made of words which could potentially be interpreted as coordinative 

compounds, e.g. bar + restaurant (Arndt -Lappe and Plag, 2013, p. 543), with the 

assumption that blends are typically made of words in coordinative relationships. The 

findings concern the overall structure of the experimentally induced blends, the position 

of the switch point and the position of the main stress in blends in relation to one in the 

source words. 

In terms of the general structure, Arndt-Lappe and Plag (2013) observe that 24% of 

blends preserve at least one of their source words in full, the remaining being AD blends 

in the notation used in this thesis. Out of those which retain all the material of at least 

one source word, two-thirds (that is, about 16% of all data) preserve W2 in full, that is, 

they are AW blends. Arndt -Lappe and Plag (2013, p. 546) note that this reflects the 

tendency of blends to retain more material from W2 than from W1 (cf. 55.7% of blends 

preserving W2 in full in Gries (2004, p. 664) and 16.2% of AW plus 5.7% of WW in my 

collection discussed in Chapter 4). 

Arndt-Lappe and Plag (2013) argue that the position of the switch point and the position 

of the main stress in blends are closely related because in their data the switch point 

tends to be placed on the main-stressed syllable of W2. In section 4.3 this tendency is 

observed for AD blends, but not for the other structural types in the present collection. 

The studies described in Borgwaldt et al. (2012) and Arndt-Lappe and Plag (2013) 

involved experiments in which respondents were either explicitly or implicitly asked to 

create blends. The data from these experiments allow inferences to be made about the 

factors which influence the formation of blends in language. However, it is not known to 

what extent the factors regulating the formation of experimentally induced blends 

reflect the formation of blends outside the experimental conditions. Another way to look 

at the same issue is to study the comprehension and evaluation of existing blends by 

language users, which is done in this research. 

5.3. Methodological prerequisites for an experimental study of blends  

As was discussed in Chapter 4, the switch point in blends is related to the uniqueness 

ÐÏÉÎÔȟ ȬÁ ÐÏÉÎÔ ÉÎ ÔÈÅ ×ÏÒÄ ×ÈÅÒÅ ÉÔ ÎÏ ÌÏÎÇÅÒ ÏÖÅÒÌÁÐÓ ×ÉÔÈ ÏÔÈÅÒ ×ÏÒÄÓ ÉÎ ÔÈÅ ÉÎÉÔÉÁÌ 
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ÃÏÈÏÒÔȭ (Warren, 2013, p. 129). In Gries (2006), a ÔÈÅÏÒÅÔÉÃÁÌ ÃÏÎÓÔÒÕÃÔ ÏÆ ȬÓÅÌÅÃÔÉÏÎ 

ÐÏÉÎÔȭ ÉÓ ÕÓÅÄ ÆÏÒ ÔÈÅ ÁÎÁÌÙÓÉÓ ÏÆ ÒÅÃÏÇÎÉÓÁÂÉÌÉÔÙ ÏÆ ÔÈÅ ÓÏÕÒÃÅ ×ÏÒÄÓ ÁÎÄ ÃÌÉÐÐÉÎÇ 

ÃÏÍÐÏÕÎÄÓȢ 4ÈÅ ÓÅÌÅÃÔÉÏÎ ÐÏÉÎÔ ÉÎ 'ÒÉÅÓȭ ÓÅÎÓÅ ÉÓ ÎÏÔ ÔÈÅ ÓÁÍÅ ÁÓ ÔÈÅ ÕÎÉÑÕÅÎÅÓÓ ÐÏÉÎÔȟ 

although the two notions are related. The selection point is the point after which the 

word is not necessarily the only one starting with a certain letter / phoneme string, but 

the most frequent one. In order to identify the position of the selection point for the first 

source words of blends (W1), Gries extracted all the tokens in the CELEX database which 

start with a given string of letters / phonemes. For the second source word (W2) of 

blends (not of clipping compounds), word endings were looked up in the CELEX 

database, and the graphemes or phonemes necessary for recognising W2 were counted 

from left to right, accordingly. 

However, experiments with rhyming word pairs (Marslen-Wilson and Zwitserlood, 

1989) have shown that it is the initial portion of the word for which recognisability can 

be thus assessed, not any part of the word. This does not necessarily mean words cannot 

be recognised by their endings. It is possible that the recognition of a word by its ending 

does not work in the same way as by its beginning, especially if we bear in mind that the 

recognition of words by their beginnings is a consequence of how the words are heard in 

naturally occurring speech. According to the Cohort model of word recognition 

(Marslen-Wilson and Welsh, 1978; Marslen-Wilson, 1987), when a word is heard, 

several words with the same beginnings are contacted in parallel, and this set of words 

ÆÏÒÍÓ ÔÈÅ Ȭ×ÏÒÄ-ÉÎÉÔÉÁÌ ÃÏÈÏÒÔȭȟ ÂÕÔ ÔÈis does not work in the same way with word 

endings or other parts of words. 

Thus, although one can compare the recognisability of W1 in blends and clipping 

compounds using the notion of uniqueness point, the situation becomes different when 

it comes to W2 recognition. On the one hand, W2 of clipping compounds seems to be in a 

privileged position in comparison with AD blends because the beginning of W2 is 

retained in clipping compounds, and this can be the reason why it may be sufficient to 

retain a smaller portion of W2 in clipping compounds than in blends. On the other hand, 

the recognition of W2 can be hindered in clipping compounds because: 1) the W2 

splinter is positioned not at the beginning of AC and therefore may not be perceived as 

the beginning of a word; 2) the W2 splinter of AC (as well as W1 splinter, according to 

Gries) may be too short to reach the recognition point. As for AD, because the beginning 

of W2 is not available for recognition, it is not possible to talk about the recognisability 
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of W2 in AD using the left-to-right notion of recognition point in the sense of Marslen-

7ÉÌÓÏÎȭÓ #ÏÈÏÒÔ ÍÏÄÅÌȢ 

For these reasons, it is important to study the recognition of both W1 and W2 in blends 

and clipping compounds using an experimental paradigm, rather than relying only on 

corpus findings. As was noted in section 4.5, some of the conclusions regarding the 

differences between AC formations and blends require further evidence because they 

are founded on scarce data. The corpus of novel blends and clipping compounds that 

was collected for this research is not balanced, and contains only 23 formations that can 

be classified as clipping compounds, because such formations are extremely rare in the 

sources that were used for lexical data collection (and perhaps reflect the general 

tendency in English). The unequal numbers of lexemes of different structural types and, 

in particular, the low numbers of AC forms, constrained the statistical power of the 

analysis in Chapter 4. However, even if the generalisations concerning the phonological, 

structural and semantic properties of clipping compounds had to be formulated using a 

small sample, it is possible to get a sufficient number of observations regarding the 

recognition of their source words from human participants in an experimental study. 

The following two chapters of this thesis present the results of two experiments 

addressing the recognisability of the source words of blends and clipping compounds. 

The first (Chapter 6) is a web-based survey studying the evaluation of the definitions of 

blends and clipping compounds and the influence of the source words on it. The second 

(Chapter 7) is a psycholinguistic experiment focussing on the recognition of the source 

words of blends and clipping compounds. I must note here that I do not aim to find 

evidence of automatic decomposition of blends into source words during word 

ÒÅÃÏÇÎÉÔÉÏÎ ɉÁÓ ×ÁÓ ÔÈÅ ÁÉÍ ÏÆ ÏÎÅ ÏÆ ,ÅÈÒÅÒȭÓ ÅØÐÅÒÉÍÅÎÔÓɊȟ ÎÏÒ ÄÏ ) ÁÔÔÅÍÐÔ ÔÏ 

determine at which stage of word processing such decomposition may happen. Before 

such questions can be addressed, it is necessary to determine whether such 

decomposition takes place at all. In addition, the aim of the experimental study is to 

check whether both blends and clipping compounds are decomposed equally 

successfully, and whether any differences in this respect can be observed for blends with 

different types of structure. 
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Chapter 6. What can be predicted from the way predictionary and 

other blends are defined?  A web-based stud y. 

The analysis of corpus data in Chapter 4 has contributed to earlier findings concerning 

the phonology, structure and semantics of blends, and has revealed some structur al 

differences between blends and clipping compounds. The next objective of this research 

is to investigate how the phonological and orthographic material from the source words 

that is retained in the blends affects the way language users understand the blends.  This 

implies finding out whether blends and clipping compounds are formed in such a way 

that language users can recover the meanings of their full constituents. I have attempted 

ÔÏ ÁÃÈÉÅÖÅ ÔÈÉÓ ÇÏÁÌ ÂÙ ÌÏÏËÉÎÇ ÁÔ ÒÅÁÄÅÒÓȭ ÅÖÁÌÕÁÔÉÏÎ ÏÆ ÁÌÔÅÒÎÁÔÉÖÅ ÄÅÆÉÎÉÔÉÏÎÓ ÏÆ ÔÈÅ 

blended words provided in a web-based survey.  

6.1. Objectives and hypotheses of the study 

As discussed in sections 4.2ɀ4.4, clipping compounds such as finlit  are more likely to 

have been formed as contractions of (relatively) frequently used collocations, e.g. 

financial literacy, than blends formed by fusing together the beginning of one word with 

the end of another, e.g. collabulary N  collaborative + vocabulary. Where blends are 

concerned, I have found no reasons to believe that shortening is the primary mechanism 

underlying their formation. On the contrary, the data from the research on blends 

support the assumption that preserving enough material from the source words for 

their full form to be recognisable from the blend is a crucial factor of blend formation. 

The findings from studies comparing speech error blends and intentional blends (as 

summarised in Chapter 5) demonstrate that in intentional blends, unlike in error blends, 

the shorter source word usually provides the initial splinter, and the final splinter tends 

to come from the longer source word. One possible explanation is that in a blend, when 

the beginning of a word has to be lost, the tendency is to preserve as much material of 

this word as possible, in order to enhance recognition (at least as much as is possible 

while also shortening the whole formation in order for it to appear a single word). 

Clipping compounds differ from blends not only in terms of formal structure, but also 

because they preserve relatively smaller portion of each of their source words, as is 

claimed in Gries (2006), and further discussed in Chapter 4. As suggested above, clipping 

compounds are instances of shortening, and therefore the compactness of their form can 

be prioritised over the recognisability of their source words. If this is the case, the 

readers or hearers of clipping compounds will have more difficulty reconstructing their 
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source words than the source words of blends. That is, to understand the meaning of the 

AD blend collabulary, a reader / hearer will not need to be exposed to the words 

collaborative and vocabulary, while to understand what the clipping compound (AC) 

finlit means one may need to know that it stands for financial literacy. What could be 

considered as evidence in favour of this assumption? Meanings of words are reflected in 

their definitions. An indirect way to estimate understanding of blends and clipping 

compounds is, therefore, to study the response of readers / hearers to their definitions. 

If a form with low recognisability  leads to difficulty in the retrieval of its source words, 

then readers / hearers may need an overt explanation of what the formation stands for, 

that is, the source words should be present in the definition. The survey presented in 

this chapter aims to investigate whether the presence of the source words in the 

definitions of blends and clipping compounds influences the responses of readers to 

those definitions. 

If no systematic differences in responses to the definitions of blends and clipping 

compounds can be found, irrespective of whether the source words are present in the 

definitions or not, this would suggest the above assumption is not true. Such a finding 

could then mean that the source words of clipping compounds can be recognised as 

easily as the source words of blends (or as W1 of blends) because the word onsets are 

preserved both from W1 and W2 of clipping compounds. Hence there will be no 

significant difference between responses to the definitions of blend words and of 

clipping compounds, at least in respect of the presence of W1. Alternatively, such a 

result might mean that shortening is the primary mechanism underlying the formation 

of both blends and clipping compounds, which would cause no systematic difference in 

the recognisability of the source words. 

) ÐÒÏÐÏÓÅ ÔÏ ÕÓÅ ÒÅÁÄÅÒÓȭ ÅÖÁÌÕÁÔÉÏÎ ÏÆ ÔÈÅ ÄÅÆÉÎÉÔÉÏÎÓ ÏÆ ÅØÉÓÔÉÎÇ ÂÌÅÎÄÓ ÁÎÄ ÃÌÉÐÐÉÎÇ 

compounds as an indirect measure that might reflect some aspects of how these words 

are processed. Assuming that full preservation of source words results in a higher 

degree of transparency than partial preservation, it is reasonable to compare the 

structural  types exemplified in 6.1. The use of structural types here is according to the 

same principles as in Chapter 4, the only difference being that it was decided to 

distinguish between WD and AD (b and d in 6.1) to check whether full versus partial 

preservation of W1 is important. 
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(6.1) 

a) blends preserving both source words (WW), as in ÐÒÅÄÉÃÔÉÏÎÁÒÙ  prediction + 

dictionary; 

b) blends preserving the first source word in full (WD), as in jazzerina  ÊÁÚÚ Ͻ 

(ball)erina; 

c) blends preserving the second source word in full (AW), as in ÖÏÌÕÎÔÏÕÒÉÓÍ  

volunt(eer) + tourism; 

d) blends preserving only parts of both the source words (AD), as in ÂÌÉÚÚÁÓÔÅÒ  

blizz(ard) + (dis)aster; 

e) clipping compounds, consisting of the beginnings of two source words (AC), e.g. 

ÓÃÉÇÏÖ ÓÃÉɉÅÎÃÅɊ Ͻ ÇÏÖɉÅÒÎÍÅÎÔɊ. 

Because of the low degree of formal transparency of clipping compounds, the easiest 

and most efficient way to define, for example, foco would be to provide its full 

counterpart, i.e. food court. On the other hand, using the words collaborative and 

vocabulary may be not so crucial for defining the blend collabulary which has a high 

degree of transparency (see Chapter 4 for the discussion of the degrees of transparency 

of different types of blends and clipping compounds). 

The data for this study come from a web-based survey inviting native speakers of 

English to read a number of sentences containing novel blends or clipping compounds 

(selected from the corpus described in Chapter 4) and to evaluate definitions provided 

for these blends or clipping compounds. The experimental stimuli were presented 

visually to the participants, and so for each of the target words the decision about 

inclusion or exclusion of material from the source words (marked by parentheses in 6.1) 

is based on orthography. 

The following hypotheses are tested in the experiment: 

1.  0ÁÒÔÉÃÉÐÁÎÔÓȭ evaluation of the definition of a target word will be higher for more 

transparent target words (a-c above) than for less transparent ones (d-e). 

2. The definitions of target words of different structural types will be evaluated 

differently depending on the type of the definition. Specifically, if a target word 

retains only a fraction of one (AW, WD) or both (AD, AC) its source words, then 
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the definitions which contain these source words will be given a significantly 

higher evaluation. No such difference will be observed for definitions of blends 

which fully retain  both source words (WW). 

6.2. Data and methods 

6.2.1. Participants  

Native speakers of English, aged over 18, were invited to participate in the web-based 

survey via e-mail lists and online announcements containing the link to the survey 

webpage (see Appendix 3). No restrictions were placed on which particular variety of 

English the participants should speak. Even though the information about the survey 

was circulated mainly among students and staff at the Victoria University of Wellington 

(New Zealand), there was a possibility that residents of other English-speaking 

countries took part in the survey. Likewise, the stimuli came from various sources (as 

they were selected from the collection discussed in Chapter 4, see 6.2.2) and originated 

from different varieties of English. Because of this, no a priori  decisions about the 

spelling of the stimuli were made, and the spelling of the original sources was preserved 

(see section 6.2.3, and also the full set of stimuli and instructions in Appendix 4). The 

participants entered a prize draw as a reward for taking part in the survey (full 

instructions for the participants are provided in Appendices 3 and 4). Participation was 

ÁÎÏÎÙÍÏÕÓȟ ÂÕÔ ÔÈÅ ÓÕÒÖÅÙ ÉÎÃÌÕÄÅÄ ÑÕÅÓÔÉÏÎÓ ÁÂÏÕÔ ÔÈÅ ÒÅÓÐÏÎÄÅÎÔÓȭ ÁÇÅ ÇÒÏÕÐȟ ÓÅØȟ 

first language, and whether or not they had taken a university course in linguistics. The 

full list of survey questions is provided in Appendix 4. 

Responses from 117 people were received, but 5 were excluded from the analysis 

because 1) the first language of 2 respondents was not English, 2) 3 respondents gave 

answers to only a small fraction of the survey. 

6.2.2. Stimuli  

The set of experimental data consisted of 79 lexemes of the following structural types 

exemplified in Table 8. The blends were selected in such a way that groups of AC, AD, 

AW, WD and WW forms were of approximately equal size (one of the AC forms ɀ totes 

awk N   totally awkward ɀ was excluded from the set of stimuli because the way totes is 

formed from totally deviated significantly from the rest of the words of the same 

structural type). The remaining three groups are smaller because these forms are 
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extremely rare, and no other forms of the same kind could be found. Although they were 

included in the experiment, the main analysis focussed on the more strongly 

represented structural types. It should also be mentioned that WW blends were added 

to the experimental set at a later stage (see section 6.2.3), and therefore were not 

included in all analyses. Various characteristics of the target words were included in 

multifactorial analyses (see below) as item variables (see Appendix 5 for full list of item 

variables). 

Table 8. Survey stimuli 

Structural type  Number of stimuli  Examples 

AC 14 scigov N  sci(ence) + gov(ernment) 

AD 15 weisure N  w(ork) + (l)eisure 

AW 15 celeblog N  celeb(rity) + blog 

WD 15 jazzerina N  jazz + (ball)erina 

WW 15 clapathy N  clap + apathy 

WC 2 blogfic N  blog + fic(tion) 

BD 2 frohawk N  (a)fro + (m)ohawk 

BC 1 netco N  (inter)net + co(mpany) 

total 79  

6.2.3. Procedure 

The stimuli were presented on the Victoria University web portal in the form of a 

questionnaire that was designed using Qualtrics software (Version 44205 of the 

Qualtrics Research Suite). Each target word was presented in a context sentence either 

taken unchanged or adapted (identifying material such as personal names omitted or 

changed) from the source in which it had been found. The target word was printed in 

bold type, and the sentence was followed by the definition of the target word. Initially, 

the survey stimuli included only 64 target words, without WW blends, which were 

added at a later stage (see below). The 64 stimuli sentences were displayed in random 

order each time the survey was taken. The stimuli were preceded by an instruction, and 

each sentence was followed by a seven-point evaluation scale, as shown in (6.2). Four 

types of definitions of the target words were created, as exemplified in (6.3): W1W2 (the 

definition contains both the source words), W1 (only the first source word is included in 

the definition), W2 (only the second source word is included in the definition), and W0 

(the definition does not include either of the source words). 
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(6.2) 

You will see a total of 64 sentences displayed successively on 10 pages. 

After each sentence there is a definition for the word in bold type. Please 

read the sentences and answer how successfully you think each definition 

explains the word by choosing the appropriate option. 

Whether you are weathering the storm by building snowmen or plowing 
through piles of snow on your driveway, we are asking for photos of how you 
honor Old Man Winter. And if you want to stay in the comfort of your home, 
just post a photo of your backyard blizzaster. 

blizzaster ï a disaster caused by a blizzard 

This definition is: 
 
Very poor Poor Poor rather 

than good 
Neither 

good nor 
poor 

Good 
rather than 

poor 

Good Very good 

       

(6.3) 

a) globfrag  ɀ 

ï globalisation and simultaneous fragmentation (W1W2 definition) 

ï globalisation and simultaneous breakdown in connections between 

people (W1 definition) 

ï international integration and simultaneous fragmentation (W2 definition) 

ï international integration and simultaneous breakdown in connections 

between people (W0 definition) 

b) blizzaster  ɀ  

ï a disaster caused by a blizzard (W1W2 definition) 

ï a sudden accident caused by a blizzard (W1 definition) 

ï a disaster caused by a snow storm (W2 definition) 

ï a sudden accident caused by a snow storm (W0 definition) 

c) hydrail  ɀ 

ï hydrogen railway (W1W2 definition) 

ï trains that use hydrogen fuel (W1 definition) 

ï a railway system that uses highly flammable gas fuel (W2 definition) 

ï trains that use highly flammable gas fuel (W0 definition) 

The order of the source words in the definition either reproduced the order of their 

parts retained in the target word (a), reversed it (b), or varied for different types of 
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definitions (c). This was not manipulated purposefully, but was a consequence of 

expressing the meaning of a compound-like formation by a phrase. The reason for this is 

that syntagmatic origin blends are normally right-headed, as are most English 

compounds (Bauer 2009), and the definitions take the left head which is characteristic 

of phrases. The order of the source words of paradigmatic origin blends like (a) above, 

on the other hand, is not determined by semantics. The general intention was to make 

all the definitions sound as natural as possible (given the restrictions imposed by the 

definition type), and to explain the target word as successfully as possible, irrespective 

of the source word order and the number of source words retained. To achieve this, I 

asked 10 native speakers of English to read the full list of sentences with the stimuli and 

with all four definitions for each target word and to comment upon how successfully 

they thought the definitions explained the meaning of the target words. The feedback 

and comments from the testers were taken into consideration, and some definitions 

were rephrased. Even these measures could not, however, guarantee that the glosses are 

equivalent to the words they replace. There remains a possibility that the judgements 

about the quality of definitions might be affected not by the presence of the source 

words, but by some other factor influencing the appropriateness of the gloss, which is 

not accounted for in this study. Nevertheless, because there is no obvious way of 

measuring the appropriateness of the gloss and because the judgements regarding it are 

likely to be subjective, it seems appropriate to focus on the influence of the experimental 

factor, i.e. the presence of the source words in the definition, and to assume that all other 

influences can be treated as random item factors. 

Four groups of stimuli were created, so that each target word had a definition from one 

of the four types in each group, and so that each group contained equal numbers of 

W1W2, W1, W2 and W0 definitions. The participants were randomly assigned to one of 

the four groups (27, 28, 28 and 29 participants, out of the 112 whose responses were 

included in the analysis). The survey was run with 64 stimuli (only two -element blends 

or clipping compounds that included some degree of shortening, i.e. AC, AD, AW, WD, 

WC, BD, and BC forms, see Table 1 above). Preliminary results of the study suggested 

that that it would be valuable to also assess fully overlapping WW blends because it 

appeared that the full preservation of source words was emerging as a significant factor 

influencing the evaluation of blend definitions. An additional survey was therefore 

created with just the 15 WW target words and their definitions. The methods of 

presenting the stimuli and assigning them to the groups according to the definition type 
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were exactly the same as described above. An e-mail was sent to the participants of the 

previous survey (99 e-mails were collected for the purpose of the prize draw, the names 

of the addressees were not known to the researcher) asking them to answer 15 

additional questions. Out of the 99 participants that received the invitations, 58 

completed the survey. No responses had to be excluded from the analysis, so all 58 were 

included. Because the email addresses in the new survey were not connected to the 

demographic data in the old survey (for the sake of anonymity), the demographic 

questions were included only in the main survey. Therefore, the information about the 

ÐÁÒÔÉÃÉÐÁÎÔÓȭ ÁÇÅ ÇÒÏÕÐȟ ÓÅØ ÁÎÄ ÌÉÎÇÕÉÓÔÉÃÓ ÅÄÕÃÁÔÉÏÎ ÃÏÕÌÄ ÎÏÔ ÂÅ ÕÓÅÄ ÉÎ ÔÈÅ ÁÎÁÌÙÓÅÓ 

which included WW blends, but all analyses included participant as a random factor. 

6.2.4. Methods of analysis 

It is often the case in linguistic studies that the effect of the experimental conditions can 

be quite hard to estimate because of the presence of many other effects which are not 

part of the experimental design. In this survey, the readers can evaluate the definitions 

of target words as more or less appropriate depending on many factors, such as the 

length of the blend itself and its source words, their frequency, orthographic or phonetic 

similarity, and many other factors which are not experimental variables. A way to 

approach this situation is to control for as many factors as possible by including the 

known properties of target words as factors in a statistical analysis. So, a number of 

characteristics of target words, and also demographic information about the 

participants were included in the analyses presented below. In the course of the 

analysis, it was sometimes necessary to choose between various ways to define certain 

item characteristics. Thus, various measures of similarity of blend words to their source 

words were used, including the orthographic similarity measure described in van Orden 

(1987). However, a simpler method of calculating the degree of similarity that is 

described below turned out to produce the predictor variable which outperformed other 

measures of similarity. Similarly, the method of calculating the average similarity 

between the source words and the blend by Levenshtein distance (see the discussion of 

item variables below) was selected as the most effective from several methods. 

The statistical analysis of the survey results involved two qualitatively different 

approaches: conditional inference tree and mixed effects multiple regression modelling. 

The conditional inference tree (decision tree) method was used at various stages of the 

analysis, in order to estimate the hierarchy of independent variables that have 
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significant influence on the dependent variable. This methodology was discussed in 

Chapter 4 (see also Hothorn et al. (2006) for more details). The results of the decision 

tree analysis were then used to inform the selection of factors in the regression analysis. 

The influence of the two experimental variables on the dependent variable (alongside 

the influence of other item and participant factors) was estimated in a series of mixed 

effects regression models. For regression modelling, the dependent variable was 

transformed from a scalar value (having seven possÉÂÌÅ ÌÅÖÅÌÓ ÒÁÎÇÉÎÇ ÆÒÏÍ Ȭ6ÅÒÙ ÐÏÏÒȭ 

ÔÏ Ȭ6ÅÒÙ ÇÏÏÄȭɊ ÔÏ Á ÎÕÍÅÒÉÃ ÖÁÌÕÅ ÒÁÎÇÉÎÇ ÆÒÏÍ ρ ÔÏ χ ɉρ ÓÔÁÎÄÉÎÇ ÆÏÒ Ȭ6ÅÒÙ ÐÏÏÒȭȟ ÁÎÄ χ 

ÆÏÒ Ȭ6ÅÒÙ ÇÏÏÄȭɊȢ )Ô ÈÁÓ ÔÏ ÂÅ ÎÏÔÅÄ ÔÈÁÔ ÐÒÅÓÅÎÔÉÎÇ ÔÈÅ ÓÃÁÌÁÒ ÄÅÐÅÎÄÅÎÔ ÖÁÒÉÁÂÌÅ ÉÎ ÔÈÅ 

form of a numeric one is an approximation, but this approximation provides a means of 

building more easily interpretabl e regression models, with more degrees of freedom 

(the latter is especially important when including interactions in the models). The 

assumption which underlies the decision to present the scalar variable as a numeric one 

ÉÓ ÔÈÁÔ ÔÈÅÒÅ ÉÓ ÁÎ ÕÎÄÅÒÌÙÉÎÇ ÃÏÎÔÉÎÕÏÕÓ ÖÁÌÕÅ ɉÉÎ ÔÈÉÓ ÃÁÓÅȟ ÔÈÅ ȬÇÏÏÄÎÅÓÓȭ ÏÆ ÄÅÆÉÎÉÔÉÏÎɊ 

which is indirectly measured on the scale used in the questionnaire. The relationship 

between this underlying variable and the independent variables will therefore be 

analysed in the regression models (see Bock and Diday (2000) for a discussion of such 

an approach to scalar variables). 

The role of each factor and of possible interactions of factors was estimated by building 

a series of regression models which included different independent variables and by 

selecting the models that best predict the observed results. To separate out the effect of 

the experimental variables from all the other effects, I used a two-step approach to 

regression modelling (Hofmeister 2011). First, all variables except the experimental 

ones were used to build a series of regression models, and a model which best explained 

the influence of different factors on the response was selected out of the series. At the 

second stage a new model was built which used the residuals from the first model as the 

dependent variable, and which was used to estimate the influence of the experimental 

conditions on it. All statistical analyses were performed using the R software package (R 

Development Core Team 2012). 

6.3 Results and discussion 

The analysis below is based on responses received from 112 participants to the 64 items 

of the main survey, and from 58 participants to the 15 items of the additional survey. 
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The analysis of the distribution of responses showed that, overall, the evaluations of the 

definitions of different target words vary dramatically, for example, the definitions of 

carbage N  car + garbage  ×ÅÒÅ ÇÅÎÅÒÁÌÌÙ ÅÖÁÌÕÁÔÅÄ ÁÓ Ȭ'ÏÏÄȭ ÏÒ Ȭ6ÅÒÙ ÇÏÏÄȭ ÁÎÄ ÔÈÅ 

definitions of acatramp N  academic + trampoline ÒÅÃÅÉÖÅÄ Á ÌÏÔ ÏÆ Ȭ0ÏÏÒȭ ÁÎÄ Ȭ6ÅÒÙ ÐÏÏÒȭ 

responses. The results of the analysis of participant and item factors that influence the 

responses will be presented below. First, the overall tendencies will be presented, and 

then the details of the statistical tests confirming their significance will be given. 

 

Figure 12. The distribution of responses by the age group of the participants (a) and by their 

education level (b). The width of the boxplots is proportional to the square root of the size of the 

group. The response values are labelled as 1ï7 which corresponds to óVery Poorô ï óVery Goodô. The 

box plots show median responses for each category, as well as upper and lower quartiles. 

The age of the participants and whether or not they have some background linguistic 

education turned out to influence the responses (Figure 12). The respondents with some 

background linguistic education tend to give more varied evaluations, and in particular, 

more lower grades. Most of the age groups have approximately the same distribution of 

responses, apart from the (18-25) and the (36-45) groups. The respondents in these two 

groups tend to give higher evaluations to the targets. The significance of the effects of 

age and education was confirmed in further analyses (see below). No significant 

influence of sex was revealed. 
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In terms of the structural type of the target words, the median response for the 

definitions of AW, WD and WW forms is higher than for the definitions of AC and AD 

forms (Figure 13a). In terms of definition type (Figure 13b) the responses tend to be 

lower for the definitions containing no source words (W0) than for definitions 

containing one of the source words (W1 or W2) or both (W1W2).  

 

Figure 13. The distribution of responses by structural type of the target word (a) and by definition type 

(b). 

The observed median responses differ across definition types in ways that reflect 

differences between the structural types of the target words. For AW, BC, WD and WW 

blends the median responses are the same for all four types of definitions, whilst the 

definitions of AC, AD, BD and WC target words are given higher evaluations if they 

contain the source words (see Table 9). 

The results of an ANOVA show that both the effect of blend type and that of definition 

type on the response is significant (F[4, 6872]=69.58, p<0.0001 for blend type; F[3, 

6872]=6.06, p=0.0004 for definition type). Moreover, the effect of the interaction of 

blend type and definition type on the response is also significant (F[12, 6872]=2.35, 

p=0.0052). It has to be noted, however, that the observed effect could be due to factors 

other than blend type or definition type, or could be a cumulative effect of several 

different factors. This is especially important in a situation when, as in the present study, 



116 
 

the stimuli are very diverse not only in terms of structural types but also in terms of 

frequencies, lengths and other characteristics. Therefore, in what follows, the influence 

ÏÆ Á ÎÕÍÂÅÒ ÏÆ ÉÔÅÍ ÁÎÄ ÐÁÒÔÉÃÉÐÁÎÔ ÆÁÃÔÏÒÓ ÏÎ ÔÈÅ ÒÅÁÄÅÒÓȭ ÒÅÓÐÏÎÓÅ ×ÉÌÌ ÂÅ ÃÏÎÓÉÄÅÒÅÄ 

alongside the influence of blend type and definition type discussed above. First, an 

exploratory analysis by a decision tree method will be carried out to estimate the 

relative influence of various factors on the response, and then the influence of blend 

type and definition type will be reconsidered in a multiple regression analysis. 

Table 9. Observed median responses to definitions of different types of target words 

Blend type  Median response to definitions  
W1W2 W1 W2 W0 

AC 4 4 4 3 
AD 5 4 4 4 
AW 5 5 5 5 
BC 6 6 6 6 
BD 6 5 5 5 
WC 5 4 4 4 
WD 5 5 5 5 
WW 5 5 5 5 

4ÈÅ ÉÎÆÌÕÅÎÃÅ ÏÆ ÄÉÆÆÅÒÅÎÔ ÆÁÃÔÏÒÓ ÏÎ ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔÓȭ ÒÅÓÐÏÎÓÅÓ ÃÁÎ ÂÅ ÖÉÓÕÁÌÉÓÅÄ ÉÎ Á 

decision tree. As mentioned in Chapter 4, this method estimates a regression 

relationship between the variables (both continuous and categorical) by splitting the 

ÄÁÔÁ ÉÎÔÏ ÓÉÇÎÉÆÉÃÁÎÔÌÙ ÄÉÆÆÅÒÅÎÔ ȬÂÒÁÎÃÈÅÓȭ ÁÃÃÏÒÄÉÎÇ ÔÏ ÆÁÃÔÏÒÓ ×ÈÉÃÈ ÈÁÖÅ ÔÈÅ ÍÏÓÔ 

influence for each particular split (these factors are shown as nodes in the tree). In the 

following analysis, the conditional inference trees were built to visualise the effect of a 

ÎÕÍÂÅÒ ÏÆ ÐÒÅÄÉÃÔÏÒ ÖÁÒÉÁÂÌÅÓ ÏÎ ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔÓȭ ÒÅÓÐÏÎÓÅÓȢ The following 

characteristics of target words were used as item predictor variables (see also the full 

list of variables in Appendix 5): 

ï the length of splinters (initial and final) in letters; 

ï the length of W1 and W2, each residualised against the splinter length (that is, 

estimating the effect of the length of the source words not already accounted for 

by the splinter length); 

ï the frequency of the source words in COCA: log transformed frequencies were 

used for the analysis, but raw frequencies are displayed in the plots below, to 

simplify the interpretation of the results; 
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ï the log transformed frequency of the blend word measured by the number of hits 

in Google search (as, for obvious reasons, COCA frequency could not be used for 

blends ɀ see the discussion of data collection in section 4.1); 

ï the semantic type of the target word, that is, whether it is of paradigmatic origin, 

e.g. weisure (meaning both work and leisure)or of syntagmatic origin, e.g. 

intellidating ɉÍÅÁÎÉÎÇ ȬÉÎÔÅÌÌÉÇÅÎÔ ÄÁÔÉÎÇȭɊ, as discussed in section 4.1; 

ï the orthographic similarity of the source words to the target words, i.e. the 

number of letters that the target word, e.g. advergame shares with the source 

word, e.g. advertisement, divided by total number of letters in the source word, 

calculated separately for W1 and W2; 

ï the average string edit distance (ASED) between the source words and the target 

word, also known as Levenshtein distance (Levenshtein, 1966), and calculated in 

the following way (Gries, 2012): (W1 O  Blend + W2 O  Blend) /2, i.e. the average 

of the number of letters that have to be inserted/deleted/substituted to turn W1 

into the target word plus the number of insertions/deletions/substitutions that 

are necessary to turn W2 into the target word; 

ï whether the target word preserves the prosodic pattern (i.e. the number of 

syllables and the main stress position) of W1 or W2, or none of them; 

ï the frequency position of the source words in COCA among all the words 

beginning/ending with the letter string in the splinter  (that is, whether the 

source words are the most frequent among all the words in COCA beginning or 

ending with that letter string, see also Appendix 5 for details); 

ï the COCA frequency of the coordinative combination (with and, or, or a comma) 

of the source words of the target word; 

ï the COCA frequency of the subordinative combination of the source words of the 

target word 

ï the structural type of the target word, i.e. AC, AD, AW, WD, or WW; 

ï the type of the definition, i.e. W1W2, W1, W2, or W0. 

)Î ÁÄÄÉÔÉÏÎ ÔÏ ÔÈÅ ÉÔÅÍ ÖÁÒÉÁÂÌÅÓȟ ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔÓȭ ÁÇÅȟ ÓÅØȟ ÁÎÄ ÂÁÃËÇÒÏÕÎÄ ÌÉÎÇÕÉÓÔÉÃ 

education were included in the analysis as participant variables. However, the 

participant variables could only be accounted for when analysing the data from the main 

survey (that is, the responses to the 64 target words of AC, AD, AW and WD types). The 

analysis including the data from the additional survey on 15 WW blends included only 

item variables. 


























































































































































































































































































