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Abstract

It is not coincidental that blend words (e. gnutriceutical N nutricious + pharmaceutical,
blizzasterN blizzard + disaste)y are more and more often used in media sources. In a
blend, two (or sometimes more) words become one compact and attentiezatching
form, which is at the same time relatively transparent, so #it the reader or listener can
still recognise several constituents in it. These features make blends one of the most
intriguing types of word formation. At the same time, blends are extremelghallenging
to study. A classical morphemebased morphological @scription is not suitable for
blends because their formation does not involve morphemes as such. This implies two
possible approaches: either to deny blends a place in regular morpholo¢ys suggested
in Dressler(2000), for example) or to find grounds for including them into general
morphological descriptions and theories(as was done, using different frameworks, in
Lépez Rua2004b), Gries(2012), Arndt-Lappe andPlag(2013) and other studies). The
growing number of blends observed in various media sources indicates that this
phenomenon is an important characteristic of the living contemporary language, and
therefore, blends cannot be ignored in a morphological description of theniglish
language (and many other typologically different languagesMoreover, | believe that
the general morphological theoryhas to embrace blend$ecause of the vasamount of

regularity observed in their formation, despite their incredible diversity.

The formation of blends involves bothaddition and subtraction, which relates
them both to compounds and to clippings. This research aims to clarify the
morphological status of blends in relation to the neighbouring word formation
categories, in particular,to the so-called clipping compounds(e.g.digicamN digital +
camergd). To approach this problem, | compiled @ollection of English neologisms
formed by merging two (in some cases, morewords into one, and analysed their formal
and semantic properties The results of this analysisvere usedto distinguish between
blends and clipping compounds, and also to justify the classification of blends according
Ol AEAEEAOAT O AACOAAO T £ &£ Oi Al OQq®IsODPAOAT AL
2007) classification). The strength of the association between blend&r clipping
compounds)and their source wordswas then assessed in two experimentsn online
survey involving evaluating definitions of blends and clipping compoundsanda

psycholinguistic experiment involving a production and a lexical decision tasKhe



experimental findings show thatrecognisability of the source words of blends and
clipping compounds hassignificant influence both on the evaluation of their definitions
and ontheir processing The main implication of the experimentalresultsis that blends,
unlike clipping compounds are closerto compounds than to clippingsin addition to

this, significant differencesare revealed between blends containing full source words
and blends containing only parts of them. Therefore, the structural type of blend, as
defined in this study, is a factor which has strong influence on the processing of blends

and their source words
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Chapter 1. Introduction

1.1. Background and motivation of the thesis

A blend word used in advertisement (e.gautriceuticald T O ET A O F2007)A
Blendalicioug is both attention-catching and thoughtprovoking. Putting together two
words to form a compound sih assugar bowlis one of the most straightforward ways
to form a new lexeme. A more complex and less frequent way of making one word from
two (or sometimesmore, e.g.Christmaharukwanzadan) is merging them together so
that part of the material is lost inthe process Blends are formed in such a way that a
well-formed blend has the phonotactic structure of a simplex word, as observed, for
example, in Tomaszewit2012). At the same time, the constituent words remain
recoverable from the form of the blendGries, 2004a) These among other, properties of
blends make themone of the most intriguing types of word formation.t has to be noted
that there is no agreementm the linguistic literature as to whether or not blending is a
productive process of regular word formation. One of the arguments to the contrary is
that the exceptional formal diversity of blends makes it appear that their formation is

completely unpredictable.

The considerations above explain why blendare extremely challenging to study A
classical morphemebased morphological description is not suitable for blends because
their formation does not involve morphemes as such. This situation implies two psible
approaches: either to deny blends a place in regular morphology, or to adjust
morphological description in order to embrace this phenomenonThe literature has
examples of both approache€On the one hand, lends have been analysed as irregular,
creative formations (assuming thatcreativity is opposed tomorphological productivity,
following " A O A20@1(p. 64)terminology), and hence excluded from morphological
analysis(Dressler, 2000; Mattiello, 2013) On the other hand, the surface structure of
blends, their phonology and semantichiave beenanalysed in order to find grounds for
including them in general morphological descriptions For example, the mechanisms of
blending have been investigated withirconstraint-based theoretical frameworks such as

Optimality Theory (Arndt-Lappe and Plag, 2013and Schema TheorgyKemmer, 2003).

With regard to the relationship between blends and other word formation types, one
way of classifying them isas an intermediate link between compounding and clipping

(L6pez Rua, 2004b) or, in a wider sense, between productivity and creativityGrey areas
1
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like these, although difficult to research and yielding controversial results, can provide
insights into the different areasthey adjoin. Hence, studying blends is not only

intellectually provocative, but potentially theoretically and practically valuable.

1.2. Aims of the thesis

With the assumption that blends lie in a border region between several morphological
categories, the primary aim of this research is to locate where exactly. In particular, the
purpose of this study is to investigate whether blending as a word formation processas
type of compounding, a typeof clipping, a combination of both processes, or neither of
them. This, in turn, leads to a question of whether and to what extent blends are
different from so-called clipping compounds which, like blends, have features in

common with both compounding and clipping.

Analysing the literature on the topic reveals not onlyhe different and often

controversial views on blends mentioned above, it also makes clear that the definition of
blends and the criteria for including lexemes in this category have changed considerably
over time. Moreover, contemporary studies of blends ar often based on lexical data

from earlier publications, which can be problematic for two reasons. First, a lot of
lexemes cited as blends in early studies may no longer be analysable as such because the
semantic link between the blend and the blended worslmay no longer be salient.

Second, the analysis of the blends, that is, the words they originate from, and the way
they are blended, may be biased by the views of the researchers who collected the
original data. The first aim of this research, thereforeis to describe blends as a
morphological phenomenon as accurately and objectively as possible, and to make this
description reflect the contemporary state of blends in the English language. Of course, it
is not possible to avoid relying on earlier theorettal accounts and practical methods. At
various stages of this study, | have made decisions driven by earlier findings, and
adopted definitions and theoretical assumptions provided by earlier research. However,
an important decision concerning my approachd data collection and analysis was to
compile a collection of contemporary blends from original sources other than linguistic
publications, and to analyse them as impatrtially as possible. Restricting the analysis to
comparatively recentformations comes atthe cost of losing aconsiderable amount of
lexical data (many earlier studies analysd bigger collections of blends because they

included well-established blends alongside new ones). However, the observations and



generalisations made on the basis of neagjisms can help tgrovide a more accurate

account of the formation and functioning of blends in contemporary language

It has often been pointed out in literature(e.g. Gries, 2006; Bauer, 2012hat providing a
structural, phonological and/or semantic taxonomy of blends may not be a sufficient
way of analysing them, particularly because they are so diverse. To understand the
nature of this phenomenon, it is essatial to consider the cognitive mechanisms that are
responsible for blend formation and processing. In other words, to analyse blends

adequately, it is important to know how languageisers processand analyse them

In terms of processing blends, the question that is particularly important for this
researchconcerns the strength othe link between a blend word andts constituent
words. Presumably, if blending is a type of compounding,blendshould be processed
like a unit made of two constituents. Byunlike compounds, blends lack some of the
phonological andor graphical material of their source words. If what remains is still
enough to recover the full constituents of blends, then the formations for whickuch
recoveryis not possible (apart from lexicalised items which are, as | pointed out above,
deliberately excluded from the scope of my research) are to be discarded from the
category of blends, or at least prototypical blends. Lack of recognisability of coitgents
makes such formationamore similar to acronyms thanto compounds. Alternatively, if
recoverability of the form and meaning of the source words is not a defining feature of
blends, then they should be regarded as a subtype of complex clippings wétprimary
function of presenting several constituents in one compact form. With these
considerations in mind,| designed and carried outwo experiments aiming to access the
strength of the association between blends and their source word$he significane of
the analysis of these experiments is twofold. First, as | mentioned above, information
about the processing of blends is valuable for their morphological description and
classification. But, perhaps, more importantly, it is valuable as a contributiofone of
many) to our knowledge about the representation and processing of words by language

users.

1.3. The structure of the thesis

In this thesis, Chapter 2 provides a review of the morphological studies of blends over an
extended period of time. The developmet of various approaches to defining and
classifying blends is tracked, and gaps in the research are identified.



In Chapter 3, the analysis of previous approaches to blends is used to work out a
definition of them. The key terms to be used throughout thehesis are defined, and the
scope of theresearchis outlined. Chapters 47 expound three different studies which
illuminate the formation of blends from different perspectives. The studies were carried
out successively so that foremost findings were useatspecify more accurately the
hypotheses and methods of the subsequent studies.

Chapter 4 is dedicated to the description and analysis tfe phonological,structural and
semantic features of blendsThe chapter discusses theollection of over 500 English
neologisms formed by merging two or, irsome cases, more words into ond.he

collected neologismsare then classifiedin terms of formal and semantic regularities.

The results of this analysisare usedto distinguish between blendsand clipping
compounds,which supports earlier findings reported in Gries(2006). The resultsare
alsoapplied to justify the classification of blends according to different degrees of formal
OOAT OPAOAT AU | OOET ¢ (DA 20erixkadsificetbr). A0 1T £ , AEOAOGS
Chapter 5 provides an introduction into cognitive and psycholinguistic approaches to
studying blends, with a focus on the factors which may determine the recognisability of
their original constituents. The analysis of a selection of experimental studies word
recognition is then used to outline the methodological and theoretical prerequisites of
my own experimental study.

The experimental part of this research includes two stages. The first stage is a web
based survey in which reader®valuated definitions of blends and clipping compounds
as more or less successfully explaining their meanin@Ghapter 6 provides a description
of the survey methods and procedure, and then discusses its results.

The final stage othe presentresearchis a psycholinguistic experiment involving a
production task and a lexical decision taskThe objective of the experiment igo reveal,
first, how successfully the readers of the blends and clipping compoundsay retr ieve
their source words and, secondio what extent getting these words activated in a
production task enhances the recognition of the same words in a lexical decision task.
The designand procedure of the experiment, its results and implications are discussed
in Chapter 7.

Chapter 8 recapitulaes the main findings of this thesis, and provides a general

discussion of its implications, limitations, and perspectives for future research.



Chapter 2. The dramality of the blendaverse: Research on blends

The neologasmexperienced by a linguist who coras across a good blend is often
overshadowed by the puzzlement posed by the structure of blends in general. For
instance, merging together the beginning ofwitter and the end ofpeoplegives the

blend Tweople and one could expedtigital and camerato form a blend*digameraor
*digera, following a similar pattern. However, instead of this, we attestligicam, which
combines the beginnings of both wordsThe formal structure of these words has long
been said to be unpredictablde.g. Bauer 1983) and blending has been referred to, e.g.
in Dressler(2000) or, later, in Mattiello (2013) asan extragrammatical process, rather
than part of regular morphology. On the other hand, many recent studies of blends
(Lopez Rua 2004a; Gries 2006, 2012; Lehrer 2007, to name just a fdvave shown that
the structure of blends is much more predictable than it might seem at first sight. For
example, the formation of blends of th@weopletype is subject to such factors as the
prosodic structure of their constituent words and their relativefrequency. These factors,
however, seem not to work in the same way witkigicam, and for this reason, some
classifications exclude these coinages, often called clipping compour(@auer 2012) or
complex clippings(Gries 2006), from the category of blends. This chapter will explore
the problem of the definition of blends and their delimitation from other morphological
categories.As a starting point, tke following section will focus on approaches to defining

blends and will denonstrate that their definition is a subjectof debate in the literature.

2.1. Early classifications and classical discrepancies

The word blendwas not used as a linguistic term before the late I9century, and even

then it did not mean what it means today In the academic works of the late #9century

the term was usedmainly in the contextof speech errors, e.g. Sweet if1892: § 48)

mentioned that blending of differentconstructions may cause certain grammatical and

logical anomalies. The same use of the term can be seen in Jespe($6t8: 52):

O#1 1 OAT ETAGETTO 10 Al AT AET CO 1 Mpedieris AT 1T 000C
x AOAOET ¢ T AAOO ET Al1l 1 AT COACAOG68 shclldDAh COA
better + Vused instead othad better+ Vor should+v.4 EA OOA 1T £ OAOI OAIl /
phonologically or semanticallybased speech errors likeneedcessityfrom need +

necessity can be tracked down to Meringer and Maye1895).

It is in the linguistic works of early 20" century that the term blendbegins to acquire the

meaning it has in contemporary morphology, that is, to name a word formdaly fusing



two or more words into one. For instance, Bergstrongl906 8§ 16) considers blending
OOEA OAOGOI O T &£ A1 Ei DPAOZAAO EI EOGAOGEITh A DPAOO

previously existing, generally synonymous or similar elements, each of which

AT 1 OOEAOOAO TT A PAOO OiF EOO68 )edintagirstpladeAO OEAO
Ol ODbAAAE AOOiT O Al AT AOh Al OE Ouil OAAOEA AT A 1A
EO 110 OO0AAQ8 (1 xAOAOhOKDDAA OA AAD®E DA ADORGDA
Oi i A ET QAT OETT AT 1T 0O AT T Q806§ M0Befgdtdndotesthad DAAEAT |
OOEAU AOA AT 1111 O(1908&MmARADISNQ0 shyAHat@hd Arads® o

of blending as a wayof producing new words did not exist before. Earlier examples of
haplologic blends from Sanskrit, Greek, Latin and French are mentionedWood

(1911). Nevertheless, irthe 20t century blendsseemto have become a more productive
way of word formation. The publicationof 04 EOT OCE OEA 11T EET C CI AOOS
Carroll catalysed thepopularity of blends, andalsogaverise to the term portmanteau
word that is used inmorphological studies either as a synonynof blend,e.g. in Pound
(1967[1914]) and in Thurner (1993), or as its hyponym, denoting a type of blend, as in
Algeo(1977), Pifieros(2004) or Tomaszewitz(2012). Now blend words are becoming a
notable feature of contemporary languagerhey are often used, for example, for hybrid
names Ul OOA U } &r @shartific devicesinfeadlines and other media
sources(" OAT CAI @d) [Ritt] + Arig&ina [Jolie]. Many contemporary linguists
agree that blending is no longer an exceptional way of producing new words. However,
the question of how exactly two or more different words can be blended into one, and to
what extent the result of blending is predictable, is still open. At the root of this question
is the problem of defining what kind of formations are to be classified as blends, which,
as will be discussed below, have been approached by several generationsmjiists in a

number of ways, using various principles.

The most remarkable work of the early 2@ century dealing with blends is by Pound

(1967[1914]) who gives a definition of blends, as well as their classification. Pound

deEET AO AT AT A0 AO OOx1T 10O 11 OA x1T OAOh 1T EOAT 1 A
one; as factitious conflations which retain, for a while at least, the suggestive power of

OEAEO OAOEI(1063[1944], A.i1)ATiheotssification given is, on the one hand,

by the area of origin, on the other hand, by form. As for classification of blends

depending on their origin, Pound(1967[1914], pp. 20-21) names the following types

i OEA AgAi Pl A0 AAT 1T x AOA 01 O1 A6OQ



1. Clever literary coinages, e.gOT AAEOAO énd dteitexatpled fomO A O
Carroll, Kipling, Wallace, Irwn, Habberton, etc.;
2. Political terms, coinages of cartoonists, editors, and other newspaper writers
(Popocrat: populist + democrat
3. Nonce blends®@riginating probably in a sort of aphasid, e. gsweedleas a result
of hesitation betweenswindleand wheede (1967[1914], p. 20)
4. ChilA OAT o O Adrgély abapidn@halsde. gOO AT AT OA OOAT AT Al
immense(1967[1914], p. 21);
5. #1 1 OAET OO0 /El Wwhinsiégl oOfhcAtduE ih ihtéhtion &hd usageé
(1967[1914], p. 21). e.gsolamncholy, sweatspation, bumbershoot, scandiculous,
animuleetc.;
6. Unconscious folk formations®ot jocular in intention but seriousi U | AAT 0é
(Pound, 1967 e.g.diphterobia, insinuendom rasparated, needcessity, cleato.;
7. Coined place names or personal names, e@hiowa: Ohio + lowa
8. Scientific names (mainly referring to names of new chemicals), edpxtroseN
dextrorotary + glucose
9. Names for artices of merchandiseA1 AAOOT 1 EAO AL AAOOEAAI
As we can see, both speech error (typesand4) and creative blends (typesdl, 2,5,6,7,8
and9) are listed. Blends used as hybrid names (such peimcot  plum + aprico) are
also mentionedin0 1 OT A8O x1T OEh Al OET OCE 110 ET AI OAAA
(1967[1914], p. 18). This classificaton is far from being exhaustiveMoreover, Pound
herself admits that Gnany blend-words may be classified under several of thedads
OOCCAOOAA A0 (1652[R914) A RIA SHe ks lalfodsceptical as to classification
ofblendsAU OEAEO A& Oi h Al 1T OEAAOET ¢ OEAO O11 AA/
OAOPAAO8 . AOGAOOEAI AOGOh ET ABoHmar@vA(2010Ap. 20) UOE O
mentions a number of types baed on formal grounds. Thus, blends can be classified

according to:

i what syllable in the original word is affected by the superimposed syllable(s)

i the number of resulting syllables (admitting that monosyllabic blends cause the
most difficulties in deconstructing them into source words)

i whether both elements are truncated, or only ong

i the origin of elements

i the number of blended elements

T the word-class of the blended elements



T the resulting word-class
ol 0T A EO Aii1¢c OEA AZEOOO AOOEI OO0 xET 171 OEAAA
DAOI AT AT O bl AA A1967{1914,5HA19)] Mbledweéd, Adpdeiing the time
when blends might appear, Pounq1967[1914], p. 6)T AOAOOAOG OEAO OEAU OAO
as old in our language history as composites, or cro$srms, or contaminations of
various kinds, in generab. She supports this view by examples from Shakespeareljuse

fool +philosophe), etc.

Much stricter criteria for the definition of blendsare apdied by Marchand(1960, 1969).

In his broad classification of English word formation typedMarchanddistinguishes

between 1) words formed as grammatical syntagmas, i.e. combinations of full linguistic

signs, and 2) words which are not grammatical syntagmas, i.e. which are not made up of

AO11T 1 ET COE OGOM | 0 AQIEG@madien@roceisésiincude

OAPGPOAOGOEOGA OUIi AT 1 EOI 6 h - AATAD AAEN OZ0hO EA 1 CEoD B E TAQA EAS
1969: 2f). Marchand also distinguishes between speech error blends and creative blends

(although the modern terms are not used in his book}rom the point of view of their

meaning, blends are classifiednto two types: blends created for expressive purposes

and names for new products and scientific discoverie 969, p. 452) This second type

includes the names of chemicals, animal andgmt hybrids, trade mark names etc. From

the structural point of view, the category of blends as drawn by Marchand includes the

socAAT 1 AAxTOO RGO ACE8 A8 AAOT T UI O AT A AAAOAOGEAOQEIT I
majority of contemporary morphologiststo bea different kind of word formation,

though there are marginal cases listed, for example, in Lopez R{2804b) and Mattiello

(2013) (seesection 2.3for details).

- AOAEAT A OOAOAO OEAO Al Al AET GfodaidnionnAA AT T OEAA
insofar as it is an intentional process of wordA | E T (E969; . 451) Moreover, the

status of blend® AT T OOEOOAT OOh AAAT OAET ¢ O - AOAEAT AR
traditional, word formation units, because the constituentof AT AT AO AOA Oi 1 OPEAI
only for the individual speaker who blended them, while in terms of the linguistic

system asrecognizd AU OEA AT i1 O1T EOUh (O®ApUssAD 11 O OECI
consequential ideas arise from this analysi€) OEAO Al AT AET ¢ OEAO 11 COA
O0UI EOOE R) ®HA® O oOMEMA OAOOI O T £ A1 AT AET ¢ EOh |
O1 AT AT UGAAT Ah OEI b1 A x1 Q1089, d 450 The iddalof@ehOA OAA OU
8



grammatical status of blenddhasbeen exploitedby many linguistsafter Marchand (see
section2.3). As for the nonmorphemic status of the constituents of blends, it has to be

noted that some of them can eventually become morphemes (ezga)holic from

workaholic, shopaholi@tc.). Another idea which is often questionedf © OEAO OAIT AT A
AT 1T 1T O1T AET C AU |1 AAT (@969, gE45A)OrFdotANEarciAaAd listss OA O 6
clipping compounds and blends as different types of wortbrmation, but neither the

given examples, nor the descriptia of both types allow any exhaustive criteridor

distinguishing between the two types.

In later literature , blends are not always (in fact, less and less often) perceived as a
marginal phenomenon orasa grammatical anomaly They have come all the way frm
AAET ¢ OOAAOGAA AO OOAOOI OET C(Begktrom @OEFAHD C COA
ARET ¢ AT 1T OEARAOAA OEA 1 00DP0OO 1T &£ OA OOAAIT T OAE
One of the first works in which blends are treated as a frequemeansof word
formation is Bryant (1974). The researcher compilea list of 306 blends (251 nouns, 54
adjectives and 1 present participle) that appeared in the 20century, belonging to
several semantic fields: fashion (60 blends); sports, travel, and entertainment (54);
science and technology (44); air and space (5); home (3folitical issues (15);
education (3); art (7); high fidelity (13); youth (8); drug addiction (2); sex (7); health
(5); 45 blends are not referred as belonging to any semantic group and thus are
Al AOGOEZEEAA A @978 ip.AEA Bryaht @974 ppd16F164) made a few
observations concerning the formal properties of blend¢the examples below are
"OUAT 06 0Q
i they combinethe first sounds of one word with thefinal sounds of another;

i in many blendssome sound are shared byboth original words

i some blends incorporate a complete word as one of their elements (e.qg.

ambisextrous sex + ambidextrous

i in some blends a combinig form is used as one of the incorporated elements

A N 2 oA~

i proper names (e.g. names of persons and names of places) can be used in blends

eg* AT AO "1T1 AOOOOWMdustry)r AT AG "TTA D



31T A T £ "OUAT 06 0 A @ailsicdoplx uhifs bd twoto@ @ragerA  OE

names and abbreviations can be incorporated into a blend (e.dames BondustryMax

Factory - A@ &AAQOI O O /A A@in®lupglovemerdPlaD]E §mposiui: ) 0

Not all the analyses othe internal structure of blendsoffered by Bryant are

unquestionable. Such formations aslectronovisionand electrofile could be classified

neo-classical compounds in accordance with contemporary terminology. There are

automatic + digital + networR that can be classified as clipping compounds or even

(autodnQ AO AAOT T UI 08 /1 OEA xET1 AR "OUAT O8O0 x1 Of
by various features rather than a classification of blendscaording to any consistent

criteria.

A detailed classification of blends regarding their formal structure and semantic
properties is given inAdams(1973). Blends are defined as words containingplinters,
Es8A8 OOET OOAO QGOABOOEZ) GHicA @oallybre® O @WAEOIGAO ET Al ¢
that is, not regular morphs. Adams mentions three major structural types of blends:
1. 71 OAO OEAO OEAOGA O Al xEOE Obgiifl,A 10 11 OAI
flimmer); they cannotbe easily analysed into constituents, though it is possible to
state that they typically are composed by an initial consonant or consonant
cluster and an ending. Elements (clusters) are callgghonaestheme$1973, p.
143), and the author admits that there can be different opinions concernindgné
impetus of these formations: sound symbolism, onomatopaa, echoism, etc.
(1973, p. 14);

2. Compound blendsz contracted forms of compounds;

3. Group-forming (e.g.folknik, scribaciou.

On
p2!

4EA Al T OAOO AOOAT OEIT EO CEOAT Au ! AAT O Oi
into several types structurally and semantically. According to their fonal structure

three types are distinguished: 1) blends of which both elements are splinterdéliute

balloon + parachute); 2) blends where only the first element is a splinter €scalift

escalator+ lift); 3) blends in which only the second element ia splinter (needcessity

need+ necessity. As to the semantic classificatiorhdams(1973, pp. 153%160) mentions

the following relations between the original words that form blends

10



1. Subjectz V (screamager screaming teenager,
2. V z object (breathalyser breath analysej;

3. appositional of the coordinative kind (they are considered more frequentn

compound blends) prunch breakfast + lunch fantabulous AAT OAOGOEA

fabulous,smothercate smother+ suffocate);

4. appositional, not coordinative, ie.the first element specifies or qualifies the

second promidiom bromide idiom refujews refugee Jews

5. instrumental (automaniaz mania caused by automobiles)
6. resemblance bombphletz pamphlet like a bomb)
7. composition (plastinaut z plastic astronaut);

8. synonymic (needcessity 1T AAA 2. 1T AAAOGOEOU

This semantic classificationis largely based on the semantic classification of compounds
in Adams (1973, pp. 6489). This approach to classifying blends is justified only on
assumption that the cognitive operations underlying the formation of compounds are
the same for blends. It is important to note, however, that Adams herself, and many
other linguists, e.g. Renne(2008) observe that coordinative relations are more typical

for blends than for compounds.

The classificationis revised in Adams(2001), where blending, together with

backformation and shortening, is included into a bigger wordormation category of

OOAAT A1 UOGEOGGh AT A EO O1T AROOOTT A AO A DPOT AAC
x AUQ@ID1,p.1398 "1 AT AO A dndde dphiatoicdhtbibutrpwofdls,one or

both of which may be only partially present in the new wor@d (2001, p. 139) From the

point of view of origin and semantics, Adams outlines different kinds of blends

depending on the extent of intentionality in their formation. Thus, three groups of

blends are named: 1) unintentional blends (speecher@Oqh OEAO OAOA OOOA
combinations of nearQ UT T T 2000 @. 139) 2) deliberate blends (no formal criteria

£l O OEAI AOA pPOI OEAAAQN oq PETTAAOOEAI EA A
AAOxAAT ODPI T OAT AT OO AOOT (2001, A1139) Alldnis(EORA OA OA E
puts aside the definitionof blends as contracted forms of compounds, but does not

provide any reliable criteria for distinguishing between blends ad other forms of

O OA A1 AHatis@&ddyims and clipping compounds.

11



Systematic categories of blends (both deliberate creationsral lapsus linguag, outlined

in accordance with Saussurean understanding of syntagmatic and paradigmatic

relations, are given inAlgeo(1977). All blends are classified intotwo main categories:

syntagmaticand associative A syntagmaticblend is defined as combination of two

£l O 6 OEAO T AADOO OANOAT CEdagoiilaN Thicagdperila, OPAAAE A

i TOPETTAI EAO ORh OPIEA®ENT A Al EA7A 0.BA Algeo ) T AEAT 8
admits that such forms are treated as blends dyas a concession to traditional
Al AOOEEZEAAOCET 1 Oh AOO 11 OAO OEAO OA AT 1 OEOOAT O

contractionso(1977, p. 56). He also suggests using the tertelescope wordto name

OEAOA i Oi AGETT O AAAAOOA OEO EO i AOAPBI OEAAIT I
(1977, p. 57)

The other major category outlined by Algeo iassociativeblends, i.e. the ones which

have Gwo or more etyma that have been linked in thevord-maker's mind and thence in

his languag® (1977, p. 57) This category is subdivided into: 13ynonymicblends (e.g.

swellegant, needcessity2) blends that combine words from the same paradigmatic

class ordvandvablends (smog which may be also callegharadigmatic; 3) jumble

blends, in which@tyma are associated with one another, buiot by paradigmatic

ANOE OAMYKT, A 88p e.gfoodoholicA Oi A £l O1 A AOGIi A O jATT QA O
happenstand EAPPAT 08} AEQGADBQOOACREAOOETT EO O 1
type of blendsportmanteau words to differentiate them from telescope words. The

taxonomy looks very useful indeed, but the problem with this differentiation, as Algeo

confirms, isthat these two processes can appear either sequentially or simultaneously

(1977, p. 61) An example of a combin#on of two kinds of blending named by Algeo is

electrocution, formed as a portmanteau blend oflectro- and electricution, which, in its

turn, is a telescope blend oélectrical and execution Algeo (1977, p. 62)also points out

thatin some casest may be unclearwhether the blend is a telescop or a portmanteau,

as, for exampleshamateurwhich can be analysed as either a telescoping blend sifam

amateuri AAT ET ¢ OTTA xET DOAOAT AOG O1 AA A1l Ai AGAO
a portmanteau ofshamandamateuri AAT ET ¢ OT 1T Aeceivebuti ®©®OEAO O A
either having a semantic head (i.e. telescope, isC ! | CAT 860 OAOIi q T O Al 1 O
(portmanteau) is of the same nature as the problem of interpreting compounds like

fighter-bomberas either headed, or coordinative.

12



Nevertheless, the distinction between telescope and portmanteau blends has been
reconsidered by many linguists after Algeo. Some, among them Bau@®83), Devereux
(1984), Cannon(1986), include bothportmanteau and telescope words in the category
of blends. On the other hand, some researchesjchas Kubozono(1990), Berg(1998)
and others, restrict the category to portmanteaus only, whether using this term or an
alternative one, and sometimes, as in Renn€2006), subdividing them into subtler
semantic categories. Revision of the distinction beteen telescope and portmanteau
Al AT AO O1 A A@J1EB dategotied dsfntagntatic originand paradigmatic

origin blends.

Apart from general systemic categories, Algeo also gweharacteristics of different

types of blends from the point of view of their phonological and morphological

structure. In Algeo(1993), the following types ofblends are named 1) with clipped first

element; 2) with clipped second element; 3) withhoth elements clipped (%3 including

cases with overlapping); 4) where the overlapping elements are sounds rather than

words (betweerA C A O AAOx AAT O Yrhidirdc@ral Oapsificaich OO OE I /
implies the presence of a number of marginal caseAs noted in Algeq1977, p. 51),

@lippings are often shortened at morpheme boundarigs  j b&t@e@magerz NB). In

such casesit may be hard to makethe distinction etween blending and compounding

under analogical influence 8

Concerning the phonological structure of syntagmatic blends, Algén977, pp. 56;57)
mentions that the structure of blendscan be te result of the phonological rules. This
observation can be extended to any blends, not just of this particular type, as the
influence of phonological rules on blend formation cannot be neglected, esdiscussed
extensively in other academic workgsection 2.2). As for the phonological
characteristics of associative blends, Algeo observes thatsome cases such a formation
originates from a setof phonaesthemese.g.C 1 1 fyland, glare, glass, gloam, gloat,
glub, etc.] + [chop, drop, flop, plogetc.] (1977, p. 60). This, on the one hand, resonates
with the category of phonaesthemic blendike formations in Adams(1973), and, on the
other hand, provides another reason foconsidering the role ofthe phonological
properties of the source words in blend formation and the criteridor distinguishing

between some types of blends and onomatopoetical formations.

Blends as part of a generaystemof word formation in English are described in Bauer

(1983). According to Bauera blendOi AU AA AAEET AA AO A TAx 1A
13



of two (or possibly more) other words in such a way that there is no transparent

AT A1 UOEO E(1983, p. 234)OBefeesian of analysability into morphs, called

AU OEA AOOEIT O OOEA AxEMIBIA 2B)sMhawelereruddl 6rO0 A A £ET
the understandingof the nature of blends and may be used as one of theteria for

defining the borders of thecategory, however vague they might seemt this point.

Devereux(1984) compares blends with other methods of word formation in English. He
mentions (1984, p. 210)two main ways of creating new words in English: 1)addition,
meaning by it addingaffixes to existing words to create new ones?) subtraction, thatis,
@AEET ¢ 1 AOOAOO ET 1T OAAO mOI i OEA TOECET Al xI1C
into three subtypes:

1. Shortenings, which utilisA a group of consecutive letters contained in the

original word ¢

2. Blends, which are®riginally formed by taking the first few letters from one word
and combining these withthel AOO £A x 1 A OO Aixddingdd chsesDEA | OE
when either first or second word is fully preserved in the blend, e E T 1 PE O
mesonAT T OOAEI AT AAT OAOGET 1T OOAEI

3. Acronyms, which can be gstinguished from blends because 1) the order of their
constituents cannot be reversedas in blends likel E CA O VsBIEICTd OECAO

tiger +lion); 2) acronyms are built up fom theinitial letter(s), unlike blends

Qvhich use terminal letters as weld 8

$AOAOAOPE6O AAEZET EOEIT 1T &£ OOAOOAAOQEITT EI BPI EAO
phonological, constituents of words, which may be not relevant to the same extend to all

the categaies above.Devereux(1984, p. 210)compares blends to acronyms in which

(he resulting concatenatia of letters is pronounced as a word unlike in initialisms

such asDDTwhere they are spelt out letter by letter. This distinction is similar to

" A O A& (. 238) The distinction between blends and acronyms as defined by

Devereux is not cleafrcut. Bauer(1983) admits that such formationsad ET AAar | ET A
acceleratorcan be analysed either as blends or as acronyms. In later works, e.g. in Bauer

(2006, 2012) such formations are labelled as clipping compounds. An important

conclusion made by Devereux is that the order of words in blends, unlike acronyms, is

potentially reversible. On the other hand, the constituents of many blends including

14



some of the examplesbove(e.g.pion) cannot be reversedas they preserve the right

head structure ofthe underlying word combination (pi meson i.e. a type of meson).

Two works by Cannon present an evaluation of the role of blends in English word

formation and their relations to other morphological categories. In Canno(iL986),

formal patterns of blending are described and analysed with regard to word formation

rules, as formulated inthe literature on morphology. The results of a fundamental study

of English word formation from a historical perspedive involving the analysis of trends

and changes in the vocabulary of the English language is enunciated in Can(®887).

111 OEA TAx x1 OAO AT A T AATET cOh AAAT OAET ¢ C
categories termed in Cannor{1986, p. 750)A0 OOEEAO0O j1 Ax 1 AAT ET CO
shifts 7 19.6%), borrowings (7.5%), shortenings (18%), andaA EOET T O j OEA OAO
are classified in this taxonomy as a particular kind of shorteningalong with

abbreviations, acronyms, clippings (Cannon usesth® A 01 OO1T AAAOAOEAOGAA
andback-formations.” 1 AT AOh AAAT OAET C @elthe gninlie$t tatego®® OA @1
AiT1¢c OEA OEIT OOATET CO jt189bQs 9A0 OOEEO A/
the most structurally complex items(1986, p. 750). A corpus of blends which consists

of 118 noun, 11 adjective an® verb lexemes is analysed phonologically (with respect to
overlapping sounds and syllable structure), morphologically (with aonclusion that the

analysed blends come mainly from simplexes and derivationsjany fewerfrom

compounds, and one acronym), and in terms of formal structure.

Cannon observeshat syllable structure is Gnore crucial to blending than to any other
category d word formationd 8 ) T  BDA ADérieAlée lofAh® longer of the two
source words usually dictates the maximum number of syllables, as well as the primary
stresso(1986, p. 746).

From the point of view of formal structure, blends are subdivided by Cannon into two
groups:1) blendsformed in such a way thatoth sourcewords sharesome of the
letters/sounds; 2) blends which combine the first part of oneword with the last part of

another, but with no sharedletters/sounds at the point of fusion,asilrA OOl AE
breakfast + lunch(1987, p. 14).

Concerning the semantics of various kinds of shortenings, inaing blends, it is stated
O E A@ shértenings usually denote scientific subjects like chemistry and biology,

though our blends primarily have commercial applications(Cannon, 1987, p. 273)This
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latter feature of blends supports the attitude to them as to rather ephemeral formations
on the marginal edge of morphologyan attitude which has beento a great extent

revised in later publications about blends.

Analysing blending from the point of view of its relation to other word formation

patterns, Cannon (as many other authors before and after) notes certain difficulty in

separating blends from neighbouring categories. For examg| he suggests that blends

can be distinguishedrom compounds®y requiring that at least one of the two separate

AT AT AT OO0 xEEAE AOA AOaiBelsanieimede dAliits@id AOAAAGHh AO
distinction is Gomewhat arbitraO 8986, p. 749) In Cannon(1987) formal criteria

distinguishing between various kinds of shortenings are workd out. Thus, Cannon

separates blends from acronyms because in blendsr OYEA OAAOAOQEI 1T OOOAI I
terminal loss in the first item, plus an initial loss in the second item, where there are

usually overlapping parts in the fusior®(1987, p. 144) This observation, however, is

unlikely to cover all cases of blending. Finally, blends are to be separated from

001 AAAOA OE A O AdtauseFetydbidally,bigrddare formeflom more than

one item.

4EA AAOGACI OU 1T &£ 0601 AAAOAOEA Q9488 198B do@BAT ET CO6 A
what is elsewhere referred to as clippings (such dab from laboratory or fridge from

refridgerator), and also complex clippings or clipping compounds, exemplified by
Cointelpro(Counter Intelligence Program The latter category, accordingtet AT T 1 T 8 O

criteria, includes also cases likprosagewhich originates from protein sausageThe idea

behind it is that a compoundprotein sausages treated as one unit which is shortened to

prosage not as two wordsprotein and sausageblended into one.This argumentation is

hard to use for each and every case of blending because it is difficult to judge whether a

multiple word unit existed in the language prior to being shortened or not. However, the

idea underlying this criterion, i.e. that blends are &rmed from different lexical units

rather than contracted from a single one, is crucial for understanding theechanismof

blending. Taking, thus, an etymological approach to the definition of blends, Cannon

returns to the understanding of their nature expessed earlier by Marchand and then by

Bauer: (Blending produces a new, technically simple, and often otherwise unanalyzable

i T OPE AGadnodn, 1987, p. 144)Later, Cannor(1989, p. 108)highlights that blends

A O the ddly category of shortening that involves reduction of at least two preexisting
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items (the other categories involve rediction of a single sourceE O A.iTigsiquality of

blends distinguishes them from althe other types of shortenings.

In the above classifications the formal structure of blends is mainly described in terms of
categorical dstinctions such as the presence/absence of shortening or overlap. It has to
be noted that the studies discussed in this section are primarily descriptive, that is, a
number of formal and, in some cases, semantic characteristics of blends are listed with
very little or no analysis of their mutual influence. As a result, the analysis of many
examples is based on arbitrary decisions, and some descriptive classifications contradict
one another.The classifications of blends discussed in the following sectionra derived
from analysng the mechanism of blend formation in relation to various factors (e.g.
phonological and semantic) that may influence it. Such an analysis may provide the basis
for clarifying the status of blends in the system of word formation, wich is one of the

objectives of the present research.

2.2. A closer look at the mechanism of blending

A different view on blends, compard with earlier publications, is expressed in a report

on a corpus study of Japanese and English blen@sibozono, 1990) Unlike many other
researchers, Kubozono considers blendingm@morphologicalprocesfor two reasons:

simply becauseit is a part of word formation, and also because i@xhibits various

linguistic patterns, including one relating to the notion ‘head', which are common to

ordinary x | OA DOT AAOGOGAO I18%.A. 1AT I T O1 AET Co

+OAT UTTT OOARICAICER BIROA TOAOOT x O@eDA 450)A £ET A A
asa unitwhich involvesGnergingpAOOO 1T £ x1 OAO ERKubBdzondpaysal Ax x
lot of attention to formulating the criteria for distinguishing blending from other

morphological processesHA T A O A O HiAvOlvedtimoAsGurc®words in a

paradigmatic relation, i.e. words that might substitute for one another, as opposed to

words which occur side by side, andtiis in this point that blending differs primarily

from clipping and clipped compound (compound shortening), the two processes which

tend to be confused with blending most oftea (1990, pp. 1z2). The intention tomake

the syntagmatic/paradigmatic relations between source words a distinguishing

criterion for di fferent word formation patterns seems both very much justified and

problematic. It is justified because it could solve a morphological problem, the solution

to which haslong been sought but it is also problematic because inay not always be
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possible totell with confidence whether the source words of a clipped compound/blend
are in a paradigmatic or syntagmatic relationsip, and it makes the criteria of the

distinction less clear thanwould be desirable.

Kubozono(1990, p. 3)gives a classification of linguistic constraints on blend formation
(summarised here in Figure 1), with special regard to phonological constraints that

comprise the main scope of his study:

~

Linguistic constraints on blend formatiorﬂ

1 1
h B B

Relating to the nature of the Regarding the manner the items a}e

blended items blended
I g ]
s ! ~, — s ! ™ g '
syntactic source words morphol0?|cal the |2|t|a|
s cormtined wit the ine honological
syntactic category (ve semantic : phonologica
few exceptions to this part of th? other:
constraint in English) \ AB + CLY AD
\, (&
\ J
L
I ~ 1 " e 1 B - I Y
N
. - syllable structure onset
generally involves 2 The noninitial peak (onserhyme) syllable length tendency
words of a similar (or component serves boundaries serve as the to form blends identical in|
identical) semantic as the 'head' of the most productive swich phonological length to th
content whole blend point right-hand source word
i \ A\

Figure 1. Linguistic constraints on blend formation

Based on the classification in Kubozono (1990, p. 3)
The constraints mentioned by Kubozono do not work as rules that are never violated,
but only express tendencies which are not without exceptions. The study of phonological
constraints on blend formation is based on a collection of both unintentional and
deliberate blends of English and Japanese from earlier publications on the topic. The
English data are taken fromWentworth (1934), Pound(1967), andFromkin (1973a). On
analysing the corpus data, Kubozon(1990, p. 18)concludes that the mechanism of
blending in English is subject to one morphological and two phonologicabnstraints. In
morphological terms, combiring the initial part of one source wordwith the final part of
OEA T OEAO EO OAAT AO OOEA 11 00 (™ pA1BAOEOA
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this observation following Bauer(1983). Two phonological constraints that condition

the formation of blends are formulated by KubozonoOneconstraint concerns the

syllable structure of blends. Itconditions the position of the switch point in blends, that

is, where exactly in a blend the switch from one constituent word to the other will take

bl AAA8 )1 OEAOA OAOI Oh OOEA 110060 POI AGAGEOA
(1990, p. 18) is between onset andime. Similar observations can be found in later

works, for example, in Grieg2012), though in less categoricdlorm, stating that the

switch point is most likely to occur at the boundaries of syllabic constituents, i.e. onsets,

rhymes and codas.

Theother AT T OOOAET O EO Al AEi AA O1T OOI A 1T OO0 OOET
phonological length to the rigtD E AT A OT O(Rubdkons, 1990 . 18) The
influence of the righthand source word on the length of the blenid also highlighted in
Bat-El (2006) and in Gries(2004a), but as a tendency only. Morphological and
phonological constraints described by Kubozono are claimed to be true not only for
English blends, butalso forblends in Japanese, and thus might be regarded as part of
universal grammar (1990, p. 18) Thoughthisis a very important observation as such, it
is beyond the scope of the present research ttraw conclusions about the universal
character of any morphological rules or patternsNevertheless the analysis of the
phonological properties of blendsperformed by Kubozono, andaboveall his conclusions
concerning the regularities governing blend formationprovided the basisfor many

studies of blends.

Exploring rules and regularities that underlie blend formation was one of the objectives

of the research by kelly (1998) that was based on three studies dealing witboth speech

error blendsAT A ET OAT OET T Al Al AT AG8 4EA EEOOO 000
sorority (1998, p. 580) excluding blends whose component words were dmwn from

different grammatical classes. Thentention of this study wasto predict how

AT T DI TAT OO AOA 1T OAAOAA ET Al AT AOG8 O)1 1T OAAC
AT A ATTEOT AO OOOOAOO0OAG +A1T1T U OAOOAA OxEAOQE
predictable from their OANOAT AEAO AT A (00098, p. 384)laf prediziedd A OO 6

OOEAO OEIT OOAO AT A 11 O0OA AEOANOAT O x1 OAO OEI Ol
AT AT(¥@Bop. 582) As a result of the study, both predictions were shown to be
OO0DPPI OOAA8 )OO xAO AAI T 1 OOOAOAA OEAO Ox1 OAO
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categories are preferred for first position in conjuncts over words denoting less typical
i AT A A8 p. 583) as had beentsted earlier in Kelly et al.(1986). These results
can be explained by the fact that shorter and more frequent words, as well as words
denoting prototypical members of categories, are accessed faster and more easily (as

shown in studies on word processing discussed i@hapter 5).

Phonological properties of breakpoints in speech erroblendsand intentional blends

were analysed by Kellyusing the material from MacKay's(1982) investigation of speech

error blends in English and German and of his own corpus of intentional blends.

&1 11T xETC -AA+AUb8O0 £EIT AET C OEAO ET ' AOi AT AT A
words were generalU A OT EAT AO OU Kbl AR p. B8b) &I AOE A OO

extended this analysis to his corpus of intentional blends, excluding blends with

I OAOI ABPET ¢cOh AT A OAPT OOAA OEAO - AA+AUBO 1T AOGA
intentionAT A1 AT AO AO xAll h E8A8 OOEA | AEiI OEOU 1 &
occuredA O xT OA T O OUI (1988Ap. B85¥A 1 +OA IAIADER OB OPOO OOOA
breakpoints ET A | clidteAadmadr phonological joints, such as syllable, rime, and

onsetbod AAOEAO6h xEEAE EO Al 1 OEOOAT O xEOE OEA EE
of the phonology of blends discussed above. Kelly@ains thisresult by ageneral rule of

%l Cl EOE PEITTT11CUd O4EAimé&d&é& bddyrodd bdaksA OAT AA Al O
provides further evidence for an onsetime representation of English syllable$ (1998,

p. 586).

4EA OEEOA OOOAU OADPT OOAA ET +A11 U800 PADPAO EO
hypothessAA OEAO Al AT AO OOAT A O6I AA AOOAT CAA O1 O
PDEIT T A(1996 ¢. 587) A consonant sonority hierarchy (Kelly uses the term
00T 11T OAT AA6q xAO x1 OEAA 1 O0Oh ET xEEAE AOAOU A
follows:

1 z unvoiced stops;

2 z voiced stops;

3 z unvoiced fricatives and affricates;

4 z voiced fricatives and affricates;

5z nasals;

6 z liquids;

7 zZ glides.

20



+AlT 1 U OEAT OOAO OEEO EEAOAOAEU Oi AEAAE OE?Z
the first word in a blend and the supplanting consonant fromte second word should

come fromsimilarpA AAO ET OEA Ol 11098 A.1587ATh&rEsfititieA E U 6
study confirmsthis hypothesis, but Kelly admits that further research is needetb

determine the effects of such phonological structure on the perception ofiénds.

In contrast to the conclusions concerninghe marginal and peripheral character of

blending as a word formation pattern, formulated inAdams(1973), Algeo(1977),

Cannon(1986)h O1 1T Ai A EOOO A AAxh +A11 U880 AET AEI
%l ¢l EOE Al AT A £ Oi AGET 1 0h OHEKelyc1898 b @ERAsOE OAh
is suggested by Kelly, insights from cognitive linguistics and crods guistic

investigations could be helpful in checking the findings already reported, as well as in

further studying various properties of blends andthe mechanisms of their formation.

In a descriptive study by Ji(2005), the following characteristics of blends are analysed:
1) the length and proportions ofthe source words ¢he frequency of the source words is
also analysed as a factor interconnected with their phonological features), 2) the
position of the switch point, and 3)the prosodic structure of the source words
Considering the length, frequency and proportions of the source words in blends, as well
as their stress patterns, Jin agrees with the findings @annon(1986), Kubozono(1990)
and Kelly (1998) already summarised above, and focussesore on phonological

considerations regarding the position of the switch point.

Jin(2005, p. 203)i A O A O O AHé mé)ditik & bleédd with no segment overlapping

tend to split at sub-syllable boundaries: onsetrime splitting & This is different from

+AT T UBO T AGAOOAOGEIT T AAT OAh AAAAOQOOhalysidgl 1 UG O
the data in terms of the splitting point,Jinadmits that of 466 blendswith sub-syllable

splitting, 108 items with middle overlap are analysed amambiguous because it is not

clear whether intwiddle N twist + fiddle, for example, the switch point is placed between

fr OxyY AT A rayY 10 AAOxAAT ra¥Y AT A rA¥YS

Some important generalisations made in Ji(R005, pp. 21%221) are related to the
syllable structure of blends and the phonological factors which regulate the order of
their constituents. First, it is observed that if one of the source words does not haes
onset consonant in wordinitial position, it is likely to be positioned second in the blend,

as infuglyN fat + ugly(2005, p.219). Secondcomplex (word-initial) onset priority is
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postulated: a more complexsyllable onset is preferred in the blendinitial position (2-
phonemeonsets prevail over 1-phonemeonsets, e.g. irdroob, which Jin describes as
originating from drip + boob, and3-phonemesonsetsover 2-phonemesand 1-phoneme
onsets, e.gsprigN spray + twig. Finally, bwer sonority priority in the word-initial
onset position is postulated: a lower sonority onset is preferable to a higher sonority
one, e.gdawkN dove +hawk (2005, p. 221)

Applying these generalisations to further research, it is necessary to take into account
OEAO * EadddieSsesd&ntyAlends whichcombine the first part of the firstsource
word with the second part of the second elementhough some complex shortenings
combining two initial parts of words (e.g.modemN modulator + demodulato} are

Al AGOEZEAA AU *ET AO Al AT AO8 *ET 60 QKeBAU
mention the fuzzy boundaries between blends and the neighbouring word formémn
categories. The principles of delimiting the category of blends and the problems with
finding their place in English (and general) morphology will be discussed in more dail

in section 2.3. The remainder of this section will be focussed on the research of the
phonological structure of blends which, to a large extent, provide the basis for such

delimitation.

An analysis of thephonological properties of blends from the pont of view of different
varieties of Optimality Theory(OT) is performed in three studies presented ifRenner
et al. (eds.), 2012)They regard the mechanism of bleding as subject to a number of
violable constraints, and model the formation of blends as a hierarchy of constraints
which work for a particular process (in this case blending) in a particular language. In
Bat-El and Coher(2012), a constraint-based analysisof stress in English blendss
carried out. The researchersim to explain and predict the position of stressn
polysyllabic English blends (deliberately excluding clipping compounds and fully
overlapping blends from the analysis). A set of faithfulness constraints is used to explain
the position of stress in blends with regard to the stress and the length of trsurce
words. This is done separately for the cases when the blend has the same number of
syllables as at least one of the source words and when it has a different number of
syllables. To account for the situation when the righhand source word is a
monosyllable andfor the fact that, despite the expected righthand stress on this

element, a blend acquires the default word stress, the authofassume that
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monosyllabic wordsA OA 1T 1T O 1 A @ B8R, ipl20r7) ddtmeAnddelbdséd on
this assumption successfully explains nearlgll the observed ases.

O/ O GRIOOODPOO AAEOEAOI T AOO ET OEA PEITII11TCEAA
discussedin Tomaszewicz(2012). The study explains the phonological structure of
blends using the concept of @rosodic word that is, a phonological constituent larger
than foot but smaller than phonological phrase. An important feature of prosodic word,
as described inHall (1999, p. 2)E © O Edstaligh With Morpho(syntactic)

AT O1 A AThiE ifliés shat a monomorphemic word cannot contain more than one
prosodic word, unlike, for example, compounds, each constituent wfich corresponds
to a prosodic word.In Tomaszewicz(2012), theregular patterns in the phonological
structure of blends are wvewed as the output of the process of mapping the phonological
material of two source words onto a template of a single Prosodic word.#e main

finding of the study is that metrical wellformedness and constraints on wordinternal

phonotactics are crucialfactors which determine the output of the blending process.

A similar finding is reported in Trommer and Zimmermann(2012), presenting an OT
analysisof a specific type of Spanish blends referred to as portmanteaus in the sense of
Pifieros (2004). Following the analysis of English truncations in Lapp@007) as

mapping the phonological material of a word onto the template of a Minimal Prosodic
Word (that is, the prosodic word of a minimal size allowed by the phonology of the
language) Trommer and Zimmermann explain blending as apping the phonological
material of one source word onto the prosodic template of another by substituting the
required segments. Their modelthough, applies only to a specific type of blends

answering its criteria, which makes tle main argument circular.

The problem with an OT analysis of blending is that, given the variability of the form of
blends, the set of constraints which successfully explains the formation of one structure
is not suitable for explaining the formation of another type of blends. Asrasult, each
particular set of constraints is used to successfully explain the formation of blends
answering a preselected set of structural criteria, which leaves the question of why a

particular set of criteria was chosen unanswered.

A possible way ofavoiding the problems described above is to make taxonomically
relevant generalisations relying on the information provided by the analysis of the

lexical data. This is the approach adopted in the present research. In this respect, this
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research largely bulds up on a corpusstudy of the formation of blends by Grie$2004a;
2004b; 2004c; 2Q12). The definition of blends used in Grie$2004a, p. 416)specifically

distinguishes intentional blends from speech error blends:

Blending is the intentional coinage of a new word bfusing parts of at least two
source words. Usually, at least, the fore part of the first source word (swis
combined with the hind part of the second source word (s and there is some

phonemic or graphemic overlap of the source words

The definition proposed by Gries also implies that blends are different from clipping
compounds which are understood as consisting of clippings of initial parts of the source
words. This assumption is further tested inChapter 4 of the presentthesisusing a set of

methods different from those used by Gries

Among the blends that fall into the scope of his study, Gri¢2004a, p. 415)
distinguishes the following types, regarding their formal structure(in the examples
below, as well as further in the thesis, the parts of the source words that are not retained

in blends are in parentheses, the overlapping segments are in bold type)

1. the source words do not overlap in the resulting blendorunchN br(eakfas) +
(Dunch;

2. the source words overlapmotelN mot(or) + (h)otel;

3. the source words overlap, andhe first word is entirely present in the blend:

foolosophe™ fool + (phi)losopher,

4. the source words overlap, andhe second word is entirely present in the blend:

austernN auster(e) + stern;

5. the source words overlap so that both words are entirely present in the blend:

alcoholidayN alcohol + holiday

Giving a suitable taxonomy of blends is not the ultimate aipostulated by Gries.
Claiming that the majority of the previousGtudies on blending are mainly taxonomic in
nature [...] and contribute little to the explanation of why blends have the structure they
E A O(2004a, p. 416) the researcherexpresses the intention to provide this
explanation.Instead of attempting to provide evidence for a categorical distinction

between blends and other types of word formation(Gries adoptsa probabilistic
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approach, which he considers more apt to such diverse phenomenon as blends Gries

(2004b, p. 645)a profound analysis of previous definitions and classifications of blends

is given. The analysisdemonstrates on the one handthat blends are hcredibly various,

and on the other hand, that the studies of blends also vary in terms of parameters they

use to define and classify blends. Gri€2004b, p. 645)then concludes that most of the

salt, giventhati AT U AOEOAOEA .AOA 110 AAOI I OOA®

Among the studies that are not purely taxonomigGries names the above citedorks

(Kelly, 1998; Kubozono, 1990})hat take into consideration the similarity of the source

words to each otter and thar similarity to the blend (2004a, p. 416) Both these factors
areinterpreted by GriesA O OA1 AGAA Oi OOOACAOGSE T £ AOAAOE
(2004, p. 4260 Al OETI OCE OEA 00Q@g A Qdr)adndsArivttcd® ' OE A (
OOAAOAA AO OGEOI I 1 OP EERE Y E AO EDRG EAGEEISM0 580 U A E |
choosing the source words to be blended, and 2) merging the source words into a blend.

On the first stage the blend coinechooses to blend source words thanot only have the

necessary semantic qualities to fulfil te communicative intention of the blend coiner,

A O @re imilar to each other in terms of letteOh BDET T AT A0 AT A20@00A00
p. 427).

On the ®cond stage of blend creatiorthe source wordsare blendedin such a way that
1) they are still recognisable, and 2) Ghe resulting blend is still sufficiently similar to

both source words in terms of letters, phone AOh 1T AT COEh A®4, HO0AOGO
427). Gries compared a allection of 988 blends to a corpus of simulated blends created
from the same source words (that is, for each real blend a cluster of simulated blends
was generated, combining various parts of their source words). The real blends were
compared to the simubted blends in two aspects: 1) the degree of preservation of the
source words in the blends, i.e. number of letters and phonemes of the blended words
included in the blends, and 2) the degree of similarity between the blends and their
source words. The corparison between showed that real blends preserved more
material from their source words, and also were more similar to their source words,

than random simulated blends.

It appears thattwo opposed factors interactin blending: on the one hand, maxingation

of the degree of recognisability of the source words, on the other hanithe desire of the

blend coiner to maximie similarity. 4 EA AT 1T Al OOET 1 O AAT 0O OEA
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are, of course, assumptions only, as they are made on the basis of corpsearch,

rather than received in any form from blend creators directly. It does not mean that the
conclusions are wrong, but different sets of factors included in corpus analysis may
reveal different regularities and thus lead to different conclusions abduhe formation of
blends. This is something to be kept in mind, and because of this it is important to check

the assumptions in a study involving human participants.

Two other publications by Grieg(2004b, 2004c) present two case studies analysing
recognisability and similarity of source words in blends. The aims of the studsare
closely related to the problematic questions outlined i2004a). To be precise, Gries
aims toinvestigate the reasons why intentional blends have the structure they have, and
also to compare them to speech error blends in order to define to what degree they are

similar to each other.

Concerning the degree of recognisability of the source words, the case study based on a
corpus of 988 intentional blends plus 90 authentic speeckrror blends and 34

experimentally-induced speecherror blends demonstrated two characteristic patterns:

1. shorter source words contribute moreof their material to the resulting blends(in
terms of the percentage of graphemes / phonemes of the source words retaih
in the blend);

2. more material ofthe final (in terms of the order of presence in the blend) source

word tends to be retained inthe blend thanof the initial source word.

These results support the hypothesis of Kaunist(?000), who,following Bergstrom
(1906), argues that the deletion of any part of the source words presents a threat to the
understandability of the blend.Therefore, Kaunigo concludes that deal blends would

be @nes where the ending of the first source word and the beginning of the second
source one overlap, resulting in a way in no deletion at @lMoreover, according to Gries
(20044, p. 4) the recognisability of the second wordis reduced because itoses its
AACETTEI C ET Al AERETC®O AOAAABDAAMWMEDOA OG A
compensate for this, a greater portion of the second source word than of the first one

has to be preserved.

The findingsof the studydemonstrate that the recognisability of source words

influences the structure of intentional blendsand provide criteria for the distinction
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between speecherror blends and intentional blends. In particular, intentional blends,
unlike speecherror blends, tend to maximize the recognisability of their source words
and exhibit markedly distinct lengths and frequencies of the source words. However, the
degree of similarity of the source words to each other and also to the blend is similar in

speech error and intentional blends

Consideringthe length and frequency of the source wordsthe following differences
betweenintentional and speech error blends are revealed bries the average
frequencies of source words of error blends differ signifiantly such thatthe second
source word tends to be much more frequent thathe first one.As to intentional blends,
the significant effect is in fact in the opposite directionthat is, the more frequent source
word usually comes first in the blend(cf. Kelly, 1998) Asto the similarity between the
source words, the results described above are compatible witmamportant finding by
Kubozono(1990) that the source words of blends are significantly more similar to each

other than random words of approximately the same word classes.

The results of these studies were later r@analysed taking into congderation a corpus

AAOAA ET OAOOECAOQEIT 1T £ OAEII ABEESR08)0 1 £ O0C
extending the previous studies by including in the scope of the work comparative

analysis of intentional blends, speech error blends, and clipping compounds, or, to use

' OEA0OS OAOIih OATI PI Ag Al Ebatieihcotetcsl 4 EA OAOOI
implications of them are summarised inGries(2012), where intentional blendingis

analysed re@rding 1) the degree of similarity between the source words?) the

ordering of source words in blendsand 3) the position of the switch point These

aspects of intentional blending are viewed bysriesasthree interrelated temporal

stages: 1) the selectin of source words; 2) the decision for a particular order of the

Ol OOAA x1 OAOG ET OEA Al AT An oq OEA OAAAEOEITI
Al AT A (DDRAL 186)

As one way of comparing intentional blends, error blends and clipping compounds in

terms of the choice of the source words, Gries used the similarity of tiseurce words

and the resulting formations (measured in graphemes, phonemes, agdaphemic and
phonemicn-grams). The analysis showed that the source words of error blends are

more similar to each other, as well as to the blend, than those of intentionaleolds. The

source words of intentional blends were proved to be on average more similar to each

other and to the blend than the source words of clipping compounds. Moreover, the
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gualitative differences in similarity were shown. In particular, the locus of isnilarity in
intentional blends is concentrated around the middle and end of the blend, unlike in
speech error blends where it spreads across the word. In clipping compounds, the locus

of similarity was found to be concentrated at the beginning of the word

The selection of the source words to blends, according to Gries, tends also to be subject
to their semantics. On analysing these types of relations in different kinds of blending
and in complex clippings, Gries comes to the conclusion that the source werof error
blends tend to be synonymge.g.needand necessity, while the source words of
intentional blends can be involvedn various semantic relationships, synonymy being
only one of them Such difference can be explained in terms of production processes.
ZDAOEI AT OA1T OOOAEAO 1T £ x1 OA POi AOGAOGET T EAOA
mental lexicon can involve simultaneous activation of other words which are
phonologically and/or graphically similar to it (see, for example, MarslesWilson (1987),
and also the discussion in Chapter 5Yhe source words of clippingcompounds, unlike
those of blendsshow atendency towards expressingdontractive relations&(2012, p.

155) , that is, are likely to be adjacent in a compound (e Q.A E A£E OAEAT AA EEAOI

In terms of the ordering of the source words, Gries(2012, p. 158)observes the following
differences between intentional and error blends the second source woraf intentional
blends tends to be longer than the first one, and algs less frequent, which supports

earlier findings reported, for example,n Kelly (1998).

Gries pays a lot of attention to analysing the particular wayis which the source words

are blended, that isto the choice of theswitch point and the amount of eactsourceword

preserved in the blend.The placement of the switch point is related tahe similarity and

its location in the source wordsand also torecognisability of the source words.In

relation to the latter, Gries(2006) ET O OT ABAAO OEA 11 O6EI 1T 1 &£ OOAILI A,
point marking the border of a particular segment in a given word after which the word is

the mostfrequent word with that segmert (Gries used the British National Corpus to

extract frequencies). Thenotion of selection point is closely related to the notion of

001 ENOAT AOGO bi ET 06-WikdnArl hi©obldadydes iA the confexd G thd 1

Cohort model of word recognition(Marslen-Wilson 1987; Tyler 1984). According to this

model, as soon athe beginning of a word is heard, all the words that start with the same

OANOGAT AA 1T &£ O1 01 A0 AAAT T A AAOEOAOAA ET OEA EA
xI OAO EO OA EABDIORGE DI MICETIOGD®OHR 4EA DOIT ARAOO 1 £
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research onit will be discussed in more detail in Chapter 5. What is relevant here is that

for any given word there is a certain point after which there are no other words which

start with exactly the same set of sounds. The location of this point is correlated with

OEAO 1T £ OEA POUAEI T ET COEOOEAAI T U AMidoh OAT O (
(1987,p.800A0 OOEA DI ET O AO x-énkel EWordoddAOOET ¢ AOIT |
discriminated from the other members of its wordinitialcT ET 00868 ' OEAO OAIl A
selection point to the recognition point as well, and his findings show thahe source

words of the intentional blends are split up in such a way as to facilitate their

recognisability (that is, the first source word tendstobed D1 EO OB OT AAOI U Ag
OA1 AAGEIT BT ET O6h AT A OEA OAATTA O OOAA xic¢
A A O(GHes, 2012, p. 162)In contrast, complex clippings tend to split up much earlier,

and thus to preserve much less of their source worddan would be optimal for their
recognisability. These findings provide reliablecriteria for distinguishing between

clipping compounds and blends and can be used as basis for further study of these

categories including otherfactors and methods

2.3. Grammatical or extragrammatical?

The research findings overviewed in the previous sgion show that the amount of

knowledge about blending, and also the systematicity of this knowledge, has increased
dramatically in the last few decades. It is not surprising, therefore, thdtlends are less

and less often considered a marginal phenomendn word formation, or at least the

notion of marginality in morphology has undergone anotable change in meaning. For

example, in Dresslel(2000) blends are regarded as a phenomenon of extragrammatical
morphology (as opposed to marginal morphology), together with other

OABOOACOAI I AGEAAT 11 OPETIT1 T CEAAT 1T DPAOAOGEIT O8
Classifying these types of word formation as extgrammatical does not imply putting

them outside the scope of morphological studies, but highlights the importance of a
AAOOAO O1 AAOOOAT AET C 1T &£ OEAT AT A OEA RNOAI EC
DOl Ol OUPEAAT AT OAO 1 @000, p.BPET 1T CEAAI COAI T AC
Similar theoretical assumptions underlie the work by Mattiello(2013) which aims to

draw a distinction betweenextragrammatical phenomena andhe regular

morphological grammar (2013, p. 4), and to providesystematicanalysis of the

phenomenaof English word formation which the author classifies as extragrammatical

i.e. abbreviations, blends, reduplicons, backformations, infixations and

29



phonaesthemes. Mattiello highlighs that extragrammatical phenomena should not be
analysed in the same way and according to the same principlesragular morphological
grammar, or @narginal morphologydas defined inDressler (2000), or @xpressive
morphologydas defined in Zwickyand Pullum (1987). Mattiello thus opposes the claim
made in BatEl (2000) and Hag (2003) that such formations and blendsin particular
Gure highly systematic in nature and should therefore not be excluded from what has
AAAT AAT 1T AA OCOAI (PAZF@3Apb. 1253126)PET 1 T CUBS 0
A detailed classification oblends provided by Mattiello is based on three perspectives,
as follows:
1. Morphotactically (this term is exploited by the author),all blends are classified into
001 OAl 6h OEAO EOh OEI OA E1 xEEWabuteA] OE OEA Ol
ball(oon) + (parachjute, AT A OPAOOEAI 6h OET xEEAE 1TT1T1U0 TT1TA
(2013, p. 120), as inEl 1 1 O Aflodr A(ka)rdrobe. It has to be noted that blends in
which both source words are preserved intact, receive no label under this
clasgfication.
2. Morphonologically and graphically, Mattiello classifies blends into nomverlapping
and overlapping, with more fine-grained subdivision of the latter into several types
depending on type of overlap (both graphical and phonological, as inousex E /A£A

~ s s oA o~ A

mouse + housewifeonly phonological, asih AOOOT A Abrody 1T O OOT A
graphical, as inOi | C O1) (2618, pO 12ZEi29).

3. Semantically, Mattiello differentiates between attributive bénds, e.g& OOE OT PE A
fruit + utopia, and coordinative blends, e AEAT ACET AOET 1 AEAT EOOOQOU
4EA EEOOO OUPA ET T OEAO Al AOOEELZEABAET T O EO (
2012)1 O OOA1 A Ofged A877)Ahekdcdndtype is what is elsewhere
O A £A O O hdadigniaticdr@inddlends (Bauer, 2012)] O Obi 001 AT OAADE Al
(Algeo, 1977)

Onthe one hand, Mattiello provides a scrupulous classification ofréch collection of

multiform examples, anda meticulous analysis of the weliformednessof diversified

phenomena. On the other hand, the criteria of classification used by Mattiello for blends

and other phenomena such as clippings are not always used consistenthpr example,

Al EPDPET ¢ Al 1 BT Ol AG-AAGADAT BRIOBOAAT AOxBAAADBT ET OA

compound is retained, as i O A /A A b O A £A AVDIE ark&idna reteiing OA OO O A
the initial parts of both compound constituents (e.gA ET D E A AET GAADEEAAI E
Al AOCOEEAEAA AO OOAT AT I Al EBRPEIT C @@akigl ACOEAA xE
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2 A, £ oAz

are assigned to the category of blend€013, p. 113)
Examples of many different patterns oblends andclippings are given to support the
view that these formations areOOAOEAAT A AT A | E®0E3 pA96) IthasD OA A E

01 AA 11 OAAh OET OCEh OEAO AAAE 1T &£ OEA OOACC
the possibility of interaction of different constraints is not considered (cf., for example,
the violation of the length constraintin D OUAEAAAT EAAOAOOAT , POUAE

which may be the result of high degree of preservation of the material from both the

source words).

One of the key claims made by Mattiello is to oppose such scholars as-BE{2000) and
Plag(2003) who admit a considerable degree of predictability of clippings, blends and
relatedDEAT T 1 AT A8 41 OOPDBPI OO OEA AOCOi AT O OEAO
AodOOACOAI i ACEAAT ET 1T AOOOAR AT A QWagi@lb,AOA AR
2013, p. 253)a lot of counterexamples to generalisations made in B#il (2000) are

offered. It is concluded that the output of all extragrammatical operations is

unpredictable or only partially predictable. However, if the prototypicality and

probability of the observed patterns is included in the analysis, as, for example, in Bod et

al. (2003), it is possible to develop an approach which stretches the boundaries of the
OOACOI AOS 11 OPEAT OEUOCBABGOEAASG OBBAT 11 AT A AT A
treaded by Mattiello as extragrammatical in a unified pictureA number of studies that

provide successful attempts to predict the output of extragrammatical formations using
prosodic and morphophonological chaacteristics are not taken into consideration by

Mattiello, although the results reported there can show that the distinction between

OCOAI 1T AOEAAT 6 AT A OAGOOACOAI iRathés Ahé 6 1 AU 11
regularity of blend formation is analysel in terms of tendencies, which are realised with

greater or lesser frequency (as was shown, for example in Gri€z012), Arndt-Lappe

and Plag(2013), and other studies discussed in section 2.2it is possible to describe

them in terms of regular morphological constraints. What is not clear to date is the

status of blends inmorphological taxonomy, which is envisaged in the following section

2.4. The position of blends among the neighbouring mo rphological

categories
As it proves impractical to define and describe blends in terms of categorical

distinctions, another approach is to work out certain crieria of their well-formedness.
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A prototypical approach to classification ofvord formation categories involving some
degreeof shortening (including blends) is suggested by.6pez Rua2002, 2004a,

2004b). The main purpose of the researcleported in (2002, 2004a)is the analysis of
acronyms and alphabetisms, iad blends as well as clippings are included in the scope of
the work asneighbouring categories to initialisms(2002, p. 33) It is necessary to add
that the understanding of what needs to be included in the category of blends, as
expressed by Lépez Rua, does not agree with most classifications (f#eedescription of
prototypical and peripheral blends below). Nevertheless, thapproach itself can provide
a lot of insights, as it differs radically from classical approach to building taxonomies, as

can be seen from the following2002, p. 34}

| suggest that a comprehensive view of the categories under study can be
achieved by resorting to the radial polycentric model of categorial description:
while respecting the particularities of all the categoriesnvolved, this structure
efficiently represents the smooth transitions from the centres to the peripheries
of those categories, and provides a unifying link which subsumes them as

instantiations of the superordinate category of shortenings.

Lopez Ruaanalysed a corpus of 9,600 items (among them 7,848 initialisms, 1,100
abbreviations, 195 clippings, and 457 blends) according ta number ofparameters
(2002, p. 35)

1. number of source forms(oneormoreq AT A OUPA 1T £ OOEA 11 0P

which is shortened(word or phrase);
2. pronunciation of the resulting form (pronounced as a word or letter by letter);
3. orthography (small letters, capitals, or a combination of both

4. degree of shortening from maximum (one or two initials replacing one source
word, as inlaser), to medium or minimum, in which the resulting forms retain
splinters (brunch) or even complete words(e.g.bankin EximbankN Export

Import Bank) of the source;

5. degree of phonic integrationof the constituents: high (soundintersection or
overlap, as inmotel), medium (the adjacent sounds from the parts of the sources
are joined to form a syllable, as ibrunch, oraOD O1 T | Obefubrikd h AAO EI
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radar),orlow(AAAE T OECET Al AT 1 OOEOOAT O POl OEAA
NabiscoN National Biscuit Company

6. mode of expression(speaking and writing, or only writing).

On applying these parameters to the itemm the corpus,Lépez Rla then outlines the
prototypical characteristics of the categories under consideratiorBlends aredescribed
(2002, p. 41)as typically formed of two words, written in small letters, read as a word,
and used both in oral and in writen speech. Prototypical blends are characterised by
medium degree ofshortening, and high to medium degree of phonic integration
(meaning that they may or may not have phonological overlapysing thesame
characteristics,L6épez Ruanames less prototypicé or peripheral cases of blend$2002,
p. 46):.

i the borderline cases between acronyms and blends, e@odesh COnventiorfor a

DEmocratic SoutH AfricaCospar/COSPAR: "COmmittee on SPAce Resgarch'

i blends retaining complete words or combining forms as constituents,
e.g.robombN robo(t) + bomb, mineX mine (warfare) exercise, slanguage!
slang + languagethese casesard | T OEAAOAA O O1 EA Al 1T OAO

I letter compounds (also called 'semiabbreviations'), e.g.e-mail (e: “electronic’),
PT boat(PT: "Patrol Torpedo";

i ATEDPDPAA Ai i Dl 61 AOGh ET xEEAE OEA Al 1 OOEOC
1 Tx AACOAA 1T £ bEIiAicdaM AEdkdACEaDET T 6h Ah Ch

i clitics (didn't, I'l) whichOAT &1 A A1 01T AA OACAOAAA AO A
with some featuresi £ Al EDPET C0O06 8

Sill less prototypical cases tha ones named above are regarded as hybrids: acronyms
alphabetismsblends, abbreviationsblends, or clippingsblends (terms used byLopez
RUG3).

The results of the analysis are presented in the form of radialopycentric model (2002,
p. 55), in which thefive categories under consideration (clippings, blends, abbreviations,
alphabetisms and acronyms) are represented as apexes of a pentagon, with bilateral
connections between all categories with areas of borderline and hybrid cases marking
each of them.
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The question that arises with regard to this classification isvhy the categoriesunder

consideration are to be unified in one categoal continuum. In(Lopez Rua, 2004a, p.

123) an explanation forsuch approachis that Gasically, they are all instances of

complex shorteningp.

Thus,Lépez RGa(2004a, p. 124)0ACAOA O OET OOAT ET ¢ AdmatvA OODPAOI
device, typically consistnginOEA OAAOAQETT 1 &£ 1 Tharededrcd&d O j T 1T A |
distinguishes between simple and complex shortening, simple shortening involving

OA@Al OOEOAI U COAPEEAoh AT A AiibpiAg OET OOATET C
reductions. Thus, simple and compoundbbreviations are regarded as simple

shortenings, and complex shortenings is said to include clippings, blends and initialisms

(the latter categories involving different degrees of reductioi.

A closer look at blends and their relations to the neighbourig categories is taken in

(L6pez Rua, 2004b)where not only shortenings of varioukinds are considered, but

also complex lexemes that are formed from more than one source word/root/bound

morph without shortenil Ch E8A8 AT | Dbl ifddndedts estalilish a drdd@ET O O
progression which could connect all the categories in a uniformna consistent way,

while providing a coherent account of troublesome irregularities (peripheral cases and

hybrids) commonly left asided(2004b, p. 76) The 'categorial continuum' is, thus, built as
follows, taking into consideration the six parameters stated above and placing different

kinds of complex lexemes on one line frorfull presence of all the constituents of a

complex lexeme to the lowest degree of their presend@004b, pp. 7476).

. compounds

. heo-classical compounds

. AT AT A0 OEAO AT 1 OEOO 1T £ OAl OOGAaBEsE@Sh OT ET 1
I O Al i AET R00gy, pEi4pI 06

1
2
3. blends where the source words overlap and are retained in their entirety
4

5. OEOAT O 1 11 U plitérs, tds dvbliingla Aighér degree of shortening
OEAT OEA DPOAOGET OO cOi 6 AT A Al Oloove ££AOAT O
p. 74);

6. 'letter compounds' (2004b, p. 74)

7. peripheral acronyms.
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This continuum canthen be logically finished by acronyms and abbreviations\ similar
conclusion is drawn in Bauer(1998), on the basis of a study of neoclassical compounds

In particular, Bauer(1998, p. 414)considers blends and clipping compounds as

OET OAOIi AAEAOA OOACAOGE AAOxAAT AT 1Bl OTAO Al A

shortening involved in their formation.

In the categorial continuum described byL.6pez Rua all lexemes which include parts of
other lexemes in this or that form are called blends, and clipped compounds are treated
as a marginal subcategory of blends. The placement of certain examples in the
continuum is unclear: many examples listed as blendsan be classified as acronyms or
clipped compounds, even using the same six parameters but with slightly different
interpretation. If it is only a matter of terminological difference, the exact term mayot

be important as long as the researchegprovides definitions. But there may be semantic,
functional and/or processual differences between blends, clipped compounds and
acronyms, and if there are such, they will help to draw the borderlines (though they may
be fuzzy as well) between these lexeme classéfipez Rua2004b, p. 67)admits that
there may be other criteria for analysis that were not considered in her study, to be

b O A A #v@dkhier cl@racteristics may be of help in the organization of blends, namely
word-stressAT A xEAO - AOAEAT A jpwowq AAT 1 O OOEA
NB]. To this one can add that not only word stress, but a number of phonological

characteristics should be taken into consideration.

In Fradin (2000) blending is analysed together with other unorthodox wordformation

P (C

DOi AAOOGAOG O&I O xEEAE EO EO tharBhamBEIdn@tb O O1 ET |
i TOPET I T C2008 0.11B AcOviord formation using various kinds of combining
Al Of 08 &OAAET 60 Al AOCOEAEAAOQEITT T &£ ATT AET ET C

(1990, p. 116)which includes the following groups:

1. Allomorphs of model words, e.gastro- from Lat. astrum; -dromefrom Gk.dromos
- these forms are often called nealassical and can occupy either initial or final
position in the word (as stated in Bauel(1983), often the same combining forms

can be used in different position}.

2. Truncated forms of model words, e.gcyber from cybernetics-(a)holic from

alcoholicz these forms can also be bdtinitial and final.
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3. Parts of model words, which happen to be established morphenferms,
e.g.-gate from Watergate z these forms are initially parts of blends, only final

parts tend to become morphemeorms.
The combining forms described by Warren may b®rmed in two different ways:

1. Phonetic modification of an existing morpheme: 1) minor modification, as in case

of neo-classical combining forms, or in case of adding a linking vowel; 2) clipping.

2. 3 AAOAQET i$ rot simflyEaA ébbréviation process buts seen as a process
whichmakesitd OOEAIT A O1T AOAA@®AVaireh x990, b.aBERT AOO
involves not only shortening of the form, but also discarding part of the meaning

or creating new meanings.

A certain regularity reported by Warren, as later observed in Fradin(2000, p. 20), is that
first elements of complex formations such ascosocialism Eurofighter are abbreviated

forms, while second elements irspendholic and bikeathon are secreted forms.

Fradin reconsidered this classification on analysing a corpus of FrencihnéEnglish
examples with a focus on their semantics and also taking into consideration their
phonological properties.The heading of the combining formss classified in Fradin

(2000, p. 53)into four types:

1. Learned word formation, that is,the formation of new learned forms using bound
morphs or affixes of heterolexical origin (e.gbathyscaphe, hydrurg Fradin calls
OEAIT OAl AGOGEAAT AiT T AETEIT C A& Oi 66h AT A OEA
EET A AOA 1 EOAT -A0ABOEGMA Alhidednd@iALE | AsCs
2. Blending, in whichthe £1 Of AOEOAO OAOA AAAOAOGEAOAA 1 AgAl
AT T AETA ET OEA OAI A x AddmcArder, mdtel. AT i BT OT AET Co
3. Secreted affixing, which isa combination of a lexeme or an abbreviated lexeme
xEOE A OOAAOAOAA A ELAE @duhderfoacisecretion @400 | £ A
workaholic, Irangate, vodkatin).
4. Concealed compounding, that i$ormation of anew lexeme out of an abbreviated
form of a model lexeme (also called fractonorpheme) and another lexeme in full

or abbreviated form (e.g.€éducatique, télévente, freeware, shareware
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Judging only by the formal representation, it is difficult or even impossible to distinguish
between lexemes in groups 24, all of them being referred to as blends in various

sources. The core difference, according teradin (2000, p. 46), lies in thesemantics and

is based on the nature of the process that the part of the lexeme undergoes on one of the
stages of word formation. The processes are: 1) abbreviation, which is understood as

OOET OOATET C PEITTTI11TCEAAT OAD OdtiehdeddiagoEitt T 1 A&
2) semantic selectior OOET OOATET ¢ 1T 0 O1 OOET ¢ 1 0606 OAI AT ¢
and 3) abstractionOAAOOOAAOET ¢ 1T OAO A POAAEAAOA ET OE
A 1 A @2B002653) It is stated that only if the semantic component of the source

lexemes is preserved in the new form, this new form deserves to be called a blend,

otherwise it is a different extragrammatical process. In diachronic perspective this

agrees with the observation that the constituents of blends may eventually become

combining forms (cf.Lehrer (1996), see also Chapter 5hut the semantic processes that

must take pla in order to transform one kind of extragrammatical formation (in the

terminology used by Fradin) to another, can be very hard to track down. In addition to
OEEOh &OAAET 80 Al AOGOEZEAAOQEIT EIi PIEAO OEAO
constituents allkinds of word formation considered, except learned affixation, are

similar to compounding, but this may not always be so.

The idea of marginality of lexical blending is maintained in BrdaGSzabo6 and Brdar

(2008), presented in the light of contemporary cognitive linguistic studies. Following

Kemmer (2003), Brdar-Szabo6 and Brdar recognize lexical blending as an instance of

conceptual integrd ET T h OEOOO T T A 1T &£ OEA 1T AT U xAUO EI
Al AT AET ¢ 1 AU (RoAd, = ®A) e canttalyddsti@pof the study is why,
notwithstanding the fact that conceptual integration is claimed to be one of the central

AT CT EOEOA DPOT AAGOAOh 1 AGEAAT Al Al Akistept OET Ol
AO A xi OA £ Of AGEIT DPOI AAOO sidrthiddushA ey 1 AT C
study phonological and structural properties of blends and neighbouring categories

(compounds and clippings) in a crosdinguistic perspective, on the material of English,

German, Hungaran and Croatian.

As many other linguists, Brér-Szab6 and Brda2008, p. 175)confirm that the study of
the blending is impossible without taking into consideration othemmethods of word
&£l Ol AOGET T h OOAE AO Al EPPET C AT A AT I DT O AET ¢
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cluster of phenomena exhibiting family resembla AA68 3 A1 AT OEA AT A DPEITTI

criteria are used to build the classification(2008, p. 175), which includes:

1. The core items that should be treated as the most prototypical blends (though the
OAOiI ODPOI O1T OUPEAAI 8 EO 1160 OOAAQ8s 4EAU AOA
words are shortened in their seam, i.e. the end of the Idfand item and the initial
segmentof therightE AT A EQOAT h T OTAT A OEAU OEAOA A bDE
OAT AT OEAAT 1-BUDDEBUDOCADA AT | doad gaarkr EOAT o h A
ibex, magalod magazine + catalog, prosuméY producer + consumer

2. Determinative compoundlike blends, the input words of which fail to qualify as

co-hyponyms, e.gspamN spiced + hanwarphanN war + orphan

3. Clipping canpounds, the elements of whictare in a determinative relationship

and the resultant formations do notexhibit phonological overlap.

The items in the frst category are described asypical blendsbecausecOOE AU 1 £OA1
exhibit diagrammatic iconicity in the sense that semantic overlap tends to be
accompaniecdAU DET T T 11T CROOApP.1750O0A 01 APo

It should be noted that this classification is presented as a suggestion rather than a

formal taxonomy, and both the criteria could be questioned. Firstly, the semantic

relations between the input words cannot always be defined unmistably. Secondly,

the criterion of having/not having a phonological overlap may not be sufficienn itself.

It is not known whether the factors of semantic closeness and phonological resemblance
are really connected, and if they are, whether the process loiending is really governed

by semantic closeness or is it more determined by phonological likeness.

According to BrdarSzabé and Brdaf2008), compounding and clipping are not only

neighbouring word formation phenomena to blends, but also prerequisitefor the
productivity/marginality of blending. In other words, the a&gree of productivity of

compounding and clipping in a certain language determines the status of blending in the

word formation of this language. The authorglaim that the productivity of the three

word formation processes under consideration is closelyannected and illustrate this

argument by the example of four European languages as folloW2008, pp. 1907191):

O#01 AOEAT AQEEAEOO OAOU 1 EOOI A AlTibpi Ol AET ¢ Al
has very few blends. English seems to be on the other pole of the productivity
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continuum on all three counts. [...] German and Hungan pattern somewhere in the

i EAAI A68 4EA SboABQLD ledd A futth@ridestions to be dealt
with in morphological research. Needless to say, it is important to find out if the patterns
outlined in their study work in other languages.However, the comparative study of this
kind is beyond the scope of the present research. Fassing particularly on English, one
might need to reconsider the interconnections between phonological and semantic

relations of the source words in blends and otér related categories.

A view of blends in a broader range of related categories is takenkandrych (2004,

2008b). The study focuses on nonmorphematic word-£E1 O AOET T AAdeE] AA A
formation process that isnot morpheme -basedr 8 Yh OEAO EOh xEEAE OC
element which is not a morpheme; this element can be a splinter, a phonaestheme, part

of a syllable, an initial letter, anumbei O A 1 AOOA O @Fankidch 24, A OUI A
18, emphasis in the original) Thus, noamorphematic word formation includes: 1)

shortenings: acronyms, blends and clippings; 2) onomatopoeia. Fandrych considers it
unsuitable to analyse the three word formation categories as sutategories of each

other, supporting this point of view by the observation that eachvord formation

category inwlvesdifferent @ OAT | ODE Al E Anitidis form dcrraspapund)

splinters form blends, and@ee splinters§ OEA OAOI OOAA AU &AT AOUA
I T OP E A forfn@Ilipgings (2008b, p. 117) One of the key differences between blends

and clippings, according to Fandrych, is that the former contain bound splinters, while

OEA 1 AOOGAO AOA & O AA A Ublog Ach & nodepdalid abyboD O 6 h
the original morphemes ofweblog,EO Al AOOEZAEAA AO A OAOAA ODI
acquires a status of a free morpheme. Although no clear criteria of distinguishing

between free and bound splinters are suggested in Fandrych (2004, 2008), the

distinction itself is important for th e present research, as one of the criteria of data

sampling to be elaborated.

Studying blends in the surrounding of the neighbouring morphological categories may
be more fruitful than focusing on a category built in the limits drawn according to a set
of arbitrary criteria, but it implies its own hidden dangers. That is, the choice of criteria
used to define typicality / marginality of data, has to be chosen on certain grounds,
which can be very different in different studies. An example dhe analysis ofblends

relying on a set of criteria which areessentially different from those mentioned abovas
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Renner(2006). The followingOA O 1 £ O U Ai IsédfondefiAinyEhé dpir&lidy of
blends:

T double truncation

T internal truncation

T interpenetration (the term used by Renner for overlap)
T coordination (2006, p. 134)

Including coordination as a criterion of typicality is in accordance with the overall scope

T £ 2ATTA080 OAOAAOAE xEEAE AEI O O AT Al UOGA A
complex lexemes in English and covers blends only one type of such lexemes (Renner
includes clipping compounds in this category). Renng2006, pp. 15&159) subdivides
the coordinative relations between the source words into the following types:
T hybrid relations: 58% (e.g.ballute, beefalo, broccoflower, liger, dramedy,
infotainment, Spanglish, zebraks
T additional relations: 24% (agitprop, Benelux, kidult, Eurasia, stagflation, tankini,
twinight, pro-am);
T polyvalent relations: 11% (cafetorium, codec, droodle, elen, modem, olgyn,
Spork, transceiver, voltammetgr
T tautological relations: 3.5% (doohickey, hokum, ruckus, wyss
i other: 3.5%
The relations between blend constituents distinguished by Renner intersect with the
ones distinguished in(Walchli, 2005) for compounds, but it should be kpt in mind that
Al OEA TAOAOOGAOQGETT O 1T AAA Au 2ATTAO AAT AA OA
- AEET ¢ OEA AOEOAOETT T &# I1T1TA T £ OEA AAEETET C

to them as to some kind of coordinative complex lexemes alongsidgth coordinative
compounds as opposed to subordinative (determinative) compound&ee (Bauer, 2009)

and Scalise and Bisett¢2009) for a detailed classification of compounds)

The criteria of typicality of blends listed by Renner are different from ones selected by,
for example,Lopez RuaThis illustrates that even though the prototypical approach has
advantages over the categorical, it can nevertheless be biaseddbitraril y selected

criteria, especially if the category in question is as fuzzy and formally diverse as blends.
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2.5. Gaps and beacons

Summing up what the literature reveas concerning the structure and formation of
blends, the nature of the phenomenon still remain questionablas well asthe outlines

of the category itself. Perhapshe bestresearched aspect of blends their structural
properties, which go hand-in-hand with general phonological world building laws and
which are to a certain extent predictable for any given pair of words that can potentially
form a blend. These properties are summarised iBauer(2012, pp. 14&17) as a set of
constraints on form, which are, nevertheless, violated by some existing blends (all

examples and counterexamples below are given by Bauer, unless spedfotherwise):

1. O) 1 AabAdmAniorls aganddb, the number of syllablesimbS OEA 1 &1 AA

of syllables in the longer ogand dod h bde§@)@uff)alo(=db),
ball(oon)(parach)ute (<db). But: baro(que)(ro)coco (=db + 1)

2. O) 1 AabAdminords aganddb, whereab is not a monosyllablea andb are
AAAE AO 1 AAOO T bids(eleltjohoBaticiantel)(fuenélh A8 C8

3. O4EA OOOAOOAA OUITAAT A EOIT AOG 1TAAGO 1T1A
the blend. Both may be. There is a prefence for the stress pattern of the
OECEOEAT A x1 OA (Qbsi(tivel) (ass)OtdhEviodka{@)(mar)i g, C 8
Ox(ford)(Cam)bridge, alpha(betic)(nuineric. But: ball(oon)(parach)ute.

4. On ablendab from words aganddb,ganddAOA T 17 O 1T Qéed. Al Al AT O

edu(cation)(enter)tainment, tig(er)(li)on. But: key(&)(con)tainer(gis null),

jazz(@)(ex)erciseidenti(ty)(@)kit (dis null).

5. 0) T AabAdmAnords aganddb, wherea ends in a consonant and begins
ET A AT TO011TAT Oh OEA OAATTA ATTOTTAT O xEI
Ol At z Qj Bk WeEsEemNAudtalia

6. O4EA &l OO | AAO A1 OAI AGAT &6 PEITTT OAAOE,

(Kubozono, 1990) Smoke + drinlcannot give /*sm t E T

7. 0) 1T AabAdmAnords aganddb, whereab is a monosyllablea is a syllable
onsetandbEO A OUI | A Ai(eBkfa)fl)unchA smioke TR 8
d(ove)(h)awk. But: sh(irt)(d)ress (this counterexample is from my collection of

blendsz NB).
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8. O) 1 AadéfioA Wolds agand gb, wheregis a phoneme/letter or
phoneme/letter string in common between the two base words, this overlap
AAEET AO OEA A OCrixago(Gokilly gidsdestinatéButA 8 C 8
h(orse)(z)ebra, tig(er)(li)on, cam(ea)(re)corder

9. O) 1 AabAdmite Avords agand db where gand d share no
phonemic/orthographic material, the break betweena andb will fall at a
ouil 1 AAT A AOAAE 1 0Oh ZEAEI ET ¢ OEAOh AO Al
posi(tively)(abso)lutely.But: tig(er)(li)on.

The fact that one can find counterexamples violating constrais is in itself in

accordance with the reality of any living language. To understand the reaswrhy nearly
anyone studying blends admits that they are a problematic category, let us consider why
it is difficult to distinguish blends from neighbouring morphological categories and why

so many examples are either explained and classified controversially by different

authors, or treated as marginal cases.

Going back to Marchand, for instance, we can encdanexamples given for clipping

compounds: whilenapalm,cominternor positonAOA [ 1T 001 U OOAAOAA AO
AT I BT O1T AO POl PAOS6h OEAOA AOA T AT U IggAl 1 AO
compounds that were elsewhere treated as neolassical compounds (cf. Baugfil983)

(e.g. lexemes containingnono-, micro-, hydro-, photo, etc.) or that might be analysed as

blends (e.ggreycingN greyhound racing; mailomatl mail-automat; pulmotorN

pulmonary motor; Americanadiaf American + Canadiayetc.). It is necessary to add

here that there is a criterion according tovhich all the coinages combining first part of

one word with the second part of another should be called blers{e.g.Kubozong, 1990)

and thuspositron also falls in the category of blendsThe situation is so controversial

because sufficient criteria to d@stinguish between these morphological categories appear

not to have been wellelaborated.

Another inconsistency in taxonomy can be traced back to Algéb977) who admits that

certain forms are treated as blends only as a concession to traditional classifications, but

—

On
m >

TTOAO OEAO OA Al 1 OEAOAT OEAA QT ROAD U AT DAQAA

56). There are a lot of arbitrary classifications, in which categories are outlined
according to certain criteria, but even in the frameworlof one classification it is not

always possible to resolve all the cases. Consider, for example, classification by Adams:
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Al ATAO AOA OOAOGAA O1I AA Oi AAA Ob T &£ OxI1 Al
than initial letters to make them more wordlike: radar6(2001, p. 142). Thus, the exact

criteria that would help distinguish between these two categories are not named.

Studying blends in the context of adjacent categories of complex shortenings, Lépez Riua
(2004a, pp. 11%116) criticises traditional approaches and definitions for lack of
discriminatory power, lack of homogenity, lack of method for choosing and ranking
parameters, lack of category structureand lack of elaboration. She proposes a
prototypical approach to classification, which has advantage over other approaches that
it seems to reflect the processes taking place in real language more explicitly. As was
stated above, even the advantages of the puadypical approach do not save sifrom the
obvious questions such as what to count as prototyp&o agree withBauer (2012, p. 21),

O f ereed more thamew experiments on an illdefined set of words. We also need a
flash of insight, which will allow us to capture the essence of blending and separate it

[ 60 mEOiIi AOAOUOEET ¢ A1 OA jEZh ET AAAAR OEAO
It is not within my capacity to judge whether this research provides such a flash of
insight, but its objective is to integrate the previous findings concerning several aspects
of blending in one study in order to achieve a new quality of knowledge about this
complex phenomenon. The importance of such an approach is spelt ouh Gries(2012,

p. 165):

More specifically, everything that has been done so far focused on one particular
level of resolution: phonemes, graphemes, syllables, and so on. However, this is
obviously not how speakers perceive wordg naive speakers have a much more
holistic approach, which is vihy we need measures that allow us to capture and

quantify similarity at many different levels at the same time.

This observation was made with regard to similarity, in particular, but its implications,

in my view, concern many aspects of blendingherefore, this research, as outlined in

the Introduction, consists of three studies which, on the one hand, use different methods
and investigate different sets of data, and on the other hand, are related to each other.
The first study (Chapter 4) investigatesn what way the phonological properties of the
source words influence the form of the shortening and in what way this form is

influenced by their semantic relations.The other two studies(Chapters 6 and 7)usethe
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findings concerning the phonological, strutural and semanticproperties of blendsto

investigate cognitive mechanisms of their formation.
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Chapter 3. Basic terminology and rationale

This chapter provides definitions to the key terms which are used throughout the thesis
and which are crucial forthe understanding of the main findings of this research. One
might argue that such information could e provided much earlier than 45pages into

the thesis. The previous chapter, however, maps out the route along which the
terminology and rationale given kelow was elaborated, and therefore is an important

prerequisite for the following.

3.1. Approach to defining blends

As becomes clear from the analysis of the literature in the field presented in the previous
chapter, whether a given formation is included in the category of blends or excluded
from it depends on the criteria used for defining blends. Currently, there isunified set
of defining criteria for blends, which have ofterreceived contradictory definitions in the
linguistic literature. Different prototypical features might be chosen depending on

whether blending as a word formation type is considered:

1. an instance of compounding(Marchand 1969; Kubozono 189; Renner 2006)

2. an instance of shortening/Adams 1973; Cannon 1986; Kelly 1998; Lépez Rua
2002,2004);

3. a mixture of both processegGries 2004, 2006, 2012)

4. aresult of an extragammatical operation of a different nature from both

processes(Mattiello, 2013).

If we agree that blends are ofhe same nature as compoundsl(above) then being a twe
part formation would indeed become the condition for a blend to be considered
prototypical (as statedin Marchand(1969), Kubozono (1990), Kelly(1998), Adams
(2001) and other works). Other essential characteristics of blends as an instance of
compounding are, e.g., headedness, determinative or coordinative relations between
their constituents (see Bauer(2009), Scaliseand Bisetto (2009) for detailed
classification). The degree of preservation of the original constituents is also important
for the comprehensionof a blend Formations combining only the beginnings of the
words (in various terminologies z complex clippings / clipping compounds, e.gdigicam
N digital camera) are difficult to deconstruct into the original constituents without prior
knowledge of them, which mg be another reason for excluding them from the category
of blends(Plag 2003; Gries 2004, 2006)
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On the other hand, if we assume that blending is an it@ce of shortening @ above),

then accepting certain formations as typical members of the category should not depend
on the number of their constituents or how the shortening is achieved (i.e. whether the
beginning, ending or middle part is preserved). Many researchers, e.g. Algad77),
Devereux(1984), Lopez Rua2004a), Bauer(2012), include complex shortenings

consisting of more than two constituents in the category of blends.

The third approach to defining blends proposed above seems a reasonable alternative,

which, however, has to be chosewith regard to the properties of the actual data, not

simply to avoid choosing between the first two variants. Thereforea datadriven

approachis taken in this research. The aim will be to describe patterns and regularities

which can be observed in @ollection of lexical data, and to figure out which of the

patterns hold for enough data to be considered categofgetermining. This approach

implies that blending will be considered as subject to general laws of morphological

grammar, rather than & an exragrammatical process @ above). Postulating the

extragrammaticality of blends (or of clipping compounds, or of any other word

formation category) would mean that it is possible, in principle, to make a categorical

distinction between grammatical and extagrammatical phenomena. A closer look at

real data, however, suggests that this is virtually never the case. On the contrary, even

OEA 1100 OOACOI A0S 11 OPET 1T CEAAT AAOACT OEAO 1
controversial examples (a vast number of whickare analysed and discussed in Bauer et

al. (2013) on the material of contemporary corpus data ). The data of contemporary

morphological studies force the researchers to analyse them in terms of tendencies and
probabilities (Bod et al., 2003)ather than in terms of qualitative distinctions.

Therefore, the conclusion made in Mattielld2013, p. 251)0EAO OOEA DPAOOAOI O A
blends, acronyms, reduplicatives, and similar formations appear to be best described

AT A Agbl AETAA ¢f8Y ET OAOI O T EncbredeSBariQDUDEAAT Al
mean that these patterns cannot be woven in the cloth of regular morphology in general.

In the light of the considerations above, avorking definition of blends has been

developed The definition is designedprimarily to provide grounds for data collection

Therefore, while beingconsistent with the majority of the previous works published on

blends,it does not put any excessive restrictions on what data to include in the scope of

the research
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Ablendis a lexical item formed by mergingogether two (or more) source forms,
so that 1)the resulting formation is shorter than its source words put together,
either as a result of partial loss othe orthographical and/or phonological
material, or as a result of overlap?) it has not been formed by concatenation of

morphs.

The formal criteria set abovedo not rule out clipping compoundsor three- and four-
element blends to allow for obtaining a wider spectrum of lexical dataThe definition
will be reworked at a later stage to account for theesults of the actual data analysis.
What is important at the moment is to filter out formations which cannot be analysed as
either blends or clipping compounds. This includesnorphologically complex items
formed by concatenation ofclippings if the clippingswhich were established as
morphemesbefore concatenation. For example the lexemeenviropigis formed by
adding a free morphpig to aclipping enviro- (from environmeny which is listed in
dictionaries (e.g.OED as a morphemeTherefore, enviropigshould be analysed as a
compound rather than a blend or a clipping compounddne may argue that listing in a
dictionary is not necessarily a sufficient criterion because how morphemes are
perceived by language users does not have to be congruent with how dactaries list
them. However, dealing with a fuzzy morphological category implies a need for some
boundaries to be imposed to filter out data. Therefore, although | admit that the true
state of things in language (e.g. whether a particular clipping has adged a status of a
suffix or prefix) may not be correctly reflected by dictionaries, | choose to rely on
dictionaries as orienting beacons which can make the choice of data for the present
research bettergrounded. A more detailed account of how lexical da was collected for
this study with regards to the principles outlined here will be provided insection4.1.
The following section, on the other hand, will be more focsed on what is out of the
scope of this research, rather than on what is in it. lwhat follows | will outline the

criteria for data selection and specify the notions important for data analysis.

3.2. The terminological toolkit and the scope of the study

In addition to defining what lexemes are the objects of this research (as was domethe
previous section), it is important to provide here the approach to selecting lexical
material for the study, and the terminology accompanying the key notion of blending,

which will be used throughout the following chapters.
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The features nearlyall morphologists seem to admit as distinguishing ones for blends is
that they are formed out of two constituents which are clipped when being merged
together, and that blend formation does not employ morphemes, though even these
basic statements do not go withat deviations and exceptions. To avoid too many
deliberate restrictions on the lexemes that are to be included in the data set for this
study, | will include those that are formed of twaoor more constituents. The maximum
number of constituentsin the blends exemplified in this thesisis four, this number being
used not as a definitive criterion, but only as means of simplifying the daencoding and

analysis.

An analysis of the literature on blending has revealed various criterigor determining
either whether a formation is a blend at all, or whether a blend is a welbrmed, or
prototypical, one. In addition to criteria already discussednvolving the number of bases
taking part in blending, and of whether the bases should be righdlipped or left-clipped,

the following criteria for the well-formedness of blends are relevant for data selection:

1. Whether the base elements of a blend shédibe in coordinative semantic
relations. The collections of blends inamong othersKubozono(1990), Kelly
(1998), Berg(1998), Renner(2006) and BrdarSzabdandBrdar(2008) include
only lexemes formed out of coordinated bases. Other researchers, such as Algeo
(1977), Adams(2001) and Bauer(2012) classify such formations as a subtype of
blends. In this researchno restrictions on the semantic origin of blends are
imposed, but the semantic type of blends will be accounted for in the data
analysis.

2. Whether base elementsf a blend are reversibleThis criterion was suggested in
Algeo(1977) as a tendencyrather than a definitive constraint. It seems that
blends which conform to the reversability criterion are relatively rare, and
moreover, for many blends the order of theeomponentsis determined by either
semantic or fhonological factors. Semantically, reversibility of constituents is, in
principle, possible only if they are in coordinative relations, while the scope of
this study is not restricted to such relationships, as stated above. But evanthe
case where there are no semantic restrictions, the order of constituents can be
subject to such factors as frequency, length, and prosodyhérefore, the

reversibility of components will not be used as a restriction on data selection.
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3. Whether at least one of the words that are blended necessarily undergoes
truncation. For example, according td.6pez Rug2004b, p. 64pnly those blends
which demonstrate a 6émedium degree of sh
A restriction like thisvould mean excluding words formed by two overlapping
words e.g.stoption N stop + option, which, apart from being very interesting
material to study, are not infrequent Hence, in this research these are included
but their structural type is kept in mind (see theclassification of blends into

structural types in section 4.1

The lexical unitsthat come into blends are referred to asource words(Cannon, 1987;

Gries, 2004a; Kemmer, 2003; Kubozono, 1990; Lehrer, 199&pource forms(Lopez Rula,

2002, 2004a, 2004b, 2007) component words(Kelly, 1998), input words (Brdar-Szabo

and Brdar, 2008)or formatives (Fradin, 2000). The most widely acceptedterm ®ource

words6 xEI 1 AA OOAA OEOI OCET Offered &, (or eRenpOE O8 &
an affix (see beloy AAAT I AO A ATl AT A AT 1 OOEOOAT Oh OEAOGA
£l Of 66h AOO AAOAO 1 EEA OEAOA AOA 1 AOCET Al 8
The disagreement concerning the parts of source words that actually become blend
constituents exists both in terms of labelling them and in terms of counting them as

blend constituents with regard to their (non)morphemic nature. The most widelyused

term for blend parts is GplintersdAdams, 1973; Bertinetto, 2001; Fandrych, 2008a; Jin,

2005; Lopez Rua, 2004h)However, this term is used in at least two different senses.

AccordET ¢ O1T 11 A EIT $dreBdiibdtdstEwoidh(Adans 1978 p.

142) should be called splinters. The other approach is to use this term only for those

word parts that have started to be used productively in more than one blend,

e.g.-(a)holic, -(a)nomics(Bauer, 2006, p. 503) This labelling, however, is potentially the

cause of unnecessary polysemy of the term. If splinters are only the forms that have

already demonstrated some productivity, then it is not clear how to distinguish between
splinters and bound morphs. Indeed, some researchers use the terms bound morphemes
(Lehrer, 1998), combining forms(Lehrer, 1998; B. Warren, 1990)r bound splinters

(Fandrych, 2008a)for blend constituents that are used with sore regularity. Moreover,

some of the morphs that are referred to as splinters in publications on blends (e-gvare,

e-, -holic), are listed as morphemes in contemporary dictionaries

In this researchl will use the term Gplinterséfor any word parts that come into blends,

with two necessary conditions: 1) they are not full words; 2) they are not morphemes or
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bound morphs registered in dictionaries OEDand CEDwere used to check this). The
second condition requires an additional clarificationIn some case a bound morph, e.g.
a neoclassical combining form, is merged together with a truncated form of another
word, i.e. with another splinter, as inpro-miaN pro + bulimia In this case the resultant
lexical item will be counted as blend originated from a aobining form and a word.

There are also cases in which the part of the source word that is preserved in the blend
is a morpheme (if one of the source forms is a compound or another morphologically
complex word), i.e.cookprintN cook + footprint The resuting form is considered a

blend because it was formed not by compounding or derivation, i.e. putting two words
together or adding affixes to a base, but by merging together already complex lexical

units with deleting part of their orthographical and/or phonological material.

It is not possible in all cases to state thdilends consist of splintersin overlapping

blends like stoption the sourcewords, technically, are preserved in fullbutpart of their
phonological / orthographical material is actually lost, otherwise there would have been
some repetition. Becausef the overlap, it is impossible to say which of the source forms
loses its part. As a resulinot all material of both source words is preserved, and thus the
new lexical unit is a blend, bueach of the source forms separately isreserved in full,

and thus there are no splinters.

The scope of the research is restricted to blends, and not to neoclassicaimpounds or
regular compounds. This explains why it is important to restrict the lexicadlata to be
analysed to formations made up of full words osplinters, andnot of free morphs, o
neoclassicalcombining forms. Section 4.1provides a detailed account of how this is
controlled. The only thing which remains to note here is that the lexicahaterial of this
study will be restricted to relatively recent blends. This is done for practical reasonshe
source words ofnewly coined blends can b traced relatively easily, which, in its turn,
makes it easier to control and analyse the parameters bfends and their source words

which have been specified.
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Chapter 4. Lexical data: From structure to meaning and back again 1

This chapter aims to analyse a corpus afontemporary English blends (including
formations which may be analysed as clipping congqunds) with respect to their
phonological, structural and semantic properties, in order to find evidence that would
help clarify their status in the system of English word formation. The methods of data
sampling and the classitation criteria are coveredin section 4.1 Sections4.2and 4.3
focus on the statistical analysis of the formal and phonological properties of the words in
the collected corpusaddingto the previous studies in this field, in particular those
concerned with the distinction between blends and clipping compounds. Sectiod.4

goes one step further in explaining the phonological and structural properties of

different types of formations, taking into consideration their semantics and origin.

4.1. Data sampling and methodology

The lexicaldata were obtained from a number of online collections of neologisms and

occasionalismsWord Spyhttp://wordspy.com/ , Urban Dictionary

http://www.urbandictionary.co_m/, The Rice University Neologisms Database created

by Suzanne Kemmerlfttp://neologisms.rice.edu/index.php ), The Global Language

Monitor http://www. languagemonitor.com Macmillan Dictionary online

http://www.macmillandictionary.com ,the Unword Dictionary

http://www.unwords.com , The Word of the Year collé®ns on http://www.merriam -

webster.com/info/woy_archive.htm, as well as from opportunistic sources such as

newspapers and magazines. The collection includedl blends which appeared in he
sources no earlier than January 1, 2000 (a randomly chosen date, but one which allows
for a sufficient number of novel formations to be collected). If the source of the blend
words provided no date of the first occurrence (which was frequently the casejhe

blend waslooked upin the Corpus of Contemporary American EnglisiCOCA) anda
Google search within a timeframe of January 1, 1090 January 1, 2000 was performed.
A blend was excluded from the data set ift) it was dated in COCA before January 1,
2000 (e.g.boomburb), or 2) it was found in Google with occurrences before January 1,

2000 (e.g.peoplerazz).

The choice of words for the data set was subject to the working definition of blends
provided in section 3.1. In particular, their formation had to involve partial loss of the

material of the source words, and had not to be analysable as concatenation afrphs.

! This chapeér is a revised version of Beliae{2014)
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The second condition wasaccomplished by looking up the blend parté the Oxford
English Dictionary Onlind OED. If the OEDlisted a blend part as a morpheme, e.g.

e-, -tastic, the words that were formed by adding such a morpheme to a full stem, eg@.
e-cigarette, killtastic, were excluded from the data set (apart from formations like
e-linquent, which are not exhaustively analysable into morphs). The same applies to
established clipped formsge.qg.frat for fraternity, jack for hijack because the words that
contain them can be analysed as compounds rather than blends, eerdjackN nerd +

jack (see also examples in Table 1).

Tablel. Derivatives and compounds formedduding recently established morphs

Morph Type of morpheme Meaning Example
(according to OED)
e prefix denoting the useof e-cycling
electronic data
transfer
m- prefix denoting commercial m-commerce

activity conducted
electronically by
means ofmobile
phones
-(a)delic suffix forming adjectives Celtadelic
denoting musical
genresor stylesthat
incorporate
psychedelicmusic
with another element
-logue combining form denoting compilation civilogue
-licious combining form denoting someoneor  beaulicious
somethingdelightful
or extremely
attractive
-tastic combining form denoting someoneor  Kkilltastic
somethingregarded
as anextremely good
exampleof their
particular type
enviro clipping short for enviropig
environmentalist,
environmental
jack clipping short for hijack nerdjack
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Defining the number of source forms of a particular blend sometimes required a wider
context than justthe morphological constituents. Thuspn-call-ogistcan be analysed as a
three-constituent blend, i.e.on + call + oncologistbut it is obvious from thecontext in
which it appears, shown in 4.1), that it is a blend ofon calland oncologist and, therefore
has two source formsasthe majority of the blends do. On the other hand,
Thankshallowistmag! Thanksgiving + Halloween + Christma&sdefinitely athree-part
blend.

(4.1) She looked at me, her eyebrows twisted. "Yeah, I'm on call three times a week."

"Doesn't that mean you're aron-call-ogist?" (McFedries 2011)

Using these methods, 506 neologisms were collected, among which 415 nouns, 50
adjectives, 39 verbs and 2 adverb@he full list is given in Appendix 1) Out of those, 15
words can be analysed as either nouns or verbs (egx AAO ¥ O1 AxAAO
drink + tweef) and 6 as either nouns or adjectives (e.ginematardN cinema + retard. In
each case a category ambiguous word wassigned to one of the categories according to
the use in the sources the word was found in, or, if usage in both categories was attested,
to the category which corresponded to the majority of the examples that could be found.
The vast majority of the dataare two-constituent formations, 8 are threeconstituent,

and 4 are fourconstituent.

There are parts of blends, which, although not listed in th©® EDas combining forms,
clipped forms or other kinds of morphemes, seem to demonstrate a certain productivity,
as they appear in more than one blend either ithe presentcollection or in COCAFor
example, two blends in our data have the final parcoustic:elecoustic, funkcoustidhe
COC#Asearch provides 10 words ending in-zilla: bridezilla, groomzilla, etc.The forms

like -cousticor -zilla are what Lehrer(1996, p. 361) A A1 1 6 OET AAPAT AAT O
i T OPEAI AG6h 1T O x He\gOBatet 2006 BaURI@t aD20CRjeAeleded

to as splinterswhich are used productively in more than one word. Overall, 25 initial

and 52 final splinters in the data set cabe regarded as productive to a greater or lesser
extent. They appear in 150 blends in total, which comprises a little over 28% of the data.
Excluding such words from the corpus of blends would mean taking a somewhat
extreme approach and stating that the oly formations that can be classified as blends
are thosethat merge their source words in a unique way so that the same splinter has
never been used to form other words. A classification of this kind would risk the

establishment of a maze of categories em more ill-defined than the onel aim to pin
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down. Moreover, in the course of data analysis, whatever method was used (see below),
the fact that a splinter could be found in one blend or in more than one did not appear to
be a factor that influenced thedrm of the blend. Therefore, blends with productive
splinters remain in the corpus. Their presence shows that, given appropriate conditions,
a part of a blend may undergo a gradual process of turning into a productive splinter
and eventually into a morphene. The conditions that determine the productivity are
outside the scope of this study, but the fact that this process takes place is another

reason to focus on relatively novel blends.

To get a better understanding of how exactly the source forms are mermjéto blends,

their phonological, structural, and semantic properties were considered. The phonemic

transcriptions of the source words for all the blends were acquired fron€Cambridge
EnglishPronouncingDictionary (CEPD. For obvious reasons, the transcriptions of the

blends themselves could not be found in any dictionaries, and noll ¢he sources gave

transcription s. If the source provided a transcription of the blend, it was brought into

compliance with the notation of CEPDIf no transcription of the blend was provided, it

was compiled from the transcriptions of the source words,n which case the country of

OEA Al AT A80O 1T OECET xAO Al ol ET T ETA AT A OEA A
chosen, e.g. the US English transcriptidrkw 1/ 8oUKwanzaaand/ reem. .d n/ for

Ramadanin a Northern American origin blendChristmaharukkwanzadan In the

presentation of American transcriptions, the superscript for sounded r was omitte for

simplicity reasons, e.g. // instead of/ '/ is recorded. Quality changes of the sounds

were taken into considerationwhen deciding which phonemes were preserved in the

blends and which not. For example, even though on the graphical level all but one of the

letters of the word mascaraare preserved in the blend AOAAOU i AMAAOA O O-2
the phonological level only imd O/o&/ I & O EBi<preserved in /mae'ske .ri/,

because the stressed vowel comes from the second source wachry.Therefore, the

lengths of splinters and the degree of overlap for some of the blends are different

depending on whether graphemes or phoeemes are the basis of the analysis.

For the purposes of computational analysis all transcriptions were reoded using the
adapted version of theSpeech Assessment Methods Phonetic Alphal{@AMPA (Wells
1997) based on IPA. The statistical analys the datawas performed using R software

package(R Development Core Team 2012) For various steps of data analysis different
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statistical methods were used, and a description of each particular method will follow

below where appropriate.

It is widely accepted(e.g. Cannon 1986; Renner 2006; BrdeBzabd and Brdar 2008}hat
the majority of blends combine the initial part of the first source word (W1) with the
final part of the second source word (W2); in terms of the formula from Plag2003, p.
123):

(4.2) AB+CD =AD

The formula in (4.2) does not provide sufficientelements to deal with all the data
collected, particularly when more than twosource words were involved As a result of
Apbl UET ¢ OEA 1T CEA T &£ 01 AC80 & oi 601 A O
words took part in the formation and what partsof the source words were preserved,
new labels for structural types were created, ashown in (4.3). The parts of the source

words that do not enter blends areput in parentheses
(4.3)

a) AB + CD = AdQor initial -initial splinter formations, e.g.hydrail N hydr(ogen +
rail (way)

b) AB + CD + EF (+ GH) = (X9r three- or four-constituent blends, e.gSoLoMdV
sq(cial) + lo(cal) + mqbile) (ACE),bastitcherbatorN bast(ard) +( b)itch +
(mast)urbator (ADF),afflufemzaN afflu(ent) + fen(inist) + m(others) + (influen)za
(ACEH)

The labelling system had also to account for cases of full preservation of one or more of
the source words, as iralcoholimiaN alcohol+ (bu)limia. Asa result, all the collected

neologisms were classified into structuratypes as illustated in Table2:
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Table2. Structural classification of lexemes in the collected corpus

Blend type Structure Number of Examples
tokens
WD all of W1 +the end of 172 (34.1%) alcoholimiaN alcohol +
w2 (bu)limia
AD the beginningof W1 + 157 (31.0%) blizzasterN blizza(rd) +
the end of W2 (dis)aster
AW the beginning of W1 + al 82 (16.2%) fabulashN fabul(ous +lash
of W2
WwW W1 + W2, overlap 29 (5.7%) flabdomenN flab + abdomen
central W2 is inserted in the 20 (3.9%) parahawkingN para(glid)ing

replacement middle of W1 (W1 and
W2 labels could be usec
the other way round, the
choice of W1 is based o
what word provides the
beginning for the blend

AC the beginning of W1 + 19 (3.7%)
the beginning of W2

ACF the beginning of W1 + 2 (0.4%)
the beginning of W2+
the end of W3

wC all of W1 + the 4 (0.8%)
beginning of W2

BD the end of W1 +he end 2 (0.4%)
of W2

ACE the beginning of W1 + 4 (0.8%)

the beginning of W2+
the beginning of W3

ACW the beginning of W1 + 1 (0.2%)
the beginning of W2+ all
of W3

ACEH the beginning of W1 + 1 (0.2%)

the beginning of W2+
the beginning of W3 +
the end of W4

+ hawk

hydrail N hydr(ogen) +
rail (way)

Thankshallowistmag¥
Thankggiving) + Hallow(een
+ (Chnistmas

ObamacorN Obama+
con(servative

frohawk N (a)fro + (M)ohawk

SoLoMd¥ sq(cial) +lo(cal) +
mo(bile)

Chindonesid! Chin(a) +
Ind(ia) + Indonesia

afflufemzaN afflu(ent) +
fem(inist) + m(others) +
(influen)za
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Blend type Structure Number of Examples

tokens
ACWH the beginning of W1 + 1 (0.2%) Christmahanukkwanzadari
the beginning of W2+ all Christmas) + Hanukk(a) +
of W3 + the end of W4 Kwanzaa+ (Ramgdan
ADF the beginning of W1 + 1 (0.2%) bastitcherbatorN bast(ard) +
the end of W2 + the end (b)itch + (mastu)rbator
of W3
acronymic initial letters of two or 11 (2.2%) VB6N v(egan) b(efore) six
more source words
combined with another
word or part of it
total 506 (100%)

The distinction between, for example, AD and WD blend types is a result ad@nmon
practice which is to distinguish between blendsconsisting of shortened versions of their
source words and those preserving one or both of them in full, made, for example, in
Algeo(1977) and Gries(2004). This distinction, however, is less cleacut than it may
seem. For exampléf the structural types ofweisureN work + leisure/ we . N w( )&
(e . /anddramality N drama + reality/dr 'meel..tiN dr  @)i+(ri)8 i/l ag
defined relying on their transcriptions, they both areAD blends, but the first source
word of weisureloses most of its phonological material when it enters the blend, while
/ dr g in dramality is almost fully preserved, apart fromthe last schwa vowel which
is replaced by the stressedae/ from /O E 8.ti/ AMor@over,dramais fully retained
graphically, anddramality could be labelledas WD, relying on orthography rather than
phonology. Therefore what seems rational forthe structural analysis in this studyis to
rely on a quantitative characteristic (i.e. the number of phonemes preserved in a
splinter) instead of a qualitative one (i.e. full or partial preservation of tk source word).
The degree of preservation of W1 or W2 can #&n be calculated as percentage of the W1
or W2 phonemes (or graphemes, in relevant analyses) preserved in a splinter. This
means there is 0 need to ldel some of the blends as WD, & can be sufficientfor all
blends preserving the beginning or all othe first source word (henceforthw1). The
same applies to formations preserving either the beginning or all of W1 plus the
beginning of W2(this shortening will henceforth stand for the second source word)

which will be labelled as AC (rather thardistinguishing between AC and WC).
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It is clear, though, that the same logical operatiodoesnot apply to words like
hiberdatingN hiber(nate) + dating, which can be referred to as either AC or AD forms,

depending on whetherto count the letters/phonemesin dating from left to right

j AOOOGI ET ¢ EO EO Al OAgOAT AAA AACETTEIGCE T A& 7¢

AT AET ¢6Q8 &1 O OEAOA A& Ol Adakdidipaientdlabiglith A A
The sameprinciples apply to labelling overlapping blerds like stoptionN stop + option,

preserving both the source words in full. They wl be referred to as WW blends.

Table3. Structural classification of lexemes in the collected corpus, revised

Blend type Structure Number of Examples
tokens
AD the beginning of W1 + the 332 chofaN ch(air) + (s)ofa; clickmas

end of W2, including (68.2%) N click + (Chrisjmas

cases when W1 is fully

preserved
AW the beginning of W1 + all 83 (17.0%) fabulashN fabul(ous) +lash
of W2
WWwW W1 + W2,overlap 29 (6.0%) flabdomenN flab + abdomen;
stoptionN stop + option
AC the beginning of W1 + 23 (4.7%)  hydrail N hydr(ogen) + rail (way);
the beginning of W2, Obamacon g Obama+
including cases when W1 con(servative

is fully preserved

central W?2is inserted in the 20 (4.1%) parahawkingN para(glid)ing +
replacement middle of W1 hawk
total 487

(100%)

Thus, after the most marginal types (represented biewer than 10 tokens) were
excluded from the analysis, the majority of the blends in oworpus was classified into 5

categories represented inTable 3.
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The only thing that remains to be mentioned regarding the structural types of blends is
that 59 blends (11.6 % of the total corpus, 11.9% of the corpus excluding the marginal
types) have a noncentral overlap, ie. their source words have one or more coinciding
letters/phonemes either at the beginning (e.gprotoductN prototype +product) or at
the end (e.ghiberdate N hibernate + date). These blends can be either treated as a
separate strucural type, or be subject to the general structural classificatignas shown
in Table4.

Table4. Structural types of blends with naentral overlap

Blend Number of tokens Examples
type
AD 31 (52.5%) protoduct Y proto(type) + product
WD 17 (28.8%) parentnoia¥Y parent +par (a)noia
AW 10 (16.9%) hiberdate Y hiber(n)ate + (d)ate
BD 1(1.7%) PodestrianV¥ (i)Pod +p(e)destrian
total 59 (100%)

All statistical analyses that are reported below have been run both excluding these
blends and including themThe overall results do not change significantly whether the
corresponding groups of blends include these items or not. Thereforfgr the sake of
consistency of the analysisall the blends with norncentral overlap were classified into

the gructural types shown in Table3 applying the approach described above.
4.2. Phonological properties

4.2.1. Data and methods

Previous findings cacerning the phonology of blendgliscussed in Chapter have

shown that blends are subject to prosodic rules, and that the elements that are used as
building blocks for blends are syllabic substructures, i.e. onsets, rimes and codas
(Kubozono 1990; Kelly 1998; Bauer 2012)rather than individual phonemesHowever,
the fact that syllabic constituents play a role in the structure of blends does not mean
that individual phonemes do not matter.The folowing analysis takes a bottoraup
strategy and is undertaken in order to detect any properties of the individual phonemes
which influence the probability of their preservation in the splinters. To estimate this,
the relationship between individual phonemesand the length ofsplintersin different

types of blendsis investigated
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One of the main findings in Grie$2006) is that the switch point in clipping compounds

is placed earlier than in blends. The same differences can be observed in terms of the
degree of source word preservation in AC and AD forms in our quus of neologisms.

The relative proportions of source words preserved in AC and ADrmations are shown
in Figure 2 The difference in preservation of W1 can also be observed between AC and
AW (for obvious reasons, it is impractical to compare the presert@an of W2 in AW with

AC or AD, and also to include WW forms in this comparison).

1.0
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J W SwW2
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|

00
L

AC AD AW

Figure 2. The proportion of the first (SW1) and the second (SW2) source words preserved in
formations of different structural types

The coiner of ablend has to decide (although such a decision is not claimed to be a
conscious one) where to place the switch pointOne of the factors which influences this
decision ishow large a portion of the beginning or the end of the source wondeeds to
be preserved and, respectively, how many phonemes of each source walfte splinters
will include. An outcome that reflects this decision is splinter length: the more
phonemes are included, the longer the splinter, and vice versa. If individual phonemes
can influenae the position of the switch point, this can be revealed in the form of a
correlation between the splinter length and some relevant characteristics of the

phonemes.

An analysis including all the phonemes preserved in blends and clipping compounds
would have to account for various characteristics such as the distance from the
phoneme and the beginning / end of the word, the mutual alignment of the phonemes,
etc. Such an analysis, however promising it might seem, lies outside the scope of the

present study,therefore, a simpler analysis will be carried out, focussing only on the
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phonemes situated in close proximity to the switch pointin particular, | will look at the
relationship between splinter length and 1) the phonemes placed next to the switch

pointin AAAE ODPI ET OAO j £#0T 1T EAOA 11 xAOAO OEAU x
PDETTAI Addqgqh AT A ¢q OEA DPEITTAITAO TTA bl AAA
(depending on whether the splinter was initial or final). In the initial, i.e. lefthand,

splinter of the blend the boundary phoneme was coded as L1 (W1L1 in the first source

word and W2L1 in the second source word), and the phoneme to the left of it as L2

(W1L2 or W2L2, respectively). The boundary phoneme in the rightand splinter was

coded as R1, and the phomee to the right of itasR2,which is shown in Figure 3.

AD: a) with overlap: blizzaster b) without overlap: spime
w1iL2 WwW1L1  W2R1W2R2 Ww1iL2 W1L1  W2R1W2R2
blr'za:.ste spaim
blr'z.(erd) (91'zaz.ste sp(e1s) (Haim
W1L2 W1L1 W2R1 W2R2 W1L{ V\V\1L1 W2R1 W2R2
AC: scigov

W1L2  WwW1L1  W2L2 W2L1

N\ L7

saL.gAv

/7

sar.(ens) gAv.(an.mant)

W1iL2 W1L1 W2L2 W2L1

Figure 3. Boundary phonemes blends and clipping compounds.
Black lines indicate the position of boundary phonemes in the source words, grey lines indicate their
positionin the resulting formation.

In each case, boundary phonemes were coded with respect to their position in the
splinter of a source word. Therefore, in overlapping blends some phonemes may be
coded twice, e.g. iguyliner/ a la.n /N guy/ a/ +eyeliner/ a la.n /,/al is coded
both as W1L1 and as W2RL1. In the further analysis, the effects of double coding were
taken into consideration. As the previous example shows, if full worbdlecomes part ofa
blend, it is the initial or final phonemes(depending on the position of the word in the

resulting blend) that are coded as boundary phonemes.
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The purpose of the analysis is to figure out whether there is grassociation between the
length of the splinter and the ranking of any of the two phonemeis close proximity to
the switch point (accounting alsofor the fact that longer splinters may come from longer
source words). The analysis included pairwise correlations betweelVl and W2

splinter length and: 1) whole blend length, 2) source word length3) sonority/freq uency

ranks of boundary phonemes

The sonority ranking was adapted from Giegericl{1992, p. 152) grading from the most
sonorant low vowels to voiceless stops with minimal sonorityAs for frequencyranking,
two methods were usedFirstly, the relative token frequencies of phonemesvere
adapted from Mines et al(1978) who useda database containing 103,887 phoneme
occurrences taken from casual conversational American Englistbtained from recorded
interviews. In addition to that, the frequencywith which each phonemeappearedin the
current data set was calculatd. All the frequency-based analyses (see below) showed

similar results with both measures of frequency.

It is important to note that the labels for the structural types (AC, AD and others) will

not be used as variables in any of the simple correlation andlOA 08 4 EA OAOI O OET
ffinal 0B 1 Ednd®A GRymOO D1 ET OAO6 | AT OET T AA ET OAOAEAT CAA
reflect the position of the splinter in the source word, not in the resultant formation

AEAOAE OAh OEA OAOI O @ BdeE 0 thé\A parCobACEADDADS 1T O Ol
AW forms, as well as the C part of the ACformsE EAx EOAh OEA OAOI O OEEI]
OOE CE O refebtd thel DpAtBAD forms, the W part of AW forms, and the right part

of the WW forms.

A

4.2.2. Results and discussion
The correlation analysis shows that both the initial and the final splinter lengths are

related to:

1) the length of the whde blend,
2) the source word lengtls, and
3) the sonority and frequencyranks of the boundary phonemes.

Both W1 left splinter length and W2 right splinter length are positively correlated with
the length of the whole blend (r=0.64, p<0.001 for the correlation between blend length
and the length of the left splinter, r=0.48, p<0.001 for the correlation between blend
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length and the length of the right splinter). This includes cases when the W1 left splinter
equals W1, as irparentnoia,or when the W2 right splinter equals W2, as ifiabulash.
Accordingly, W1 left splinter length is positively correlated with the length of W1
(r=0.53), and W2 right splinter length with the length of W2 (r=0.79), and both
correlations are statistically significant (p<0.001 for each correlation, see Figure 4). This
means that in case of blending the beginning or the whole of W1 with the ending or the
whole of W2, longer source words result in longer splinters, i.e. the tendency is to
preserve an amount of phonological and graphical material that is proportional tthe

length of the source word.
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Figure 4. Correlation between thiength of the splinters and the length of the source words.
Left plot: the correlation between the number of phonemes in the left / initial splinter and W1 length in
phonemes. Right plot: the correlation between the number of phonemes in the righpliimert and
W2 length in phonemeBarker circlesrepresenmultiple data pointsEachrelationship is
graphicallyexpressedby a lowess line

Note that the correlation coefficient is higher for W2, that is, the relationship between
the length of the find splinter and the length of W2 is stronger than between the length
of the initial splinter and the length of W1. However, if the initial splinter of W2 is
preserved (i.e. in clipping compounds) no significant correlation is found between the
length of thesplinter and W2 length (r=0.22, p=0.0872). This means that the observed
correlations between the lengths of the splinters and the lengths of the source words the
splinters originate from does not simply reflect the fact that longer words produce

longer spinters. If this were true, the correlations between splinter lengths and the
source word lengths would be similar for W1 and W2. On the contrary, the correlation
between the initial splinter length and the length of the source word is observed for W1,

but not for W2. Initial splinter of W2 is found only in clipping compounds. Therefore, the

63



observed difference indicates that the splinters of A@rms are shortened with less
regard to how much of the source word is retained than the splinters of other forms

the present collection. Such a conclusion, however, has to be treated with caution
because the absence of the correlation between W2 initial splinter length and the length
of W2 may be due to low number of observations (only 23 AC formations in the tmited

data set).

The relations between the splinter length and the ranking of the boundary phonemes
depend on whether the splinter isinitial (left) or final (right) . The correlation between
the length of theleft splinter and the sonority of the boundaryphonemes turned out to
be close to zerdrs=0, p=0.928 for the correlation between the length of the left splinter
and W1L1 sonority, rs=0.08, p=0.0894 for the correlation between the length of the left
splinter and W1L2 sonority, OO OOAT AO gtoelatop dodffioiént Which is
usedhere and below whendealing with ranked datg. This means thathe sonority of

the phonemesin the datahas no effect on the probability of them being included in the
initial splinter. There is, howeve, a weak corelation between the sonority rank of the
boundary phonemes in the right splinterand the right splinter length (rs=0.1, p=0.0345
for the correlation between the length of the right splinter and W2R1 sonority, rs$.26,
p<0.001 for the correlation between he length of the right splinter and W2R2 sonority.
The analysis also shows a moderate correlation between the sonority of the boundary
phonemes themselvs (rs=0.35, p<0.001 for the correlation between W1L1 and W2L2
in the left splinter, and rs=0.51, p<Q001 for the correlation between W2R1 and W2R2
in the right splinter, rs=0.12, p<0.001 for the correlation between W1L1 and W2R1 at
the switch point of ADformations). This suggests that the neighbouring sounds are not
independent of each otherand confirms that blends are subject to phonotactic

constraints, which in itself is not an unexpected finding.

The correlation between the sonority of neighbouring phonemes can be explained by
phonotactic constraints that operate for any words, not necessarily blersd Thus, the
sonority of a syllable gradually rises from the onset to the peak, and then gradually fades
into the coda (see, for example, Giegeriqgh992) for a discussion of phonotactic
constraints in English). This means that the sonority ranks of any neighbouring
phonemes in a word are réated, hence the above result. The observed correlation
between the sonorities of W1L1 and W2R1 reflects the fact that the left splinter of W1 is

often merged with the right splinter of W2 at the boundaries of syllable constituents
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(see the following secton for details). This result is compatible to the finding in Kelly
(1998), where it was shown that the final phoneme of the left splinter of W1 and the

initial phoneme of the right splinter of W2 in blends tend to have similar sonority.
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Figure 5. Correlation between the length of tledt splinter of the first source word (W1) and the
frequency rank athe boundary phonemes.
r=0.33 for W1L1; =0.21 for W1L2, darker circles represent multiple data points

A more important relation was revealed using frequency ranking of the boundary
phonemes. The results of the analysis based on the frequency tables from Mines et al.
(1978) are displayed in Figuress and 6. The left panel of Figures showsa moderate
positive correlation between the length of the leftsplinter of the first source word, and
the frequency of the boundary phonems W1L1 (r=0.33, p<0.00J), the right panel shows
a weak (r=0.21) correlationbetween the length of the leftsplinter and the W1L2
phonemes, which is also statistically significant (p<0.00)L The correlations illustrate
that the initial splinter of a blendis longer if the phonemes at the splinter boundary
(W1L1 and W1L2) have higler frequency. Accordingly, lower frequency phonemes tend
to be in the positions of W1L1 and W1L2 in shorter splintersinterestingly, this effect is
not observed for the rightsplinter, i.e. there is nosignificant correlation between the
right splinter length andthe frequency of theboundary phonemes (r=0.02, p=0.6952
for the correlation between the right splinter length and W2R1 frequency, r=0.08,
p=0.1027 for the correlation between the right splinter length and W2R2 frequency, the

scatterplots aredisplayed in Figure 9.
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Figure 6. Correlation between the length of the right splinter of the second source word (W2) and the
frequency rank of the boundary phonemes
rs=- 0.02 for W2R1; rs=0.06 for W2R2, darker circles repesg multiple data points

The analysis of the relationship betweentte length of the leftsplinter of the second
source word and the frequency rank of the boundary phonemes W2L1 and W2L2 in-AC
formations like fin-lit (Figure 7) has demonstrated that there $ no significantcorrelation
between them (s=0.2, p=0.1382for the correlation between W2 left splinter length and
the frequency ofW2L1; rs=009, p=0.5041for the correlation between W2 left splinter
length and the frequency ofV2L2). The lack of statistcal significance of these
correlations may be due to the relatively small number of AC formationia the data
(N=23, see Tabl8).
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Figure 7. Correlation between the length of the left splinter of the second source Wararidthe
frequency rank of the boundary phonemes in AC formations
r=0.2, p=0.1382 for W2L1; r=0.09, p=0.5041 for W2 @arker circles represent multiple data
points

The scatterplot showing the distribution of the values of W2L1 and W2L2 frequency in

relation to the length of the left splinter of W2in Figure 7is, however, visually more
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similar to the scatterplots in Figure 5than to those in Figure6, which suggests that a
study of more AC formations may reveal a relationship between thfeequency of the
boundary phonemesand the length the initial splinter. The observed effect is not simply
a natural consequence of phoneme frequency variation (the more frequent the
phoneme, the more likely it appears in any given segment of a word), asstdifferent for

the initial and the final splinters.

In sum, the association between the splinter length and the frequency ranking of the
boundary phonemes is different for initial and find splinters. This difference canto an
extent, explain the differences between AD anfiC formations (or blends and clipping
compounds) reported, for example, in Grie€2006). It is important, though, to take into
consideration the fact that in the above analysis the data were not divided into groups
according to the structural types (AC, AD, etc.) and the structural type was not included
as a variable. On thene hand, as a result of this approach, the model could not
distinguish between, for example, the initial segment (A) in AD blends and in AC
formations, which means potentially valuable data were not obtained. On the other
hand, differences between differat types of splinters are observedevertheless which

is one of the reasons why it is justified to make this structural distinction. Further
analyses in this chapter and also i€hapters 6and 7 include structural types and aim to
detect specificdifferences between themin particular, between formations which can

be classified as clipping compounds (AC forms) and formations of other structural types
4EA EZAAO OEAO AEOANOAT AU EO TTA 1T &£ OEA EAAQDI
formation can be evidencef the relative informativity of the phonenes comprising the
source words. That isthe more frequent the phoneme the less information about the

01 OOAA xT OA EO OPAAEAAG ET EO AT A OEAOAAE OF
splinter. It is not clear from the above results whether the correlation between the
splinter length and the phoneme frequency is observed only in close proximity to the
switch point, or throughout the whole word. This is due to the limitation of the analysis
described in section 4.2.1, i.ebecauseonly the ranking of thetwo boundary phonemes

in each splinterwas consideredWhat is important for the aims of the present study is
that such a relationship is observed in blends, which signifies thae informativity o f

the constituents influences blend formation. This resultalongside the evidence, for

example, fromBell and Plag(2012) concerninginformativity as a eterminant of
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compound stress, signifies that informativity may work on different levels of word

formation.

It is clear that the frequency of the separate phoneegs is not the only factor determining
the switch point position in a blend: earlier research(e.g Kubozono, 1990; Gries, 2012;
Arndt-Lappe and Plag, 2013has shown the value of other factors. Some of these factors

will be considered in the following section.
4.3 Structural properties: Interaction with phonology

4.3.1. Data and methods

Many studies of the phonology of blends focus on the place of the switch point in their
syllabic structure. However, the relations between structural type and prosody
(considered here narrowly in terms of syllable structure)have not been taken into
consideration. In this section the interaction between the syllable structure of the blends
(more specifically, the position of the switch point in relation to the syllable structure)
and their structural type will be discussedlt will be considered whetherthe syllable
structure provides grounds for taxonomic differentiation between different structural

types, in particular blends and clipping compounds (AC forms).

It is mentioned in the literature (e.g. Kelly 1998; Bauer 2012)hat the switch point in
blends usually goes either on the syllable boundary or between syllabic constituents, e.g.
between onset and rimeThe position of the switch point for each blendnd clipping
compound in the collected corpus was determined with regard to the syllable
constituents. It has to be noted, however, than in numerous cas of phonological
overlap it is not possible to unambiguously determine the position of the switch pot.
For example, it is not clear whether the overlapping segmentz/ in the blend

Iblz  OdmesfromW1hblz rd/orfromW2/d z  © @ indeed from both. That
is to say,there is no way to decide whether the two splinters comprising the blend are
/bl +/z O ol z/ +/ Odd/ bl/ +/ z © o avoid this ambiguity, the
phonological content of the splinters and the position of the switch point is determined
with regard to all the phonemes from both of the source words that are preserved i
blends, including the overlap. In other words, if an overlap takes place there are two
possible switch points, one before and one after the overlapping segment. In case of
/bl z O uch an analysis results in identifying the right splinter bl z/ wit h the
switch point after /z/, and the left splinter / z 6 with the switch point before / /.
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Because of this approach to determining splinter boundaries, the position of the switch
point(s) is in most cases inseparable from the position of the overlafherefore, two

possible switch points are accounted for in the analysis.

Depending on whether the full syllables of each sourcgord are preserved or not, all the
blends in the collected corpus can be divided into four grougsresented in (4.4). In the

transcriptions below the parts of the source words which are not retained in blends are
in parentheses, the overlapping segments are in bold type, and the syllable boundaries

are marked with dots (if not already indicated by stress marks).
(4.4)

a) YYz whole syllables are preserved both from W1 and W2, the switch point is on
the syllable boundary. shyPod¥ shy +iPod a.p dN a + a.(jp d)/, neologasm
N neologism + orgasml El. . & U TiE. (d zm)+( ). aU8; I

b) YNz whole syllables are preseved from W1 but not from W2, the switch point is
on the syllable boundary of W1, often there is an overlgp.g. injewtheran
/dO &fn/,Jewd O/ is retained in its entirety, while the syllable /I Oin

Lutheran¥ j)O4d [r. n/ loses its onset

c) NYzwhole syllables are preserved from W2 but not from W1, the switch point is
on the syllable boundary of W2, often there is an overlge.g. inmicrowait
/ ma.kr .wet/,microwave/ ma.kr .we (v)/ loses its coda, whilewait / we t/

is retained in full;

d) NNz whole syllables are not preserved from W1 or W2, the switch point is not on
the syllable boundary of either words chofaN chair + sofalt .f N t(e )+
(s) .f1.

Note that the syllable boundariedor the source wordswere taken from CEPDand that
overlapping segments were coded twice, separately for W1 and W blend formation
resyllabification often takes place, and the syllable structure changes. The four groups in
(4.4) were formed according to what syllables of the source words arngartially)

preserved in the blend irrespective of whether they are still whole syllables in the blend

or they undergo resyllabification.
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4.3.2. Results and discussion
Table 5 shows how four of the major structural types of the blends (central replacement
blends have two switch points and therefore cannot be compared with the other four

types here) are distributed in our corpus in terms of their syllable structure.

It is clear that AD blends demonstrate a tendency to preserve full syllables fromil as in
jewtheranin (4.4b). Moreover, over 50% of blends which preserve full syllables from
W1 also preserve full syllables from W2, g.wedsite/ wed.sat/ N wedding/ wed.( £ g
website/( web).sat/. Overall, there is a clear tendency to retain full syllables fronthe
beginning of words (which is the case for 246 AD blends, i.e. over 70% of all AD blends
in the data).

Table5. The syllable structure of the four main types of blends

Syllable Blend type

structure of the

blend AD AW WW AC
YY 131 39 28 6
YN 115 0 0 6
NY 26 43 1 6
NN 60 1 0 5
Total 332 83 29 23
Grand Total 467

At first sight it seems that AW blends differ from AD blends in this respect becauseer

half of them are NY, e. gnicrowait in (4.4c). However,in AW blends the switch point

does not enter the second source wordandtherefore the preference to preserve the

beginning of the word which can explain this distribution.

For WW blends full preservation of the source words results in preservation of full

syllables from both of them apart fromhomoblivious homo + oblivious
/,h.m Dblv.i.sN h

.m ( )+ blv.i. s/ wherethe/ [/ of Wlis not likely to be fully

pronounced and hence only schwa vowel was included in the transcription of the blend

In case ofclipping compoundsit is by definition the beginning of the word which is

preserved in all cases, therefore this factor is a defining one for this group. It is also
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worth noting that no clear preference for any of the four situations in terms of syllale

preservation is observed for AC formations.

In the YY group, the position of the switch point is always on a syllable boundary. This
includes cases with overlap, in which both potential switch points fall onto syllable
boundaries. InYN and NY groupshe switch point (or one of the two switch points, in

cases of overlap)vas found in the following positions:
(4.5)

a) between onset and nucleus (119 observations), e.ig.W2 ofblizzaster
/bl z 8 ®©6lizzard/ bl z( rd)/ +disaster/(d) z 8,00

b) between nucleus and coda (6®bservations), e. gboth in W1 and W2 of
cheapuccind tE BB 8V cheap/t E / Pcappuccind( keg)p. tE 81

c) within onset (8 observations), e. gin W1 ofawkfest/  E 8/ & /a@k®ard
| BnEd) + fest/fest/;

d) within coda (1 observation) in W1 offrienvy/ fren.vi/ N friend/ fren(d)/ + envy

[ en.vil .

A conditional inference tree (decision tree) analysis was performed to figure out if the
switch point placement isrelated to the structural type of blends. The nethod involves
estimating a regression relationship between the variables by binary recursive
partitioning in a conditional inference framework. In the process of building a decision
tree, thedependent variableis analysed in relation to one or several idependent
variables. First, the algorithm tests the null hypothesis of independence between the
dependent variableand any of the independent variables. If the null hypothesis is
rejected, the independent variable which has the strongest association withé
dependent variableis selected. At this stage, the data is split into two groups (branches)
EAZ OEA AEZAZEZAOAT AA AAOxAAT OEA OAI OA 1T &£ OEA
from one node is statistically significant at the 5% level (that ighe p-value must be
smaller than 0.05 in order to split the nodg. Then this process ise@cursively repeated
until further splits are no longer justified. Each time the full set of independent variables
is taken into consideration for a potential node split, sthat the same variable can cause

more than one split (seeHothorn et al.(2006) for a detailed description of the method)
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In the following analysis, the position of the switch point and phonological overlap were
used as independent variables, anthe structural type of formations (AD, AW, WW and
AC) asthe dependent variable A decision tree was built for each of the groups: YY, NN,
YN and NY. As eesult, the only group in which a significant effect of the independent
variables on the type of the fornation was detected is YN. The trees built for YY, NN, and
NY groups did not show any splits between the nodes which means that for that part of
the data the structure of the blend or clipping compound did not appear to be the
outcome of the switch point paition and overlap. The outcome othe decision tree
analysisfor the YN group (consisting of 115 AD and 6 AC forms, see Table 53hswn in

Figure 8, the exact pvalues aredisplayedin the node labels.

SwitchPointW2
p = 0.029

within onset,
or between nucleus and coda  Petween onset and

nucleus
overlap
p =0.004
<0 >0
o N

Node 2 (n = 45) Node 4 (n = 13) Node 5 (n = 61

Figure 8. The results ofhe decision tree analysis of the influence of the switch point placement and
the phonological overlap on the structural type of a blientthe YN group

AC

0.8

0.6

0.4

0.2

AD

One of the distinguishechodes(node 2), in which the switch point is placed either
within onset or between nucleus and codacontains42 AD blendsand 3 AC Among the
blends where the switch point is placed between onset and nucleus, twmdesare
distinguished (nodes 4 and 5): with an overlap consisting only of AD blends, and the
group of nonroverlapping blends containing3 AC formsand 10 AD It appears from the
outcome of the decision tree that AC formations are distinguisheidom AD blendsby

lack of overlap In sum, AC formations deviate from the rest of the data in two aspects:
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first, they do not tend to preserve whole syllables from their source words, second, their

source words do not phonologically overlap.

In Gries(2006) it was stated that clipping compounds behave differently in terms of
recognisability of their source words mainly, the switch point falls earlier than is
necessary for the source words to be easily recognisable tyeir phonological and
orthographical material. The results above confirm that the formation of AC does not
involve the same phonological constrairg as the formation of blendsHow exactly it is
related to the recognition of the source words will be further explored in Chaptex 6 and
7.

It is essential to bear in mind that recognisabilitywvorks differently depending on
whether the initial or the final segment of a source word is included in the blend/ore
discussion of the factors which are important for word recognition will follow inChapter
5, so here | will only make a note of what is essential for the present analysis. As
mentioned, for examplejn Whitney (2001), word beginnings are remembered more
easily than word endings or middle parts. On the other hand, in addition to the
graphemes and soundper se a word can be recognised by its rhythmic patter(Gries,
2006). The number of the phonemes (or, to be more precise, syllabic constituents) that
are preserved from the beginning of each source word is determéd by how many of
them are sufficient for the source word to be recognisable. AC forms differ froather
structural types in this respect because the switch point is positioned: ITelatively
early; 2) differently within their syllabic structure. If the end of the word is preserved
the main stress position and the overall prosodic structure of the wortbecome
important for recognition. Cannon(1986) observes thatblend words tend to retain the
main stress of one or both of their source wordsRecent studies, for example, B&l and
Cohen(2012), have revealed, more specifically, that the stressed syllable of the second
source word is more likely to be preserved in a blend than the stressed syllable of the
first source word. An OT analysis of exp@nentally induced blends inArndt-Lappeand
Plag(2013) has shown thateven if thestressed vowel, or even all the phonemes of the
stressed syllable are not retained in the blend, the prosodic structure, that ithe
number of syllables and the main stress position of the second sa#& word tends to be

preserved.

The studies above discusthe preservation of the prosodic pattern in blends which

combine the beginning of one word with the end of another, that is, according to the
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present classification, in AD blends onlyA decisia tree analysis was carried out to
check whetherthere is adifference between AD blends and other formations in the
present corpus in terms of preservinghe prosodic pattern of their source words. The
prosodic pattern was defined, followingArndt-Lappe andPlag(2013), as the overall

number of syllables plus the main stress position.

{wi, wi} {wiw2, w2}

wi wi
Mode 3 (n =50) MNode 4 (n = 106) Mode 5 (n = 307)
1 - 17 1 -
0.8 0.8 — 0.8 +
0.6 - 0.6 — 0.6
0.4 - 0.4 - 04 —
o ﬂ " ]ﬂﬂ; ]
0 =1 0 - 0 — e
AC AD AW WW AC AD AW WwW AC AD AW WwW

Figure 9. The prosodic pattern afource words repeated in a blend as the predictor of the structural
type of the blend

For the decision tree displayed in Figur®, the prosodic pattern of a formation was used
as an independent variableand the structural type as the dependent variableThe node
labels wl andw?2 in Figure 9 stand for reproducing the prosodic structure of W1 and W2
respectively. The labewl1w?2 means that the prosodic pattern of both the source words
is preserved, which is the case for 20 AD blends and 1 AW blend, 9 of thexmnosyllabic
those of both the source words were labelled ag0. As seen in Figure&, AD structural
type is overrepresented in node 5, i.ethe majority of ADblends follow the prosody of
W2, or preserve the prosody of both their source wordsAW formsare over-represented
in node 3, that is, the majority of forms thateproduce the prosodic structure of Wlare
of AW type although a considerable numbeof AW donot preserve the prosodic
structure of any of their source words (node 4). No WW blendsreproduce the prosody

of W1 (no WW forms in node 3), but no clear tendency towards preservation of W2
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prosody in WW can be determined either, as they amsplit betweennode 4 and node 5.
AC is the only structural type which almost categorically appears in one node (node 4),
which indicates thatalmost all AC forms do not followthe prosodic pattern of any of

their source words.

In sum, phonological differences betweenlbnds and clipping compounds have been
revealed at different levels: at the level of phonemes, syllable constituents, and the

word -level prosodic structure.
4.4. Semantic properties: Interaction with structure

4.4.1. Data and methods

The semantic properties of blends haveoften been used as the basis for their
classificationaccording to the relationships between their source words, similar to the
classifications of compounds according to the semantic relationships between their
components, e.g. in Downin@l977), Bauer(1983), Benczeg2006) and Renner(2008).
In some cases particular semantic properties were used as distinguishing features of
blends. For example, in Adamgl973), Berg(1998), and Kelly (1998) a word is classified
as a blend (or at least as a typical blend) only if its source words are in some kiod
coordinative relation, e.g. synonymic or antonymic, or are hyponyms, otherwise it is a
clipping compound. Making this distinction seems, however, no less arbitrary then a
similar distinction based on purely formal properties of blends and clipping compunds,
as was shown irsection 2.2. An integrative approach to this problem might help find
more reliable grounds for distinguishing and classifying blenddn this section, the
interaction between the form and the semantics of blends will be consideredn attempt
to make a subtle classification of semarttitypes and subtypes of blendssinot among the
aims of the presentresearch, therefore only two main semantic types were taken into

consideration, based on the classification from Bau€R006):

D z A

1. paradigmatic origin blends chofa AEAEO O OI bizkdid +Alisakte;UA OO A

2. syntagmatic origin blends fakeA OE | 1 AAEA midelidOET T h AOE
4EAOA OAOI O AOA OuiiTuiiToo Oi OEA OAOI O OAI
example, in Bauer(2012). Referring to the blends as having either paradigmatic or

syntagmatic origin implies looking at not only the semantics, but also the origin of the

blends. Paadigmatic origin blendscan be glossed by linking their source wordsvith an
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andor or (chofahas properties ofa chair and a sofa Syntagmatic origin blendscan be
glossed by modifying the second source word by the first on@.g.briet is abride diet, i.e.
a kind of diet). Itis possible that a blend of either kind actually originates froran item-
familiar word combination of the correspondingtype, but it is notnecessarilythe case
Defining the semantic type of neologisms in my collection relies ahe definitions and
the source words provided in the sources, and on the semantic relations between the
source words analysed in accordance with the criteria in Baug¢R006) . Thus, the data
are distributed into the semantic categories in thdollowing way: 391 formations have
syntagmatic origin, 109have paradigmatic origin, andthe remaining6 are classified as
O1 O.HRelafter group includes formations which argroblematic to assign to either
semantic typebecause the order of the source words in the explaining word
combination is reversed as inepiphanotN not an epiphanyor is questionable as in
collelephantN college + elephani, AAT ET ¢ OA AltAoOdb Ane Aight drgheC A 8 8
that the source words ofcollelephantare in subordinative relations, this blend is still
different from other subordinative origin blends. If we assume that it is a subordinative
blend parallel to others, this would imply that the second source word is the head word,
ie.thA T AATET C x1T O A AA OI i ACEETCEEBEAOCOARODAUADE
which is not what the context demands.

Combinations of source words, i.e. cases of their inmediate-oocurrence, were looked
up in COCAor each blendor clipping compound. trespective ofthe semantic typeof the
blend or clipping compound in question, both subordinative and coordinative
combinations of its source words were looked upThe subordinative word combinations
could haveonly one possible word order which wasdetermined by the meaning of the
blend, and the coordinative word combinations could havéifferent order of
constituents. In coordinative word combinations the source wordscould be conjoined
by and or or, or could havea comma or a hyphen between therrall these variants were

looked up in the corpus

4.4.2. Results and discussion

For about one third of the data(149 of 506 lexemes)the source word combinations

could be found in COCA, and in the vast majority of cases only one type of combination
was attested particularly, coordinative (either in direct or in reversed order, or both)

for paradigmatic origin formations, and subordinative for syntagmatic originformations

(the exact numbers are given in Tables 6 and)7
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For 54 of 109 (49.5%) blends of paradigmatic origin, coordinativeource words
combinations are attested in COCAAs forsyntagmatic origin blends only 18.9% of the
subordinative combinations of their source words (74 out of 391) were found in COCA.
The doserved difference is higher than could be suggested by change<0.01 for a t-test
of the difference of proportions).

Table6.The distribution of the data with regard to the semantic origin and the type of source word
combinationsattested in COCA

Semantic Number The combination of source words attested in
type of of types COCA
formation in the (number, % among all formations of the given
collection semantic type)
Subordinative Coordinative None
In direct In reversed Total
order order
Syntagmatic 391 74 22 11 18 302
origin (100%) (18.9%) (5.6%) (2.8%) (4.6%) (77.2%)
Paradigmatic 109 20 46 41 54 51
origin (100%) (18.3%) (42.2%) (37.6) (49.5%) (46.8%)
Other 6 1 1 0 1 4
(100%) (7.8%) (7.8%) (0%) (7.8%) (66.7%)
Total 506 95 69 52 73 357
(100%) (18.8%) (13.6%) (10.3%) (14.4%) (70.5%)

Table7. Source words combinations extracted from COCA

Type of source Number of types in Number of tokens Examples
word combination the data set for in COCA

which this type of

combination was

found
coordinative 69 11676 chair and sofa
coordinative, in 52 5550 sofa and chair
reversed order
subordinative 95 1664 fake vacation

Moreover, the decision tree analysis with frequency and type of source word
combinations as independent variables predicting the semantic type of tfermation
shows (Figure 10 that the frequency of the subordinative combinations of the source
words doesnot affect the probability of forming a blend of them (this is why it is not

shown in the decision tree although it was included in the analysis as an independent
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variable), while the frequency of coordinative combinations affects the probability of
paradigmatic blends. Blends of this kind are more likely to be formed if the
corresponding word combinations are attested (nodes 4 an8l in Figure 10) than
otherwise (node 3). This is an important piece of evidence for the practicability of

distinguishing between neologisms ofsyntagmatic and paradigmatic origin.

1~
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<0 >0
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— \ \
\
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Node 3 (n = 394) Node 4 (n = 10) Node 5 (n = 63)
1 1 1
0.8 0.8 — 0.8 4
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04 04 — 0.4
0.2 H 0.2 0.2 4
0 \ T T 0 T T T 0 T T T
other para synt other para synt other para synt

Figure 10. Frequency and type of source word combinations as the predictor of the semantic type of
blendsCoCombi COCA frequency of the coordinative source word combinatidiréct order;
CoRevi COCA frequency of the coordinative source word combination imgeveder

Consider now the structural type of a blendn relation to its semantics.The analysis
below is focussed on four structural types: AC, AD, AW and WWieTmajrity of
neologisms of allstructural types is of syntagmatic origin the proportion of syntagmatic
origin formations of three structural types being roughly the same (75.4% of AD forms,
75.9% of AW and 77.3% of A@rms) and higher (89.7%) for WW blendsIn terms of the
proportions of the lexemeswhose source word combinations are attested in COCi#vo
structural types differ from the others, as shown in(4.6): for WW blends it is
considerably lower and for AC formations considerably higher than for the reaining

two types.
(4.6)

ADZz 96/332 (28.9%)
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AW 7 28/83 (33.7%)
WW Z 2/29 (6.9%)
ACZ 11/23 (47.8%)

Coincidentally or not, these are the structural types which differ from the rest of thdata
in terms of the degree of preservationof the source words WW blends, e.g.
predictionaryN prediction + dictionary, stoptioN stop + optionfully preserve their
source wordsdue to the overlap and AC formations preserve relatively small portion
of the phonological and graphical material of their source wordé&s shown in 4.2.1.).
This, in turn, results in lower potential for recognisability of the source words from an

AC form, as discussed in Chapter 2.

=26

Node 2 (n = 453) Node 3 (n = 14)

1 14
0.8 0.8
06 0.6 —
04 04 —
02 4 02—

0 - — T T \ 0 - T T T

AC AD AW ww AC AD AW ww

Figure 11. Frequency and type of source word combinations as the predictthrs sfructural type of
blends SubComb COCA frequency of the subordinative source word combination

Thus, WW blends seem to be formed using completely different principles, rather than
merging together words that are freqently encountered side by sideAs for AC
formations, an oppositetendencyis observed. The recognisability of the source words
seems to be of low priority for the formation of these blends because of the different
principles of the switch point placement. AC formations demonstrate a teracy to be
coined out of words that are encountead together. As the decision tree in Figure 11

shows, the proportion of AC forms is significantly higher in nod8 than in node2. The
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subordinative source word combination frequency for node8 is over 26, while the
frequency of the subordinative source word combinations of blends in node 3 is l@&.
This means that a complex formation merging together two words is significantly more
likely to take the AC form if the frequency of the corresponding subordinate source
word combination exceeds26. This result implies that an AC form is more likely to be
formed as a contraction of arestablishedword combination (i.e. a clipping compound in
the sense that it is a clipping of an existing compound) than as a negism naming a
completely new notion.The latter is, for example the case with hybrid names such as

chofaN chair + sofa

If the semantic relationships between the source words are used for the classification of
blends among other morphological processeshen blends are often juxtaposed to

.- ~ o~ o~

AT T OOAAOGEI 10 1T &£ O6xi OA& forrilatdd in KibAzBrOIOOEAA AU OE
000iI T ¢ POAEAOAT AA O1 E whizh he@nk tha,luilikd 0ldndsOE OA OAIT A
complex clippings (AC formations here) tend to merge together words which could

appear as a compoundlhe analysis of the interaction of the structure of the formatins

and the semantic relations between their source words showthat the structural type of

a neologism isindeed relatedto its actual origin.

4.5. Interim conclusions: Phonological and semantic factors which

influence the structure of blends

The coinage éblends does not employ morphemes but involves extraction of segments
of the source words and merging them togetheiollowing prosodic rules, which
determine the position of the switch pant. The findings described insections4.2z4.4
reveal the factors that influence the switch point placement: thesonority and frequency
of boundary phonemesand the syllable structure of the source wordsThe correlation
between the sonority ranks of the phonemes adjacent to the switch poimdicatesthat
blend words are formed in accordance with the phonological constraints for English
words. The positive correlation between the frequency of boundary phonemes and the
splinter length can be explained by the recognisability of the source words, which has
been shown to bean important factor in blend formation (Gries 2004, 2006, 2012) The
frequency of the phonemes, as an indire@hdicator of their informativity can be related
to recognisability of the source words from the splinters in blends and clipping

compounds. This study has shown that in terms of the switch point position AC
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formations behave differently from AD blendsFirstly, they preserve less material from
the source words than AD (or any other type of formations considered in the analysis
above). In addition to this AC formsdemonstrate a clear preferencdor the switch point
to be placed between onset and nucleus ithe situation of no phonological overlap,
whilst AD blends do not show any preference in this respect at allthough on the
surface (consideringonly the phoneme sequences) the phonology of both AD and AC
forms is similar to the phonology of other morphdogical categories, e.g.
monomorphemic English words, the picture becomes different if we take into
consideration the position of the switch point in the syllabic structure and the factor of

recognisability of the source words.

Another factor which must betaken into consideration in an analysis of the structure of
blends and clipping compounds is the prosodic contour of their source words. The
analysis insection4.3 shows that whether the stress pattern of the first or the second
source word (or of none & all) is preserved, is not independent of the structural type of
the formation. The majority of AD forms preserve the prosodic pattern of the second
source words, which is compatible with earlier findings in literature. Unlike AD, AC
forms tend not to preserve the prosodic pattern of any of their source wordsThe fact
that AW blends tend to follow the prosodic pattern of W1 rather than W2 can be
explained by purely technical reasons. The first source word of AW blends usually has
more syllables than the scond (or, to put it the other way round, W2 is fully preserved
in these blends due to the fact that it is short, usually mon@r disyllabic), e.g.
passthoughtN password + thoughtTherefore it is impossible for the whole blend to
reproduce the prosodic structure of the second source word. Besides, as the second
word is, by definition, fully preserved in AW blends, it ensures its recognisability and
makes its prosodic structure lessmportant for recognition. It must be noted, however,
that a small group of AW blends, e.gnvicleanN environment + cleardo not follow these

tendencies and resemble AC formations in this respect.

It appears that two contradictory factors influence theformation of blend words. The

first is the relatively frequent co-occurrence of the source words and, therefore, the
possibility of an established semantic link between them. The second factor is the
creation of such a link simultaneously with the formatim of a blend, which requires a
high degree of recognisability of both the source words. Recognisability is not so vital in

the first case because the semantic link is already there and the main aim of the
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formation of a new lexeme is merging the source wadis together in a compact form. The
first factor, therefore, is responsible for producing clipping compounds, the second is

responsible for blending.

This model can explain the differences in the formation of blends and clipping
compounds. Recognisability bthe source words is achieved by balancing the
preservation of the longest possible segment of both the source words (an ideal case
would be a WW blend) and the prosodic pattern of at least one of them. Which prosodic
pattern is preserved depends on theelative length of the source wordsand the blend

the position of the source words(the second source word is more vulnerable if it loses

its beginning, so it is essential to preserve its prosodic pattern) as well as on which of
them is more valuable for he semantics of the blend. Thus, if one of the source words is
the semantic head, it may be the cause for the whole blend to reproduce its prosody, the
default pattern for English blends being the preservation of the second source word
prosodic pattern. The results of the experiments reported in Shaw et 82014) show

that, at least for blends labelled here as AD, this is indeed the case. The experiments by
Shaw et al. demonstrate that AD blends which can be analysed as rigleiaded tend to
preserve the prosodic pattern of the righthand source word to a greater extenthan
paradigmatic origin AD blends, which do not have a semantic head. In the present study,
this works for AD blends and the majority of AW but WW and AC forms behave
differently.

As for AC forms, recognisability seems to be a less important factor fbveir formation
than for AD blends. A detailed discussion of the matter and statistical evidence of the
differences between the two categories in terms of the recognisability and the similarity
of the source words is provided in Grie$2006, 2012). This study finds explanation for
these differences in the fact that AC forms originate as an instance of shortening which
often implies the existence of a frequently used combination of source words and the
existence of a certain semantic link between them prior to the formation of theew
lexeme | tried to filter out such casesat the stage of data collectiorfseesection4.1), but

the analysis las shown that this might be thedefining feature of AC forms

WW blends are on the opposite end of the axis from AC forms. In WW blends, the
conditions for the recognisability of the source words are met more successfully than in
any other structural type of blends, because both words are preserved in full. The

frequent co-occurrence of the source words of these blends is, on the other hand, the
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least probable caseA possible explanation of these features &/W blendsis that they
are an instance of creative word formation introducing a new cognitive unit To what
extent this is true, and whether this also relates to AD blends will be explored in the

following chapters.

Contrary to the claim, for example, in Tomaszewitc2012, p. 221)OEAO O1T 1 OA1 AO
between the phonological structure and syntactic origin is assued to exist in the

wl ¢l EOE Al AT Adboh OEA AT AT UOEO OEAO ET O1 1 OAC
that the origin has its explanatory value. Considering the origin of a blend alongside its
structure, it is possible to distinguish two groups of AW fans, some of them likely to be

formed as blends (e.gapproximeeting, others as clipping compounds (e.gnviclean

see alsacontrail N condensation + trail, lumist luminous mistin Tomaszewitcz(2012,

p. 228)), although some cases still may be debatabl

The results of this researchmake an important contribution to the resolution of a much
discussed problem: whether clipping compounds and blends are the same type of word
formation or not. In terms of purely formal or purely phonological features theséwo
groups of words demonstrate different behaviour, and the reason for thisds in their
semantic properties.AGforms seem to appear contractions of existing compoundsnd
therefore can be labelledas clipping compoundsUnlike AGforms, aher blends are
indeed more likely to be instances of creative word formation involving the formation of
new notions in the process of conceptual integration. In other circumstances, a blend of
digital and cameracould bedigamera,but because it was probably coinedsthe
shortening of already establishedligital camerait took the form of a clipping compound

digicam.

Going back to the different approaches to classifying blends as a word formation type
given in the Introduction, | have to note that to calblends either an instance of
shortening or an instance of compoundingvould be imprecise as the process of blend
formation appears to be more complex. It is likely that blends or clipping compounds are
formed in one of two possible situations: either pure shorteningakes place (in most
cases after compounding) which results in the formation of clipping compounds, or
shortening and compounding happen simultaneously. In both cases phonological rules
apply, but in the second case the output word not only has to sounié¢ a normal

English word, but also has to preserve enough material from its source words for them

to be recognisable. This is achieved by preserving a certain amount of the phonological
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material from the source words, as well as prosodic patterns of theparopriate source
word. This leads to a conclusion that both formal criteria that were stated in the working
definition in section 3.1(i.e. partial loss of the phonological/graphical material and not
being formed by concatenation of morphs) are importantor distinguishing blends from

the neighbouring word formation categories.

Applying these criteria tothe corpus of data which was analysed in the present chapter
leads to a somewhat paradoxical conclusion: blends and clipping compounds are
definitely not the same because they have different reasons for appearing and
morphologically (if this word indeed can be applied to their formation) they are formed
according to different principles. Yet the ultimate boundary between thetwo categories
is impossible todraw because there are, however few, marginal cases the formation of

which may be equally successfully explained by either principle.

It has to be noted with regard to the results presentetiere that some of the conclusions
(in particular, the analysis of the syllable structure of the data isection4.3) are based
on small data samples, and therefore should be treated with cautioDespite these
limitations, the results presented in this chpter provide important evidence of the
influence on the ceoccurrence of constituents on the form of the output items. The
relations between the structural type of the items and the recognisability of their source
words are further explored in two experimental studies described in Chapters 6 and 7.
Some ways to provide further confirmations to the claims madkere will be suggested

in the following chapter.
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Chapter 5. Deconstructing blends: Insights from psycholinguistic and

cognitive studies

Studying phonological and structural regularities of blends and related morphological
phenomena consistently leads to the questions of 1) how blends are constructed from
the point of view of their coiners, and 2) how the readers or hearers of blends perceive
and understand them. As is clear from Chapter,2hese questionshaveoften beenraised
by researchers conducting descriptive and corpubased studies of blends within
various theoretical frameworks. The findings of the lexical data analysis presented in
Chapter4 also reveal thatthe differences between structural types of blends and
clipping compoundsare relatedto factorsinvolved in producing blends and to the
recognisability of the source words. It appears that it is difficult to make inferences
about the mechanism of blending without referring to psycholinguistic and cognitive
phenomena related to the formation and processing of blends. A closer look will be
taken at these in the present chapter. Section 5.1 provides an overview of studies
discussing the s&ection of the source wordsthat make uppotential blends, and the
semantic features of blends related to thiselection. In section 5.2 the recognisability of
the source words of blends and clipping compounds is considered in the light of
psycholinguistic studies of word recognition. Section 5.3 outlines the theoretical and
methodological assumptions that are utilised for the experimental study of the

processing of blends and clipping compounds undertaken ithe current research.

5.1. Cognitive mechanismsof blending revealed in the form of blends

In psycholinguistics, studies of blendsvere initially concerned with speech error blends

as part of the research otapsus linguaen general. Speech error blends occur, as

proposed in Fromkin (1973b, p. 235), when two words seem to be able to express what

OEA OPAAEAO EAO ET T ET AR AT A OEAOAA&E OA OEA
001 OACA Ai i PAOOI A1 Oh xEOE OEAEO fépeethefrar | CEA £
blends analysed, for example, in Fromki(l973b) and Garrett(1975), are seenas a

result of simultaneous activation of two words, when the speaker produces both

competing words instead of selecting one of them.HE competing words tend to be

semantically related, as, for exampldaggageand luggage(which are in synonymic

relations).
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Production constraints that regulate intentional blends and speech error blends are
considered in Berg(1998). Wsing the collection of blends from Pound1967), Berg tests
the predicionsOEAOqd pQq OET OAT OET T Al AT AT AO AOA OOAEA,

OT ET OAT GETT Al 11A0G6N ¢cq OOEAOA Ai1 OOOAET 60O OE
present) in wilful language patternstharE1 Ol EPO T £ OEA OiI 1 COA r 888"
ET OAT OETT O 1 Au OAAOGAAR AOO 110 AT 1iBeigh OEA EI b

1998, p. 152) The following similarities between intentionaland unintentional blends

are revealed and analysed:

I the source words ofboth intentional and unintentional blends (Berg uses the
OAOiI OET OAOAAOAT 6066 Qq AOA Al 11 QIsip. xAUO 1 £
152);

T if one of the source words begins with a consonant and another with a vowel, the
unintentional blends tend to begin with the consonant (thus, the source word
which starts with a consonant is put in the first position) and the intentional
AT ATAO OA&I 111 x OEA OAIT A @oOdkjipAibsy OET OCE O A

i with regard to the length of the blend, the speech error blends amore often
longer than each of their source wordshut this is not as frequently the case with
intentional blends (1998, p. 155),

i 1T OA OEAT EAI £ jovw8ebq T £ ET OAT T T Al Al Al
ArerAAO6 AU " AOCcqQh xEEAE EO Al @9ssh. AEAOAAOA
156);

T in terms of the semantic relationships, the source words of speech error blends
are often synonyms while this tendency is weaker in intentional blends, due to
OEA ZAAO OEAO Ofr OYEA OITTEOEITTAI Al AT AT O EIT
of semantic features from different lexical items so as to create a word with new
i AAT E19980. 157)

Berg concludes that the formation of both intentional and error blends is regulated by
the same production constraints, but the influence of these constraints on the form of
intentional blends is weakened by the interferencef the intentions of their creators.

The differences in production processes are reflected in the formal differences. Berg,
however, argues that the observed differences between intentional and error blends are
minor in comparison with what they have in @mmon. This agrees with the results of

other studies that show that blends are subject to the same general production
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constraints that are at work in the given languagdt should be noted though that he
tendencies revealed by Berg apply onlytoapart &1 OT A6 O AAOA AAAAOOA
intentionally excluded formations of syntagmatic origin, e.gorinister N Prime minister

which he considers to be of a different nature.

A comparative study of phonological and semantic properties of speech error blends and
intentional blends by Grieq2006), discussed in Chapter Zhowedthat the degree of
phonological and graphical similarity between the source words of intentional blends is
higher than in random word pairs, but lower than in the source words of error blenddn
terms of the relative length of the source words, Gries observes thdlfawing: error

blends tend to be formed of words of approximately equal lengths, while the first source
word of intentional blends is often shorter than the second source word (see also similar
findings in other studies discussed in Chapter 2J-rom the pant of view of semantics,

' OEAOG6 £EET AET CcO AOA Al i PAOEATI A xEOE "AOCd6O
source words of error blends are more often of synonymic nature than in intentional
blends. Moreover, the findings inGries(2006) reveal that the semantic relationships
between the source wordsof intentional blends are of a more constrained nature than
between randomly selected wordsThe semantic relations between the source words

differ for error blends and intentional blends, as also shown by Berg.

In sum, the findings of the studies above demonstrate that intentiai blends and error
blends are formed under the influence of similar production constraints, which,
however, affect the formation of error blends and intentional blends in a different way.
Studying the processing of speech error blends is not the aim ofishstudy. Therefore,
this section will further cover the research on the cognitive aspects of intentional

blending.

Some recent cognitive treatments of blends are formulated within the framework of the
conceptual integration theory by Fauconnier and Turne( Turner and Fauconnier, 1995;
Fauconnier and Turner, 1998,20028 7EEI A &AOAT 1T EAO AT A 400I
their theory is not developed to deal with lexical blends as defined in this thesis.

However, more recent cognitive works on lexical blendg.g. Kemmer, 2003have been

based on conceptual integration theory, so it is useful forovide here a general outline

of the theory.

87



Fauconnier and Turner introduce the notion of conceptual integration, a cognitive

POl AROO OEAO 1 DAOAOGAO 1 OAO Oi AT 6AT OPAAAOGSE AA
constructed as we think and talk, for purposes of underét! AET C A l(FAucdh®eDET T 0

and Turner, 2002, p. 40) The mechanismi £ AT 1 AADOOAIT ET OACOAOQEITT E’
OPAAAOS xEEAE AOA DOl EAZOERA ORI AA Alskx 1AU AA GDAEAEGDA
i AT A1 OPAAA OET EAOEOO DPAOOEAIiIseteiod®AOOOA £EOT i
discussed by Facounier and Turner may include a range of elements such as the roles

of the speaker and the listener, time, space, and various characteristic features of a

denotatum (for instance, questions and answers are elements of the cognitive space
OAAAAOAGBG @ef cohcéptudl intBghatiod, lor conceptual blending, as the authors

prefer to call it (Fauconnier and Turner, 1998, p. 3)various connections between

elements of the input spaces are exploited and brought into the blended space. Some of

the connections that may be activated are similar speaker roles in two inpgpaces,

similar characteristic features of the two denotata, associative and metaphorical

connections.

The main sphere of use of conceptual blending theory fonalysing language or speech
is atthe textual level, or as method of discourse analysis. & possible though, as is
postulated by its authors, to apply it to the analysis of noumoun compounds For
example, in a compoundand yachtf OA 1 O @ §thé&sertnbric éhararterGtic
OAZPAT OEOAG x E E AykchtE Broudhdt®thefbiediad Aphce ofEh® E
compound meaning.

Somelinguists extend the field of application of this theoretical framework to the
analysis of lexical blendsin which both the form and the meaning of the source words
are integrated. A prime example iemmer (2003). First of all, Kemmer confirms that
the analysis of blends as a morpholagal phenomenon must not involve attempts to
divide them into traditional morphemes or morpheme-like parts, and therefore suggests
a schemabased approach (whichshe concedes isiot rule-based but constraintbased),
grounded on the principles of cognitivegrammar. Her study is focussed on intentional

blends.

Following Langacker (1987, 2000) and MacWhinney(2000), Kemmer(2003, p. 78)

AR EET AO Ogeredlizatidns ékttacteadfrd 1 ET COEOOEA AL, &d O AT A |
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I £ OOACA68 , EI COEOOEA OAEAI AO x1T OE 11 AEZE&EAEA
phonological level a schema would be a specific phonotactic pattern, orepeated string

of phonemes such as /str/ for words likestrength and strip (2003, p. 78).

The following characteristics of lexical blends (not necessarily conditions of defining
them but rather tendencies that are observed in instances of blending) are given in
Kemmer (2003, pp. 7%77):
i blendsAT i AET A PAOOO 1T £ Ol AGEAAT O1 OOAA x1 OF
distinguishes them from compounds;
i morphological structure is not particularly relevant to blends because blends are
Ol 1T 6 OAATT U AT T PTIOAA T £ i1 OPEAT AO ET OERA
i AAT ET ¢ AQ003, pADPOOO
i phonological properties are, on the contrary, highly relevant to blendinghis is
closely connected to the fact that, instead of morphemes, blends are composed
Ol £/ PEITI 11T CEAAT OO0OGRIGO.7THOEAO OOECGCAO 1 A
+AT T AOB8O AT 1T Al OOET T O Al 1 dsAmdiné&rilack oOEA &l Of AOE
morphological analysability are compatible with similar observations inother studies on
blends (e.g. Baue(1983) and Cannon(1986), see also Chapter 2According to Kemmer
(2003, p. 93, ff.) the lastcharacteristic listed above, i.e. the notion that there are
OPETTIT11TCEAAl OOOET GahcettheGrsstratioCgihezn dodnd T ET C ¢
and meaning that is realised in the words in general. Some exampleglut are
phonaesthemes and clippigs. They, alongside blends, are instances of a more general
phenomenon of association between sound and meaning whicdwoes not necessarily

take place at a wordor morpheme level.

Regarding lexical blends, Kemmer reiterates, on the one hand, that phonolcai

patterns play a crucial role inthe formation of blends. On the other hand, she claims that

blends involve conceptual integration of meaning, that is, the meaning of the blend

includes certain(but not all) elements of the meanings of the source word3hus, the

meanings of the source words are associated in this interpretation with the 'input

spaces' of Fauconnier and Turner. The meaning of the blend may also include some

emergent structures that may not have been present in either of the initial menta

spaces. Altogether this meaning represents the 'blended spacasfFauconnier and

Turner term it) that emerges as aresultoh i1 T AADOOAT ET fifecemardidsi 1T 8 ¢
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of a lexical blend is a coherent cognitive structure that selectiveipcorporates and
integrates aspects of the semantics of the activated wordgKemmer, 2003, p. 71)
Kemmer also underlines(2003, p. 83)that the degree of conceptual integration in the
case of blends is higher than in the case of compoun&milarly to the compound
constituents, the constituents of established blends can graduallgse their associations
with their sources, i.e. the source words of blends, and also may undergo partial
meaning loss. For example, blends likglitterati, Briterati, chatterati, etc., are picked by
Kemmer to illustrate the observation that blending can iye start to a productive
process the result of which will be a lexical family and, eventually, a bound morph. The
common splinter in this case is perceived as a phonological schema repeated in different
lexemes. To this one can add that the relation to ¢horiginal source wordliterati can be
weakened or eventually lost in such a lexical family, and therefore it will no longer be
possible to talk about the conceptual integration based on the wordgerati and glitter,
etc., or about the recognisability ofthe word literati in glitterati or chatterati. Such
weakening of the semantic content of splinters as a result of frequent usage is
compatible with the effects of the weakening of the literal meaning in mukword units
such asgoing to, discussed, for eample, in Bybeg2006). Kemmer observes that
splinters which are used in more than one blend may undergo partisheaning loss. A
similar tendency is discussed in Lehref1998): in blends such ashopaholic, workaholic
etc. the splinterz(a)holic haslost the semantic connection with the word it originated

s o~ o~ o~ 2 N

from, i.e.alcoholicAT A AANOEOAA A OPAAEAZEA [ AATET C I &£ EO

The reasons for such changes can be explained in the framework of Exemplar Theory
(e.g. Goldberg, 1995; Pierrehumbert, 200 Bybee, 2006) According to exemplar models
of language use, individual memories of linguistic phenomena such as sounds, words or
multi -word combinations (i.e.exemplarg are stored in the memory of language users.
The remembered exemplars represent eange of manifestations or, for example, sound
or meaning, and further exposure to similar phenomena can alter the stored
representations. In particular, new tokens which are similar to the remembered tokens
in respect to a particular feature can resultn strengthening of the representation of this
feature. On the other hand, multiple new tokens which are different from the
remembered tokens can cause a change in the stored representation, reflecting the
observed differences. The changes in the meaningpductive splinters such

as-(a)holic or -(a)thon, therefore, may be the result of their frequent use in words which
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do not have certain semantic components present in the source words of the splinters

(e.g. relatedness to alcohol, or a running distance)

Returning to the material of this research, | must note here thahe strength of the
semantic link between blends and their source wordéas to be taken into account if we
make comparisors between different structural types of blends (and also between
blends and clipping compounds) in terms of their potential to be decomposed into
source words. The principles of selecting lexical data for this study (that is,
concentrating on novel blends,seesection4.1) can help filter out cases where the
semantic link between the source word and the splinter has beemeakened orlost.
Controlling this factor to the extent possible makes it easier to study the influence of

other factors, in the present cae that of the structural type.

5.2. What factors determine recognisability?

Word recognition is studied in psycholinguistics in relation tathe mental lexicon, which,
as described inMarslen-Wilson et al.(1994)h O Othe@ste@er'sGnental representation
of what words sound like and what they meand. Extensive research on mental lexicon,
e.g. Badecke(2001, 2007), Moore et al(2009), has presented evidence that the mental
lexicon stores various information not only about the sound and meaning of words, but
also about morphological structure, collocations, relations between compound
constituents, etc.The information stored inthe mental lexicon is, on the one hand,
enormously diverse and, on the other hand, structured in multiple ways that allow
relatively easy access to its various bits. Models tfe mental lexicon (see, for example,
Aitchison (2002) for a summary) reflect two essential features assigned to the lexicon by
different researchers to a greater or lesser extent: 1) the lexicon stores whole lexemes;
2) the lexicon stores sublexical constituents together with the rules or schemas
according to which lexemes are to be constructed online when needéd/hether rules or
representations (or both) are more characteristic ofthe mental lexicon has beerthe
subject of debate inpsycholinguistics since at leasthe 1970s (seePinker (1999) for an
overview). According to the first approach which is often called thevord-based
approach, the key feature of the lexicon istie storage of full lexemes. This approach is
maintained, for example, in Bybe€1995) and Blevins(2003), and has received
extensive support from experimental studies, such as Bertram et a(2000) and Baayen

et al.(2002). On the other hand, supporters ahe decompositional approach, e.g. Taft
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and Forster(1975), Halle and Marant21993), assume that morphologically complex
words have morphologically complex representatios in the mental lexicon (see, for

example, Taft(2004) for experimental evidence).

Extensive experimental evidencdor the storage and retrieval of words has been derived

using the priming technique. In priming experiments, the response of participants ta

stimulus referred to asthe O O A ® ©A O&ddditdryAdd visual, word or nonword, etc.)

is studied in relation to another stimuluspresented before the targegh  OEA ODOEI Ad8 4
relatedness of prime to target (that is, whether the prime is identical to the target,

phonologically or graphically, morphologically or semantically related to it, or

unrelated) is manipulated in order to detect whether the primes which are related to

targetsinA DPAOOEAOI AO xAU AT EATAA T 0O ET HMcAEO OEA E
1991; MarslenWilson et al., 1994) The primecan either be presented wertly (that is, so

that the participants in an experiment areconsciously aware othe prime), or, according

Oi OEA O ACGEAA debpedbykdrsterAr@ Ddvis( B4, presented

only for a fraction of a secondwith no intervening items between the prime and the

target stimulus presentation. In the cas@f masked priming,most of the participantsfail

to consciously notice the prime stimulus. On the assumption that recognition starts

before the results of this process are registeiby consciousness, the effects afasked

primes on thefacilitation or inhibition of target stimuli indicate quite early stages of

word recognition.

Among the variety of tasks used in priming experiments perhaps the most widelysed

are the lexical decisbn task andthe naming task. In a lexical decision task, participants

have to answer whether thetarget stimulus is a word or not (usually by pressing either

A OUAOGSE TO0 A o116 AOOOITQgs )I A TAIET ¢ OAOEnN
or another piece of lexical information asaresponse toa stimulus (word, picture, etc.).

Naming tasks are often used in studies of word production, while lexical decision tasks

are used in studiesof word recognition.

Growing evidence from psycholinguistic stuges (in particular, from priming
experiments) suggests that both word storage and morphologicétle)composition is
found in the mental lexicon, and that there are factors which influence whetheduring
the process of word retrieval the full form is more easily accessible than its

morphological constituentsor vice versa. For example, according to Marslewilson et
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al. (1994), not all morphologically complex forms are represented in the lexicon in the

same manner (in particular,they highlight differences betweensemantically

transparent and semantically opagqueomplex forms). The factors which seem the most

plausible candidates for explaining the choice between full word storage and online
construction in each particular case are the frequency of the word and the productivity

of the morphological pattern.Concerning the productivity of the morphological pattern,

Baue (2001, p. 122)notes that evidence from experiments on word processing, and

Al 01T OOOAEAO 11T 1 AT COACA AANOEOEOEITT OOCCAC
O0i OAA ET OEA AOAET EIT AAPAT AAJAQédxplandtioBofOEA x|
this in the framework of probabilistic approach to linguistic phenomena is provided in

Hay and Baayer{2005).

Research on the representation of morphologically complex words has been conducted
on material of various morphological categories, but the studiesf the representation of
compounds are of particular interest in the context of the present research for two
reasons. Firstly, aexpressed byLibben (2006, p. 2) compoundingcan bA cobsidered to
be the universally fundamental word formation process ET OEA OAT OA OEAO
languages compounding is a productive type of word formation. This claim is supported,
for example, byE O A E At @ A2012), who recorded compounding in 50 (90.91%)f

the sample of 55 languages used for a typological study of word formationhérefore,

the insights from studies of compounds are likely to be generalisable to all
morphological processes. Secondly, as blending isrsiar to compounding in many
aspects and can be regarded as a subtype of compounding (seetion 3.1. for detailed
argumentation), it is reasonable to assume that the processing and understanding of
blends will be similar to those of compounds. Moreovegiven thatexperimental studies
of blends arerather scarce, the research on compounds (which is, on the contrary, quite

extensive)can beespecially useful.

An overview of the findingsin psycholinguistic studiesof the representation and
processing of conpounds is given in Jarem&2006). The following effects on compound

representation and processing are reported:

I semantic: semantically related primes have been reported to influexe the
processing of semantically transparen{Sandra, 1990) or even of semantically

opaque(Libben et al., 2003)compounds;
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T morphological family effects: the morphological family size of constituents, i.e.
the number ofwords that contain morphemes that are also theconstituent parts
of acompound has an effect orthe accessibility ofeach constituent in a
compound;

i position effects: experimental results testifyaOOE CT E£LZEAAT O1 U COAAOQAO
DOEIETC 1T £ EFEOOO AT 1 OOEOOAT OGe thadthdT | PAOAA
first elements of compounds are more easily primed than the second ones
(Jarema, 2006, p. 54)

T headedness effects whiclmteract with position effects: the priming of the head
element in compounds depends on the semantic transparency of this element
and also on whether the righthand or left-hand element is the semantic head

(Jarema, 2006, p. 56)

As summarised in Libben(2006, p. 6), the wayin which compounds are represented in
the mental lexicon can be modelled differenyl, depending on whether computational
efficiency or storage efficiency is assumed to have higher priority in the organisatioof
the mental lexicon.Three types of models are distinguished by Libben, as outlined in
(5.1):

(5.1)

a) According to the models asgsming maximization of computational efficiency
compounds are represented in the lexicon as full forms independently of the
representation of their constituents, to allow immediate access to the full form,
without reconstructing it from the constituents.

b) According to the models assuming maximization of storage efficiency, only the
constituents are represented and the full form is constructed online from the
constituents, instead of being accessed directly

c) According to the models assuming maximization ofamputational and storage
opportunity, both compound constituents and full compounds are represented,

and their representations are linked in the lexicon.

Experimental studies reported in Libben and Jarem&006), e.g. Myerg2006), Semenza
and Mondini (2006), provide evidence for (5.1c). In sum, the findings of the research on
the representation and processing of morphologically complex word@ncluding

compounds) suggest that in each particular case of word recognition the mechanism of
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accessing mental representation depends on the various properties of the words that

are processed. In relation to word frequency, for example, this can be illugted by the

differences in processing low frequency words and high frequency wordssA

summarised in(Libben, 2006, p. 97 ol words will only be processed in terms of

their constituent morphemes because there is no wholevord representation to

activated6 8 +1 1T xT xT OAO x BEIAGA @ ADA EQ@SshoBA ORI T O (
graded trade-offs between wholeword and constituent activationa In this respect, high

frequency words difEA O AOT I 11 xA O @EoekyNrégldntAvordsxwih@eA Ogd O &
word activation would be expected to be both stronger and faster. For less frequent

words, the morphological route mightE T At thédenfirst®

On the one hand, this is applicable to blends as well as to compounds because blend
words can be accessed both as a whole and through the mental representations of their
source words. The former case especially concerns wédhown blends such asrunchor
motel which not only have long been functioning in the language, but may have started
to lose the semantic connection to their source words. Novel blends, such as those
collected for the present study, are more likely to be processeatirough access to thai
source words. On the other hand, the representation of blends should be viewed as
different from the representation of compounds because of the formal differences
between these morphological categories. To be more precise, the fact that blends only
partly retain the material of their source words can result in thdailure to access the
representations of the source wordsThe following chapters explore how and to what
degreethe forms of blends and,n particular, the degree of preservation of their soure

words, influences the processing of these words.

As already stated above, the experimental studies dealing with blends are scarce. One
exception is a series of experimental studies on intentional lexical blends presentbg

Lehrer (Lehrer, 1996, 1998, 2003, 2007; Lehrer and Veres, 2010)he aim of thesarliest
oftheseOOOAEAO xAO OI EAAT OEZAU OEA Z£AAOI OO OEA
constituents, i.ethe original source words which had formed blends. The hypothesis

suggested in Lehrer(1996, pp. 360;361) is asfollows:® 8 YOEA AAAOT OO0 OEAO
successful dentification of the words that make up the blends (the targets) and their
interpretation are sensitive to the same factors that have been found relevant in

psycholinguistic studies of lexical access: frequency, néigorhood density, and

semantic priminga
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From acommon sense point of viewthis hypothesis seems very likely to be confirmed

becauselexical access to blends or their parts should work according to the same

mechanisms as lexical access in general, unless there are strong reasons for blend®to b

different from all other lexemes in this respect

, AEOAOGO AAEET EOETT 1T &£ Al ATAO EO OAI AGAA O E
difference between compounds and blends beind E An@on(ounding, complete

morphemes are present, whereas in bieding, one or both parts are clipped (1996, p.

360). Another important assumption made by Lehrer is that the constituent parts of

blends mayinclude the following: 1)A1 EPPET CO | xEEAE | AAT 60 OEAO , .
does not allow for an etymological distinction between blends and clipping compounds)

2) splinters, definedasOPAOOO 1T £ x1 OAO ET Al AT A0 xEEAE AOA
belonging to a target word, but which are not independent formatived 3) combining

forms, i.e. eithereoclassical combining forms such aslectro, or semantically

independent bound morphemes such asscape;fare (1996, p. 361) Lehrer approaches

the three types of blend constituents diachronically: it is postulated that splinters from

blends can with the course of time become combining forms, and that both combining

forms and splinters can eventually (though ot always) become clippings or affixes (cf.

+Ail 1 A0O8BO AEAAEOITEA AT AT UOGEO 1T &£ AT AT A Ai1O0OEO
The experiment reported in Lehrer (1996) did not involve time pressure. The

participants were shown 72 blend words and were asked talentify their source words

and to provide glosses for them Some of the participants had to read blend words in

isolation, some ina sentencecontext. As a result of this experimenthe initial

hypothesis was confirmed, and it waglaimedthat the mechansms that are involved in

EAAT OEZUET ¢ AT A ET OAOPOAOGET ¢ Al AT AO OAOA OEA

I OEAO @996 p B85) Strictly speaking, given that this study included an cffne

task only, its results cannot be used for evaluating automatic processes of lexical

retieval8 4 EAOA &I OAh , AEOAOGO Al AEiI AAT OA AAT AA
a more general sense, rather than their retrieval. Neverthelesd)dse results allowed

, AEOAO O1 ATT A O A AT 1Al OOET 1 (10& A BG50AT AT AO A
This is in agreement withmore recentstudies that aim to investigate the characteristic

patterns of the formation and processing of blend¢see below) In addition, it was

concluded that the source words are identified more easily if blends are presented in

context. This finding is in line with earlier findings concerning the role of context in
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understanding new words (see, for example, Baayen and Ng{f997) for the discussion
of contextual anchoring of derivatives, and Bayer and Reno(#000) for a study of the
role of context in understanding compounds). Such a result suggests that contextual
clues may be used to reconstruct the full form of the source words of blends,addition

to the graphical or phonological material that is preserved in the blends.

A later experiment reported in Lehrer (2003) targeted the recognisability of the source
words within blends, and introduced time pressure. During the experimenta blend
appeared on the screenparticipants were asked to press a YES buttahthey were able
to identify the two source wordsof the blend and then to pronounceghesewords into
the microphone. If they failed toidentify the source words, thenafter 20 seconds

the blend word disappeared. A subsequent task was used determine which blends
were not known to the participants.That is, dter the experimental task, participants
were provided with a list of allthe blend words from the task, and were asked to circle
those words which they had never seen before the experimerReaction timesand
accuracy rates (i.e.whether the source words were identified correctlyor incorrectly)

were compared across four types of blends
(5.2)

a) word + splinter (WD, a subtype of AD ithe notation adopted in this thesis);
b) splinter + word (AW);

c) two splinters (AD);

d) complete overlap (WW).

The results of the experiment show that the source words diflends consisting of two
splinters (c) were less often named correctly than the source wordsf other blends.
However, the differences between the four blend types in terms of accuracy rates were
not statistically significant. Neverthelessthe observedtendencysuggested that the
source words ofAD blendswere more difficult to identify than the source words of

blends from other groups.

Semantic relationships between blends and their constituents are studied icehrer
(1998). Lehrea examines compoundlike neologisms that result from blending, focussing
on the dynamic process in which a splinter becomes a productive bound morpherniee.
a combining form which is neither a root nor an affix anavhich resembles neoclassical

bound morphemes in its morphological properties. The results ahe experiments
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reported in Lehrer (1998) demonstrated that the coinageghat contain combining forms
that were initially part s of blends andwhich subsequentlybecame productive are
perceived as hyponyms to the blends with those combining forms, rather than their €o
hyponyms. For exampleCineramacan be explained as a kind gfanorama,and catnap

as a kind ofkidnap. This is contrary to the claimin Warren (1990, p. 123)that forming
new words with final combining forms results in producing cehyponyms of the original
formations with those combining forms, not their hyponyms (e.gspendaholids not a
type of alcohdic but a type of addict) The findings inLehrer (1998) suggestthat there is
(at leasttemporarily ) a semantic link betweenthe blend asa whole and its splinters.
Comparing such productive splinters with the neoclassical combining forms they
resemble, Lehrer observes certain dferences between them. Firstly, while most
neoclassical combining forms are not associated (at least in contempoy English) with
OPAAEZAEA O1 OpnAuktivessplittér<iiom eBdS ret@in a connection to their
source wordsd(Lehrer, 1998, p. 16) As Lehrer (1998, p. 16)further admits, the semantc
connection between the productive splinters and the words they originate from may be
1100 1T GBA® ME] X1 A OAAOGIT OEA O1 OOAA x1 OA xAO!
| would add to this that the weakening or complete loss of this semantic link nganot
necessarily happen only if the source words become archaic. As exemplar models (see
above) suggest, frequent use as a combining form (i.e. without direct association with a
particular source word) may be sufficient for such a semantic change. This uld

explain the perception of new formations with wellestablished combining forms as co
hyponyms, observed in Warren (1990)Another difference between splinters and nee
Al AGOEAAT AT T AETEITC & O0i 0 EO OEAO Of OYDPI ET OAO
may reflect radical resegmentation of words, quite different from expected
segmentationd(Lehrer, 1998, p. 16) However, from this statement it is not clear what

kind of segmentation should be expected.

Evidence of automatic and rapid decomposition of blends was sought in an experiment
with a lexical decision task described in Lehre(2003, also reported in 2007)
Participants in the experiment saw blend words (e.gfruitopia) presented as masked
primes for 100 ms before target words (e.gFRUIT). They were requiredto decide,as
quickly and accurately as possiblgvhether or not the targets werereal Englishwords.
The experiment involvedthree conditions, each using maskedrpming, with different
participant groups in each condition:1) the masked prime was a blend and the target

word was one of the source wordge.g.fruitopia-FRUIT); 2) the masked prime was
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identical to the target(e.qg.fruit -FRUIT); 3) the masked prime mached in length with the

blend prime was orthographically and semantically notrelated to the target (e.qg.

stillborn-FRUIT). The main hypothesis washat blends would facilitate the recognition of

their source words. In particular, it was hypothesised thathe strongest priming effect

would be caused by presentingdentical primes, unrelated primes would have the least

effect on the recognition of target words, and that blend primes would facilitate the

recognition of target words, but not as successfullyssidentical primes.The facilitating

effect of blend primes would, thus, be thevidence of rapid automatic decomposition of

the blend (Lehrer, 2003, p. 378) In this task, target words (e.g. FRU)Twere recognised

fasterin the condition where they werepreceded by identical primes (e.g. fruitthan in

both other conditions. However, the difference between the conditions with blend

primes and with unrelated primes was very small (7 ms).e.there wasno significant

facilitation of the recognition of the source word by blend primes. The results reported

i AU OAAT O1 OAI EAAT A AAAAOOA OOEA 1T OAAO xAO
showed that the time diffelA T AAO xAOA 110 OECieEweEZ08A O AO O
128). This means hat no evidence of automatic decomposition of blends into their

source words in the process of word recognition was found in the experiment, either

because no automatic decomposition of blend®ally takes place, or because it has to be
elicited using diffA OAT O | AOET AO &£OT i OET OA ET , AEOAOG
case that the decomposition of blends takes place during later stages of processing and

therefore cannot be detectedusing the masked priming technique.

Other experimentsreported in Lehrer (2003, 2007) demonstrated evidence of

AOOT AEAOGET T O AAOxAAT Al AT A0 AT A OBésH@n O OOA
identification and production task,the participants were shown a blend on the screen
and were asked to press a foot pedal as soon as they identified the constituent words,
and then topronounce the constituent words. Following this, the same participants
were asked to complete a detter sequence so that it made an English word. It was
found that those who saw a blend (e.glramedy) were twice as likely toproduce a blend
source word (e.gcomedy as theircompletion of the letter sequence (e.g. COMisthe
respondents who did not see the blendSuch an effect can be the result of practivating
the source words of the blend irthe identification and production task, so that their
representations remain active during the stem completion taskHowever, one cannot be

sure that the effect is not duesimply to graphical overlap regardless of whether or not
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the overlap is linked to blend structure, as the experiment did control for simple

graphical overlap.

As predicted by the researchers, participants in the identification and production task

were more likely to name both source words of a blend correctly in the case of fully

overlapping blends, and blends consisting of two splinters turned out to be the most

difficult to decipher. However, the difference in the percentages of correct responses for

these groups of stimuli was not found to be significant. As discussed in Leh(@003:

376), one of the possible reasons could be thattheEOOO 1T £ Al AT A0 OOAA Al (

170 | AOGAEAA &£ O AEEZZLZEAOI Ouds )1 AAAEOEIT O1 O
as different degrees of lexicalisation of the blend stimuli, or different degrees of
productivity of the splinters (somed AT AO ET , AEOAOB8 O OAOEO AT 1T OAI

already lost their connection to the source words and became affixes, eglicious).

Lehrer (2003) makes an important pragmatic observation conasing blends. She notes

that some of the creative blends are unlikely to have been created in order to facilitate
communication, despite their compact and handy form. Rather, they create additional

difficulties in understanding due to the opacity of theirmeaning (this is regarded not as

the result of lexicalisation process, but as an immanent quality of the creative blends

from the moment of their coinage). Thus, the author concludes that the users of such

TTOAT A1 AT AO 1 OO0 EAOAOIOERA ®ARBDI @ ALK O FOAU0 AP 0A& T K
(2003, p. 370), to make the neologisms memorable. It is worth mentioning that this is

not the only observation of thisOA O O ANAGEAEIET ¢6 DOI PAOOU 1T £ AOAAOD
property that may be seen as distinguishing blends from other types of coinagésee, for

example,Renner(2006) and Fandrych (2008a) for similar claims).

As was later summarised in Lehref2007), where the experiments above were reviewed
in the light of more recent findings and theoretical insights, the following factors wer
OEl x1T OOI Ai 1 OOEAOOA O1 OEA EAAT OEEEAAOQEIT 1 A
01 EAAEI EOAOA (Léhter, B07DAIQ®) OAOAOCET T &
T context,
T the number and percentage of letters (or phonemes) of the source word present
in the splinter;

T the frequency of the source words of the splinter;
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i OEA 101 AAO T £ COAMmEddUkok vordd {i.d wagdE Rdt difiero 6
from the targets by one letter or phoneme);
i the semantics of the blend, more precisely, the semantic link between the source

words.

Some clues to the mechanisms of blend formation can be drawn from recent
experiments on eliciting blends. Two examples are experiments during which the
participants were asked to name norexisting hybrid objects shown in pictures. The
experiments were carried out in German and Hungaria(Borgwaldt and Benczes, 2011)
and, later, in Ukrainian(Borgwaldt et al., 2012) The semantics of the blends created in
the course of the experiments was restricted by the underlying semantics of the input
stimuli. The same is true for the experimentallyelicited blends in German and
Hungarian. Thus, two types of hybrid objects were displayed in the experiments: 1)
hybrids of two identifiable objects such as plants or animals, e.g. a hybrid of a chicken
and a fox; 2) objects having a salient shape, such as a clocthmshape of a flower. The
first type of objects can therefore be named by a coordinative compound likex-chicken
or chickenfox, and the compounds that can be produced as names for the second type of

objects are more likely to be adocentric, such aglower clock(a kind of clock).

The majority of the hybrid names produced by both Germaspeaking and Hungarian
speaking participants of the first study were nournoun compounds, and only 5% of
responses for both groups were blends. In contrast to this, imaexperiment with

Ukrainian participants using the same picture stimuli, 55% of the hybrid names were
classified as blends and clipping compounds (out of which 10% were clipping
compounds). Analysing the Ukrainian data, Borgwaldt et al. (2012) investigatke
structure of the blends and compare their features to the ones in other corpora of lexical
blends. In the Ukrainian data, the first source word of blends was on average longer than
the second one, which had been observed before as a characteristicméech error

blends, but not intentional blends(Borgwaldt et al., 2012, p. 90) Some structural

features of blends produced by Ukrainian speakers seem to differ from what is

described in BatEl (2006), Gries (2012) and other publications, in terms of the relative
length of the source words and the contribution of the second source word to the body
of the blend. These differences may be either a feature of Ukrainian blends in general, or

only of the spoken blends induced using a particular experimental technique.
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Endish blendscoined under experimental conditionsare analysed in ArndtLappe and
Plag(2013). In their study, Englishspeaking participants were provided with a list of 60
pairs of words, and were asked to produce a blend on the basis of each pair. The word
pairs were made of words which could potentially be interpreted as coordinative
compounds, e.gbar + restaurant(Arndt-Lappe and Plag, 2013, p. 543ith the
assumption that blends are typically made of words in coordinative relationships. The
findings concern the overall structure of the experimentallynduced blends, the position
of the switch point and the position of the main stress in blends in relation to one in the

source words.

In terms of the general structure, ArndiLappe and Plag (2013) observe that 24% of
blends preserve at least one of theisource words in full, the remaining being AD blends
in the notation used in this thesis. Out of those which retain all the material of at least
one source word, twathirds (that is, about 16% of all data) preserve W2 in full, that is,
they are AW blends. Andt-Lappe and Plag (2013, p. 546) note that this reflects the
tendency of blends to retain more material from W2 than from W1 (cf. 55.7% of blends
preserving W2 in full in Gries (2004, p. 664) and 16.2% of AWus 5.7% of WWin my

collection discussed inChapter 4).

Arndt-Lappe and Plag (2013) argue that the position of the switch point and the position
of the main stress in blends are closely related because in their data the switch point
tends to be placed on the maistressed syllable of W2. Irsection 4.3 this tendency is

observed for AD blends, but not for the other structural types in theresent collection.

The studiesdescribed inBorgwaldt et al. (2012)and Arndt-Lappe and Plag (2013)
involved experiments in which respondents were either explicitlyor implicitly asked to
create blends. The data from these experiments allow inferences to be made about the
factors which influence the formation of blends in language. However, it is not known to
what extent the factors regulating the formation of expementally induced blends

reflect the formation of blends outside the experimental conditions. Another way to look
at the same issue is to study the comprehension and evaluation of existing blends by

language users, which is done in this research.

5.3. Methodological prerequisites for an experimental study of blends

As was discussed in Chapter 4, the switch point in blends is related to the uniqueness
bl ET Oh OA PIET O ET OEA xI OA xEAOA EO 11
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L A N o~ ~ A

AT E I(Vaddn, 2013, p. 129) In Gries (2006), OE AT OAOEAAI Al 1 OO0OOAOD
bl ET 068 EO OOAA A1 O OEA AT AT UOGEO 1T &£ OAAT CT EC
AT i1 pi 01T AO8 4EA OAI AAOGET1T DIET O ET ' OEAOG OAF
although the two notions are related. The seléon point is the point after which the

word is not necessarily the only one starting with a certain letter / phoneme string, but

the most frequent one. In order to identify the position of the selection point for the first

source words of blends (W1), Gas extracted all the tokens irthe CELEX database which

start with a given string of letters / phonemes. For the second source word (W2) of

blends (not of clipping compounds), word endings were looked up ithe CELEX

database, and the graphemes or phonemegcessary for recognising W2 were counted

from left to right, accordingly.

However, experiments with rhyming word pairs(Marslen-Wilson and Zwitserlood,

1989) have shown that it is the initial portion of the word for which recognisability can

be thus assesed, not any part of the word. This does not necessarily mean words cannot
be recognised by their endingsit is possible that the recognition of a word by its ending
does not work in the same way as by its beginningspecially if we bear in mind that the
recognition of words by their beginnings is a consequence of how the words are heard in
naturally occurring speech According to the Cohort model of word recognition
(Marslen-Wilson and Welsh, 1978; MarslefWilson, 1987), when a word is heard,

several words with the same beginnings are contacted in parallel, and this set of words
Al O O OEA EOEADA Ai$ dods @dd ok inAh® €amévay with word

endings or other parts of words.

Thus, although one can compare the recognisability of W1 in blends and clipping
compounds using the notion of uniqueness point, the situation becomes different when

it comes to W2recognition. On the one hand, W2 of clipping compounds seems to be in a
privileged position in comparison with AD blends because the beginning of W2 is
retained in clipping compounds, and this can be the reason why it may be sufficient to
retain a smallerportion of W2 in clipping compounds than in blends. On the other hand,
the recognition of W2 can be hindered in clipping compounds because: 1) the W2
splinter is positioned not at the beginning of AC and therefore may not be perceived as
the beginning of aword; 2) the W2 splinter of AC (as well as W1 splinter, according to
Gries) may be too short to reach theecognition point. As for AD, because the beginning

of W2 is not available for recognition, it is not possible to talk about the recognisability
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of W2 in AD using the leftto-right notion of recognition point in the sense of Marslen
7TEI O11860 #1 EI OO 11 AAI 8

For these reasons, it is important to study the recognition of both W1 and W2 in blends
and clipping compounds using an experimental paradigm, ratheéhan relying only on
corpus findings. As was noted in section 4.5, some of the conclusions regarding the
differences between AC formations and blends require further evidence because they
are founded on scarce data. The corpus of novel blends and clippic@mpounds that

was collected for this research is not balanced, and contains only 23 formations that can
be classified as clipping compounds, because such formations are extremely rare in the
sources that were used for lexical data collection (and perhapsflect the general
tendencyin English). The unequal numbers of lexemes of different structural types and,
in particular, the low numbers of ACtorms, constrained the statistical power of the
analysis in Chapter 4. However, even if the generalisationsrazerning the phonological,
structural and semantic properties of clipping compounds had to be formulated using a
small sample, it is possible to get a sufficient number of observations regarding the

recognition of their source words from human participantsin an experimental study.

The following two chapters of this thesis present the results of two experiments
addressing the recognisability of the source words of blends and clipping compounds.
The first (Chapter 6) is a webbased survey studying the evaluigon of the definitions of
blends and clipping compounds and the influence of the source words on it. The second
(Chapter 7) is a psycholinguistic experiment focussing on the recognition of the source
words of blends and clipping compounds. | must note herthat | do not aim to find
evidence of automatic decomposition of blends into source words during word
OAAT CT EOGETT A0 xAO OEA AEI 1T &£ T1TA 1T &£ , AEOAOS
determine at which stage of word processing such decomposition may happ. Before
such questions can be addressed, it is necessary to determine whether such
decomposition takes place at all. In addition, the aim of the experimental study is to
check whether both blends and clipping compounds are decomposed equally
successfuly, and whetherany differences in this respect can be observed fiends with

different types of structure.
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Chapter 6. What can be predicted from the way predictionary and

other blends are defined? A web-based study.

The analysis of corpus datén Chapter 4hascontributed to earlier findings concerning

the phonology, structure and semantics of blends, and has revealed sostructur al

differences betweenblendsand clipping compounds. The next objective of this research

IS to investigate how the phamological and orthographic material from the source words

that is retained in the blends affects the way language users understand the blendsis

implies finding out whether blends and clipping compounds are formed in such a way

that language users camecover the meanings of theirfull constituents. | have attempted

Oi AAEEAOA OEEO CI Al AU 1TTTEETC AO OAAAAOOS

blended words provided in a webbased survey.

6.1. Objectives and hypotheses of the tudy

As discusgd in sections 4.24.4,clipping compounds such aginlit are more likely to

have been formed as contractions of (relatively) frequently used collocations, e.g.
financial literacy,than blends formed by fusing together the beginning of one word with
the end of another, e.gcollabularyN collaborative + vocabulary.Where blends are
concerned, | have found no reasons to believe that shortening is the primary mechanism
underlying their formation. On the contrary, the data from the research on blends
support the assumption that preserving enough material from the source words for
their full form to be recognisable from the blend is a crucial factor of blend formation.
The findings from studies comparing speech error blends and intentional blends (as
summarisedin Chapter 5) demonstrate that in intentional blends, unlike in error blends,
the shorter source word usually provides the initial splinter, and the final splinter tends
to come from the longer source word. One possible explanation is that in a blend, when
the beginning of a word has to be lost, the tendency is to preserve as much material of
this word as possible, in order to enhance recognition (at least as much as is possible

while also shortening the whole formation in order for it to appear a single wal).

Clipping compounds differ from blends not only in terms of formal structure, but also
because they preserve relatively smaller portion of each of their source words, as is
claimed in Gries(2006), and further discussed in Chapter 4. As suggested above, clipping
compounds are instances of shortening, and therefore the coraptness of their form can
be prioritised over the recognisability of their source wordslf this is the case, the

readers or hearers ofclipping compoundswill have more difficulty reconstructing their
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source words than the source words oblends. That is, to understand the meaning of the
AD blendcollabulary,a reader / hearer will not need to be exposed to the words
collaborative and vocabulary,while to understand what the clipping compound (AC)
finlit means one may need to know that it stands fdinancial literacy. What could be
considered as evidence in favour of this assumptiori@eanings of words are reflected in
their definitions. An indirect way to estimate understanding of blends and clipping
compounds is, thereforefo study the response dreaders / hearers totheir definitions.
If a form with low recognisability leads to difficulty in the retrieval of its source words,
then readers / hearers may need amvert explanation of what the formation stands for,
that is, the source words should b present in the definition.The survey presented in
this chapter aims to investigatewhether the presence of the source words in the
definitions of blends and clipping compounds influences the responsef readers to

those definitions.

If no systematic dfferences in responses to the definitions of blends and clipping
compounds can be found, irrespective of whether the source words are present in the
definitions or not, this would suggest the above assumption is not true. Such a finding
could then mean tha the source words of clipping compounds can be recognised as
easily as the source words of blends (or as W1 of blends) because the word onsets are
preserved both from W1 and W2 of clipping compounds. Hence there will be no
significant difference between esponses to the definitions of blend words and of
clipping compounds, at least in respect of the presence of W1. Alternatively, such a
result might mean that shortening is the primary mechanism underlying the formation
of both blends and clipping compoundswhich would cause no systematic difference in
the recognisability of the source words.

) DPOI bi OA O1 OOA OAAAAOOGE AOAI OAOCET1T 1 & OEA
compounds as an indirect measure that might reflect some aspects of how seavords
are processed. Assuming that full preservation of source words results ahigher

degree of transparencythan partial preservation, it is reasonable to compare the
structural types exemplified in 6.1. The use of structural types here is according the
same principles as in Chapter 4, the only difference being that it was decided to
distinguish between WD and AD (b and d in 6.1) to check whether full versus partial

preservation of W1 is important.
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(6.1)

a) blends preserving both source wordWW), asin ® O A A E A O grédictiarowU

dictionary;

b) blends preserving the first source word in full(WD), as injazzerina EAUU O

(ball)erina;

c) blends preserving the second source word in fufAW), asinOT 1 01 0T OOE QI

volunt(eer) + tourism

s s s s z A

d) blends preservingonly parts of both the source word§AD), asinAl EUUAOOAO

blizz(ard) + (dis)aster,

e) clipping compounds, consisting of the beginnings of two source wordaC), e.g.
OAECT O OAEj AT AAQ O cI 6j Aol i1 AT Oq
Because of the low degree of formal transparency of cppng compounds, the easiest
and most efficient way to define, for exampldpcowould be to provide its full
counterpart, i.e.food court.On the other hand, using the wordsollaborative and
vocabularymay be not so crucial for defining the blendollabulary which hasa high
degree of transparency(see Chapter 4 for the discussion of the degrees of transparency

of different types of blends and clipping compounds)

The datafor this study come froma web-based survey inviting native speakers of
English to read a number of sentences containing novel blends or clipping compounds
(selected from the corpus described in Chapter 4) and to evaluate definitions provided
for these blends or clipping compoundsThe experimental stimuli were presented
visually to the participants, and so for each of the target words the decision about
inclusion or exclusion of material from the source words (marked by parentheses in 6.1)

is based on orthography.

The following hypotheses are tested in the experiment:

s s oA s o~ -

transparent target words (a-c above)than for less transparent ones (ee).

2. The definitions of target words of different structural types will be evaluated
differently depending on thetype of the definition. Specifically, if a target word

retains onlya fraction ofone (AW, WD) orboth (AD, AC) its source wordsthen
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the definitions which contain these source wordswill be given asignificantly
higher evaluation. No such difference will beobserved for definitions of blends

which fully retain both source words(WW).
6.2. Data and methods

6.2.1. Participants

Native speakers of English, aged over 18, were invited to participate in the wdlased
survey via email lists and online announcements containing the link to the survey
webpage (see Appendix 3). No restrictions were placed on which particular variety of
English the participants should speak. Even though the information about the survey
was circulated mainly among students and staff at the Victoria University of Wellington
(New Zealand), there was a possibility that residents of other Englisspeaking

countries took part in the survey. Likewise, the stimuli came from various sources (as
they were selected from the collectiordiscussed inChapter4, see 6.2.2and originated
from different varieties of English. Because of this, n@ priori decisions about the

spelling of the stimuli were made, and the spelling of the original sources was preserved
(see section 6.2.3, and also the full set of stimuli and instructions in Appendix 4). The
participants entered a prize draw as a reward for taking part in the surveyfull

instructions for the participants are provided in Appendices 3 and 4). Participation was
ATTTUI T ObOh AOO OEA OOOOGAU ET Al OAAA NOAOGOEIT O
first language, and whether or not they had taken a university course in [juistics. The

full list of survey questions is provided in Appendix 4.

Responses from 117 people were received, but 5 were excluded from the analysis
because 1) the first language of 2 respondents was not English, 2) 3 respondents gave

answers to only a small fraction of the survey.

6.2.2. Stimuli

The set of experimenal data consisted of 79 lexemesf the following structural types

exemplified in Table 8. The blendswere selected in such a way thagroups of AC, AD,
AW, WD and WW formsvere of approximately equal size (one of the AC fornstotes

awkN totally awkward z was excluded from the set of stimuli because the wagtesis
formed from totally deviated significantly from the rest of the words of the same

structural type). The remaining three groups are smaller because these forms are
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extremely rare, and no other forms of the same kind could be found. Although they were
included in the experiment the main analysis focussed on the more strongly
represented structural types. Itshould alsobe mentioned that WW blends were added

to the experimental set at a later stage (sesection6.2.3), and therefore were not

included in all analysesVarious chaacteristics of the target words were included in

multifactorial analyses (see below) as item variables (see Appendb<or full list of item

variables).
Table8. Survey stimuli
Structural type  Number of stimuli  Examples
AC 14 scigovN sci(ence) + gov(ernment)
AD 15 weisureN w(ork) + (I)eisure
AW 15 celeblogN celeb(rity) + blog
WD 15 jazzerinaN jazz + (ball)erina
wWw 15 clapathyN clap + apathy
wcC 2 blogficN blog + fic(tion)
BD 2 frohawk N (a)fro + (m)ohawk
BC 1 netcoN (inter)net + co(mpany)
total 79

6.2.3. Procedure

The stimuli were presented on the Victoria University web portal in the form of a
guestionnaire that was designed usingQualtrics software (Version 44205 of the
Qualtrics Research Suite Each target word was presented in a context sentence either
taken unchanged or adapted (identifying material such as personal names omitted or
changed) from the source in which it had been found. The target word was printed in
bold type, and the sentencevas followed by thedefinition of the target word. Initially,

the survey stimuli included only 64 target words, without WW blends, which were
added at a later stage (see below). The 64 stimuli sentences were displayed in random
order each time the survey vas taken. The stimuli were preceded by an instruction, and
each sentence was followed by a sevepoint evaluation scale, as shown in (6.2). Four
types of definitions of the target words were created, as exemplified in (6.3): W1W2 (the
definition contains both the source words), W1 (onlythe first source word is included in
the definition), W2 (only the second source words included in the definition),and WO

(the definition does not include either of the source words).

109



(6.2)

You will see a total of 64 sentences displayed successively on 10 pages.
After each sentence there is a definition for the word in bold type. Please
read the sentences and answer how successfully you think each definition
explains the word by choosing the appropriate option.

Whether you are weathering the storm by building showmen or plowing
through piles of snow on your driveway, we are asking for photos of how you
honor Old Man Winter. And if you want to stay in the comfort of your home,
just post a photo of your backyard blizzaster.

blizzaster 1 a disaster caused by a blizzard

This definition is:

Very poor Poor Poor rather Neither Good Good Very good
than good good nor  rather than
poor poor
(@) (@) (0] (@) (0] (@) (@)
(6.3)

a) globfrag z
T globalisation and simultaneous fragmentation (W1W2 definition)
T globalisation and simultaneous breakdown in connections between
people (W1 definition)
T international integration and simultaneous fragmentation (W2 definition)
i international integration and simultaneous breakdown in connections
between people (WO definition)
b) blizzaster z
T adisaster caused by a blizzard (W1W2 definition)
T asudden accident cased by a blizzard (W1 definition)
T adisaster caused by a snow storm (W2 definition)
I asudden accident caused by a snow storm (WO definition)
c) hydrail z
T hydrogen railway (W1W2 definition)
T trains that use hydrogen fuel (W1 definition)
T arailway system that wses highly flammable gas fuel (W2 definition)

T trains that use highly flammable gas fuel (WO definition)

The order of the source words in the definition either reproduced the order of their

parts retained in the target word (a), reversed it (b), or varied ér different types of
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definitions (c). This was not manipulated purposefully, but was a consequence of
expressing the meaning of a compountike formation by a phrase. The reason for this is
that syntagmatic origin blends are normally rightheaded, asare most English
compounds(Bauer 2009), and the definitions take the left head which is characteristic

of phrases. The order of the source words of paradigmatic origin blends like (a) above,
on the other hand, is not determinedy semantics. The general intention was to make

all the definitions sound as natural as possible (given the restrictions imposed by the
definition type), and to explain the target word as successfully as possible, irrespective
of the source word order andthe number of source words retained. To achieve this, |
asked 10 native speakers of English to read the full list of sentences with the stimuli and
with all four definitions for each target word and to comment upon how successfully

they thought the definitions explained the meaning of the target words. The feedback
and comments from the testers were taken into consideration, and some definitions
were rephrased. Even these measures could not, however, guarantee that the glosses are
equivalent to the words they replace. There remains a possibility that the judgements
about the quality of definitions might be affected not by the presence of the source
words, but by some other factor influencing the appropriateness of the gloss, which is
not accounted for in this study. Nevertheless, because there is no obvious way of
measuring the appropriateness of the gloss and because the judgements regarding it are
likely to be subjective, it seems appropriate to focus on the influence of the experimental
factor, i.e. the pesence of the source words in the definition, and to assume that all other

influences can be treated as random item factors.

Four groups of stimuli were created, so that each target word had a definition from one
of the four types in each group, and so thia@ach group contained equal numbers of
W1W2, W1, W2 and WO definitions. The participants were randomly assigned to one of
the four groups (27, 28, 28 and 29 participants, out of the 112 whose responses were
included in the analysis).The survey was run wth 64 stimuli (only two -element blends

or clipping compounds that included some degree of shortening, i.e. AC, AD, AW, WD,
WC, BD, and BC forms, see Table 1 above). Preliminary results of the study suggested
that that it would be valuable to also assess iy overlapping WW blends because it
appeared that the full preservation of source words was emerging as a significant factor
influencing the evaluation of blend definitions. An additional survey was therefore
created with just the 15 WW target words and heir definitions. The methods of

presenting the stimuli and assigning them to the groups according to the definition type
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were exactly the same as described above. Amail was sent to the participants of the

previous survey (99 emails were collected forthe purpose of the prize draw, the names

of the addressees were not known to the researcher) asking them to answer 15

additional questions. Out of the 99 participants that received the invitations, 58

completed the survey. No responses had to be excludédm the analysis, so all 58 were

included. Because the email addresses in the new survey were not connected to the

demographic data in the old survey (for the sake of anonymity), the demographic

guestions were included only in the main survey. Therefordghe information about the
DAOOEAEDPAT 008 ACA cOi Opbh OA@ AT A 1 ET COEOOEAO

which included WW blends, but all analyses included participant as a random factor.

6.2.4. Methods of analysis

It is often the case ininguistic studiesthat the effect of the experimental conditions can
be quite hard to estimate because of the presence of many other effects which are not
part of the experimental design In this survey, the readers can evaluate the definitions
of target words as more or less appropriate depending on many factors, such the

length of the blend itself and its source words, their frequency, orthographic or phonetic
similarity, and many other factors which are not experimental variables. A way to
approach this stuation is to control for as many factors as possible by including the
known properties of target words as factors in a statistical analysis. So, a number of
characteristics of target words, and also demographic information about the
participants were included in the analyses presented belown the course of the

analysis, it was sometimes necessary to choose between various ways to define certain
item characteristics. Thus, various measures of similarity of blend words to their source
words were used, incuding the orthographic similarity measure described in van Orden
(1987). However, a simpler method of calculating the dgee of similarity that is
described below turned out to produce the predictor variable which outperformed other
measures of similarity. Similarly, the method of calculating the average similarity
between the source words and the blend by Levenshtein distae (see the discussion of

item variables below) was selected as the most effective from several methods.

The statistical analysis of the survey results involved two qualitatively different
approaches: conditional inference tree and mixed effects multipleegression modelling.
The conditional inference tree (decision tree) method was used at various stages of the

analysis, in order to estimate the hierarchy of independent variables that have
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significant influence on the dependent variable. This methodologyas discussed in
Chapter 4 (see also Hothorn et a{2006) for more details). The results of the decision

tree analysis were then used to inform the selection of factors in the regression analysis.

The influence of the two experimental variable®n the dependent variable (alongside

the influence of other item and participant factors) was estimated in a series of mixed

effects regression models. For regression modelling, the dependent variable was

transformed from a scalar value (having seven pogsA1 A 1 AOAT O OAT CET C A4
O0i 066 A0OU ciT A6qgq O A 1 060i ACGEA OA1 OA OAT CEIl C
Al O 06A0OU cii A8gs8s )OO EAO 01 AA 11 0AA OEAO E
form of a numeric one is an approximatn, but this approximation provides a means of

building more easilyinterpretabl e regression modes, with more degrees of freedom

(the latter is especiallyimportant when including interactions in the models). The

assumption which underlies the decision tgresent the scalar variable as a numeric one

EO OEAO OEAOA EO A1 O1 AAOI UET ¢ AT 1 OET O1 60 ¢
which is indirectly measured on the scale used in the questionnaire. The relationship

between this underlying variable and the independent variables will therefore be

analysed in the regression models (see Bock and Didé3000) for a discussion of such

an approach to scalar variables).

The role of each factor and of possible interactions of factors was estimated by building
a series of regression models which included different independent variables and by
selecting the models that best predict the observed results. To separate out thiéeet of

the experimental variables from all the other effects, | used a twstep approach to
regression modelling(Hofmeister 2011). First, all variables except the experimental

ones were used to build a series of regression models, and a model which begilained
the influence of different factors on the response was selected out of the series. At the
second stage a new model was built which used the residuals from the first model as the
dependent variable, and which was used to estimate the influence d¢fet experimental
conditions on it. All statistical analyses were performed using the R software package

Development Core Team 2012)

6.3 Resultsand discussion
The analysis below is based on responses received from 112 partiaits to the 64 items

of the main survey, and from 58 participants to the 18ems of the additional survey.
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The analysis of the distribution of responses showed thabverall, he evaluations of the
definitions of different target words vary dramatically, for example, the definitions of

carbageN car+garbagex AOA CAT AOAT 1T U AOAI BAGAA AO O ' 11 A
definitions of acatrampN academic+trampolineOAAAEOAA A 110 1 &£ 6011 08

Qu

responses The results of the analysis of participainand item factors that influence the
responses will be presented below. First, the overall tendencies will be presented, and

then the details of the statistical tests confirming their significance will be given.
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Figure 12. Thedistribution of responses by the age group of the participants (a) and by their
education level (b)The width of the boxplots is proportional to the square root of the size of the
group.The response values are labelled 821 whi ch cor r es@riodnvies yt oGot\edr.y Th
box plots show median responses for each category, as well as upper and lower quartiles.

The age of the participants and whether or not they have some background linguistic
education turned out to influence the responses (Figre 12). The respondents with some
background linguistic education tend to give more varied evaluations, and in particular,
more lower grades. Most of the age groups have approximately the same distribution of
responses, apart from the (1825) and the (36-45) groups. The respondents in these two
groups tend to givehigher evaluations to the targetsThe significance of the effects of
age and education was confirmed in further analyses (see belovo significant

influence ofsexwas revealed.
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In terms of the strudural type of the target words, the median response for the
definitions of AW, WD and WW forms is higher than for the definitions of AC and AD
forms (Figure 13a). In terms of definition type (Figure 13b) the responses tend to be
lower for the definitions containing no source words (WO0) than for definitions
containing one of the source words (W1 or W2) or both (W1W2).
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Figure 13. The distribution of responses by structural type of the target word (a) and by definition type
(b).

The observed median responsesliffer across definition typesin ways that reflect

differences between the structural types of theéarget words. For AW, BC, WD and WW

blends the median responseare the same for all four types of definitions, whilst the

definitions of AC, AD, BD and WC target words ag&ven higher evaluationsif they

contain the source words (see Table 9).

The results of an ANOVA show that both the effect of blend type and that of definition
type on the response is significant (&, 6872]=69.58, p<0.0001 for blend type; B,
6872]=6.06, p=0.0004 for definition type). Moreover, the effect of the interaction of
blend type and definition type on the response is also significant [E2, 6872]=2.35,
p=0.0052).1t has to be noted, however,liat the observed effectould be due to factors
other than blend type or definition type, orcould be a cumulative effect of several

different factors. This is especially important in a situation whenasin the present study,
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the stimuli are very diversenot only in terms of structural types but also in terms of

frequencies, lengths and other characteristics. Therefore, in what follows, the influence

I £ A 101 AARO T &£ EOAI AT A PAOOEAEDPAT O EAAOI 00 1
alongside the inflience of blend type and definition type discussed above. First, an

exploratory analysis by a decision tree method will be carried out to estimate the

relative influence of various factors on the response, and then the influence of blend

type and definition type will be reconsidered in a multiple regression analysis.

Table9. Observed median responses to definitions of different types of target words

Blend type Median response to definitions
W1w2 W1

N
o

AC
AD
AW
BC
BD
wC
WD
WW

GO o o o101~
gagoh~hooo O0lh b
U‘IU‘I-bU'I@U'I-b-bE

U‘IU‘I-bU'I@U‘I-bOOE

AEA ET £ OAT AR T £ AEAEAOAT O EAAADOI OO0 11 OEA DPAO
decision tree. As mentioned in Chapter 4, this method estimates a regression

relationship betweenthe variables (both continuous and categorical) by splitting the

AAOA ET O1 OECT EEAEAAT O U AEEEAOAT O OAOAT AEAOGS
influence for each particular split (these factors are shown as nodes in the tree). In the

following analysis, the conditional inference trees were built to visualise the effect of a

1 0l AAO T £/ POAAEAOT O OAOEAAITHeGollowihg OEA DPAOOEAED
characteristics of target words were used as item predictor variables (see alsoe full

list of variables in Appendix 5):

i the length of splinters (initial and final) in letters;

T the length of W1 and W2eachresidualised against the splinter length that is,
estimating the effect ofthe length of the source words not already accounted for
by the splinter length);

T the frequency of the source words in COCA: log transformed frequencies were
used for the analysis, but raw frequencies are displayed in the plots below, to

simplify the interpretation of the results;
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i the log transformed frequency of the blend wordneasured by the number of hits
in Google search (as, for obvious reasons, COCA frequency could not be used for
blendsz see the discussion of data collection isection4.1);

i the semantic type of the target word, that is, whether it is of paradigmatic agin,
e.g.weisure(meaning both work and leisure)or of syntagmatic origin, e.g.
intellidatingj 1 AAT ET ¢ OE1 QAsidibctsSel in €ectidMIET C8 q

i the orthographic similarity of the source words to the target words, i.e. the
number of letters that the target word, e.gadvergameshares with the source
word, e.g.advertisement divided by total number of letters in the source word,
calculated separatdy for W1 and W2;

I the average string edit distancd ASED)between the source words and the target
word, also known as Levenshtein distancé_evenshtein, 1966) and calculated in
the following way (Gries, 2012): (W1© Blend + W20 Blend) /2, i.e. the average
of the number of letters that have to be inserted/deleted/substituted to turn W1
into the target word plus the number of insertions/deletions/substitutions that
are necessary to turn W2 into the targetord;

i whether the target word preserves the prosodic pattern (i.e. the number of
syllables and the main stress position) of W1 or W2, or none of them;

i the frequencyposition of the source words in COCA among all the words
beginning/ending with the letter string in the splinter (that is, whether the
source words are the most frequent among all the words in COCA beginning or
ending with that letter string, see also Appendix 5 for details)

i the COCA frequency of the coordinative combination (witand, or, or acomma)
of the source words of the target word;

i the COCA frequency of the subordinative combination of the source words of the
target word

i the structural type of the target word, i.e. AC, AD, AW, WD, or WW,

i the type of the definition, i.e. W1W2, W1, W2, &O.

Yyl AAAEOGEIT T O1 OEA EOAI OAOEAAI AOGh OEA DPAOC
education were included in the analysis as participant variables. However, the

participant variables could only be accounted for when analysing the data from theain

survey (that is, the responses to the 64 target words of AC, AD, AW and WD types). The
analysis including the data from the additional survey on 15 WW blends included only

item variables.
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