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Abstract

This thesis considers the analysis of matched filtering (MF) processing in massive multi-user multiple-input-multiple-output (MU-MIMO) wireless communication systems. The main focus is the analysis of system performance for combinations of two linear processors, analog maximum ratio combining (MRC) and digital MRC. We consider implementations of these processing techniques both at a single base-station (BS) and in distributed BS layouts. We further consider extremely low complexity distributed variants of MRC for such systems. Since MRC relies on the massive MIMO properties of favourable propagation (FP) and channel hardening, we also present a detailed analysis of FP and channel hardening. This analysis employs modern ray-based models rather than classical channel models as the models are more reliable for the large arrays and higher frequencies envisaged for future systems.

The importance of MRC processing is being driven by the emergence of massive MIMO and millimetre wave as strong candidates for next generation wireless communication systems. Massive MIMO explores the spatial dimension by providing significant increases in data rate, link reliability and energy efficiency. However, with a large number of antennas co-located in a fixed physical space, correlation between the elements of antennas may have a negative impact. Distributed systems, where the total number of antennas are divided into different locations, make this problem less serious. Also, linear processing techniques, analog MRC and digital MRC, due to their simplicity and efficiency, are more practical in massive MU-MIMO systems. For
these reasons we consider MRC processing in both co-located and distributed scenarios.

Although distributed systems reduce the adverse impact of correlation caused by closely-spaced large antenna arrays by dividing the antennas into multiple antenna clusters, the correlation within the cluster still exists. Thus, we extend MRC analysis for massive MIMO to correlated channels. Approximations of expected per-user spectrum efficiency (SE) with correlation effects for massive MIMO systems with analog MRC and digital MRC are derived. Useful insights are given for future system deployments. A convergence analysis of the interference behaviour under different correlation models is presented.

Furthermore, a distributed fully cooperative system, where all the received signals are sent to the central processor, offers attractive performance gains but at the cost of high computational complexity at the central node. Thus, we propose four low-complexity, two-stage processors, where only processed signals after local processing (first-stage) are transmitted to the global processing node (second-stage). We present analytical expressions for the expected per user SINR in an uplink distributed MU-MIMO system with two-stage beamforming. This leads to an approximation of expected per-user SE.

The analysis of both millimetre wave and massive MIMO systems requires a strong link to the physical environment and ray-based models are more practical and suitable for such systems. However, it is unclear how the key properties in conventional MIMO systems, such as FP and channel hardening, will behave in a ray-based channel model. In this thesis, remarkably simple and general results are obtained demonstrating that: a) channel hardening may or may nor occur depending on the nature of the channel models; b) FP is guaranteed for all models as long as the ray angles are continuous random variables; c) we also propose a novel system metric, denoted large system po-
tential (LSP) as the ratio of the mean desired signal power to the total mean interference power, where both the numbers of antennas and end-users are growing to infinity at a fixed ratio. We derive simple approximations to LSP and demonstrate that LSP will not normally hold as the mean interference power usually grows logarithmically relative to the mean signal power.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC</td>
<td>analog to digital converter</td>
</tr>
<tr>
<td>AoA</td>
<td>angle of arrival</td>
</tr>
<tr>
<td>AoD</td>
<td>angle of departure</td>
</tr>
<tr>
<td>BS</td>
<td>base station</td>
</tr>
<tr>
<td>CDF</td>
<td>cumulative distribution function</td>
</tr>
<tr>
<td>CSI</td>
<td>channel state information</td>
</tr>
<tr>
<td>HBF</td>
<td>hybrid beamforming</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>independent and identically distributed</td>
</tr>
<tr>
<td>LoS</td>
<td>Line-of-Sight</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple-input-multiple-output</td>
</tr>
<tr>
<td>MF</td>
<td>matched filtering</td>
</tr>
<tr>
<td>MRC</td>
<td>maximum ratio combining</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean square error</td>
</tr>
<tr>
<td>mmWave</td>
<td>millimetre wave</td>
</tr>
<tr>
<td>MU-MIMO</td>
<td>multi-user multiple-input-multiple-output</td>
</tr>
<tr>
<td>NLoS</td>
<td>Non-Line-of-Sight</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>OFDM</td>
<td>orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>PDF</td>
<td>probability density function</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>SE</td>
<td>spectral efficiency</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise-ratio</td>
</tr>
<tr>
<td>SINR</td>
<td>signal-to-noise and interference-ratio</td>
</tr>
<tr>
<td>SVD</td>
<td>singular value decomposition</td>
</tr>
<tr>
<td>TDD</td>
<td>time division duplexing</td>
</tr>
<tr>
<td>ULA</td>
<td>uniform linear array</td>
</tr>
<tr>
<td>UPA</td>
<td>uniform planar array</td>
</tr>
<tr>
<td>ZF</td>
<td>zero forcing</td>
</tr>
</tbody>
</table>
A brief introduction is presented in this chapter with an overview of multiple-input-multiple-output (MIMO), multi-user MIMO (MU-MIMO), and massive MIMO techniques for future generation wireless communication systems. Then, the research motivation and problem statements are provided followed by the contributions of the thesis and a list of publications thus far.

Looking at the current vision for communication, there is an expectation of access to any information at any time and in any place, leading to an exponential demand for data transfer via wireless networks. It has been reported that the data generated in 2018 is a 6-fold increase over 2014 [1]. In order to meet the demand for an ever-increasing data rate (10 Gbps for 5G systems [2]), massive MIMO and millimetre wave are strong candidates for future commercial wireless communication systems.

Massive MIMO, scaling up the number of system antennas by at least an order of magnitude over current MU-MIMO systems, can improve the communication system’s data rate, energy efficiency and link reliability [3, 4]. In addition, the desired channel properties of massive MIMO, such as favourable propagation (FP) and channel hardening, arise when operating with large arrays of antennas as a result of asymptotic random matrix theory [5]. FP means that users’ channels become mutually orthogonal with an in-
crease of the number of antennas [6,7], under which condition linear signal processing techniques such as matched-filtering (MF) and zero-forcing (ZF) benefit, resulting in near maximum transmission rates [8, 9]. Channel hardening [10], refers to the situation where the entries of channel matrices begin to become deterministic and well conditioned, bringing the advantages of simplified precoding design and system analysis [7]. However, these idealistic channel properties are largely studied under the assumptions of an independent and identically distributed (i.i.d) channel and an infinite number of antennas. The physical size of massive MIMO arrays has been an obstacle for implementation for decades due to physical constraints. However, with the adoption of millimetre wave, where the antenna spacing is proportional to the wavelength the antenna array size becomes much smaller when operating in these high frequencies. Hence, massive MIMO is now receiving enormous research attention both in academia and industry. The channel bandwidth of 2 GHz will become common for systems operating at above 60GHz [11]. Current wireless systems operate on a relatively small range of microwave frequencies which are usually from a few hundred MHz to a few GHz corresponding to wavelengths in the range of several centimetres up to a metre [2]. This precious microwave bandwidth is almost fully occupied. Even though there are some advanced signal processing techniques like cognitive radio or small cells which can unleash some spectrum, they cannot meet the required Gbits/s data rates. The main motivation for moving cellular communication systems to the millimetre wave band (30-300GHz) is to take advantage of the large bandwidth available at high frequencies [12], assigning users a larger communication bandwidth and enabling higher user data rates. Even though massive MU-MIMO can enable multi-user communications in the same frequency band, some beamforming techniques, e.g., maximum ratio combining, are unable to handle a large number of users due
to their inability to mitigate interference among users. Thus, frequency reuse will need to be used alongside MU-MIMO to cut down on interference.

1.1 Motivation

Very large numbers of antennas are needed to obtain enough beamforming (BF) gains for next generation wireless communication systems. The large number of antennas deployed at the transmitter will cause high hardware costs, power consumption, and correlation. Some hardware components, like analog-to-digital converters (ADC), make it difficult to dedicate a separate RF chain for each antenna because they are high in power consumption and cost. A new design is required to meet this challenge and analog, digital and hybrid BF, in which the processing is divided between the analog and digital domains, are currently being proposed. Thus, low-complexity BF techniques for massive MIMO arrays are of great importance. In particular, the simplicity of MF makes it an attractive candidate. Moreover, distributed systems provide good coverage and reduce the negative effects of correlation encountered with large antenna arrays. This motivates the central topic of the thesis, the performance analysis of MU-MIMO using low complexity MF based methods.

Within this area of research, the emergence of millimetre wave is making certain aspects of the communication channel more important. Millimetre wave channels can be highly correlated so the thesis takes a close look at the effects of correlation on MF. Also, millimetre wave channels are built on physical ray-based models. Although such models have also been used for microwave channels, ray-based models have become increasingly popular as they are essential for millimetre wave. Hence, the thesis looks at the signal power and interference power found in ray-based channels using MF. This
relates to the basics of massive MIMO, namely FP and channel hardening. Hence, although the thesis is not focused on millimetre wave, these recent trends have guided the direction of the work. In fact, the thesis is not tied to any band although the millimetre wave band is one of the motivations for massive MIMO and hybrid beamforming (HBF). Nevertheless, ray-based models and massive MIMO and analog processing are also being considered at microwave frequencies. The specific research problems based on this broad motivation are described below.

1.1.1 Low-complexity Beamforming (BF) Analysis in Distributed Systems

Due to the large antenna arrays required, one trend for future cellular systems is to separate the base station (BS), dividing the antennas into multiple antenna clusters. This is known as a collaborative BS system [13], also referred to as a distributed system, leading to a different system architecture compared with the centralized or co-located systems. Such distributed systems have the advantage of providing greater coverage than a single, co-located, antenna cluster as they both reduce the minimum and average distance to a specific user and consequently increase the average received signal-to-noise-ratio (SNR) [14]. Considering hardware costs, massive MIMO systems require a simple and low power-consumption BF design. In recent years, many works have been focused on analog beamforming design and antenna selection methods. Analog beam training approaches have been developed in [15–18]. The lens-based analog BF in [19] takes advantage of beamspace expressions to achieve near-optimal digital BF performance. A novel soft antenna selection approach through RF signal processing has been proposed in [20]. In [21], an analog BF algorithm aimed at maximizing the average SNR has been developed to jointly design the transmitter and receiver analog BF
weights. Maximal ratio combining (MRC) not only maximizes the received signal power, but also requires no central control and can be deployed independently at each antenna in a distributed BS layout [22]. Thus, there is a need to analyse the performance of analog MRC distributed systems compared with centralized conventional systems. We contribute to this analysis in Chapter 4 and Chapter 5.

1.1.2 Spatial Correlation for Distributed and Co-located Systems

Distributed BSs with large antenna array have aroused great interest not only because they provide good coverage but also as they provide the additional benefit of reduced spatial correlation relative to large co-located arrays [22]. Since there are more antennas which are closely-spaced in one physical location, massive MIMO suffers more from spatial correlation than conventional MIMO systems [23–26]. Although distributed systems reduce this adverse impact by dividing the antennas into multiple antenna clusters, the correlation within the cluster still exists. Hence, the performance of large antenna arrays operating under correlated fading is of great interest [27–32]. While digital MU-MIMO MRC is well understood, relatively few analytical results exist for analog MU-MRC in distributed systems with correlation effects. Thus, in Chapter 4 and Chapter 5, we also focus on the impact of different correlation models on the distributed and co-located systems performance.

1.1.3 Distributed Hybrid MRC in Two Stage MU-MIMO Systems

Distributed systems provide the benefits of reduced spatial correlation [22] and greater coverage than conventional co-located systems [13]. However, in
a distributed system, interference among users is a major barrier to meet the required data rate. Thus, some degree of centralized processing, which coordinates the received signals from the distributed antennas [33], is required to either maximize the desired signal power or reduce the inter-user interference. The processing is done at a central node which has access to the signals received at all distributed antennas [22, 33]. The importance and limitations of coordinated antennas are further discussed in [14, 22] and references within. In fully cooperative distributed systems, where all the received signals are sent from the antenna clusters to a central processor, attractive performance gains are achieved compared to the equivalent non-cooperative network [22, 33]. In [13], full cooperation is evaluated in the downlink with dirty paper coding and zero forcing (ZF). However, taking communication overheads and complexity into consideration, simplified processing is required. Hence, maximum ratio combining (MRC) with user grouping was proposed in [22]. To relieve the need for centralized knowledge of all the signals, two-stage processing is proposed in [33]. Here, only the output signals after local (first stage) processing are sent to the (second stage) central processing node. However, there is very little work in the literature on very low complexity two-stage BF techniques for both local and central processing. Thus, in Chapter 6 we further reduce the complexity and hardware requirements of local and central processing by considering analog and digital MRC.

1.1.4 Asymptotic Behaviour for Distributed Systems

There are many published results concerning asymptotic analysis in centralized systems. Asymptotic capacities are derived in [7] based on digital ZF and MRC for downlink MU-MIMO where the number of users and antennas grow to infinity simultaneously but at a fixed ratio. A thorough analysis with several linear precoders and detectors in a multi-cellular massive MIMO
system is presented for both uplink and downlink in [34]. In [27], the asymptotic channel matrix behaviour is studied with digital ZF and MRC precoders. However, there is no published work analysing the difference between analog and digital MRC with large antenna arrays in distributed systems and with different correlation models. This convergence analysis for distributed systems is discussed in Chapter 5 and Chapter 6. The massive MIMO asymptotic behaviour for ray-based channels is investigated in Chapter 7 and described in more detail below.

1.1.5 Massive MIMO for Ray-based Channels

The bulk of the theoretical work on FP and channel hardening has employed classical statistical channel models. However, accurate modelling of large dimensional and millimetre wave channels requires a strong link to the propagation environment, which is usually obtained through ray-based models. These models are more physically based, extensively validated by measurements, have a closer link to the array architecture and are widely used irrespective of the frequency band [35–37]. Most of the published work concerning FP and channel hardening are under specific assumptions about the underlying angular distributions, such as a uniform distribution approximation [9, 38]. Hence, a general analysis of FP for ray-based models with arbitrary ray distributions is almost entirely lacking. In Chapter 7, we investigate the properties of FP and channel hardening for ray-based models with the most basic assumptions concerning physical phenomena rather than statistical parameters. In addition, we extend this analysis to the asymptotic regime where both the numbers of antennas and the number of users grow to infinity at a fixed ratio (double-sided massive MIMO). Here, the equivalent question concerns whether the total interference power caused to the desired user dominates the signal power. In order to investigate this behavior, we define
large system potential (LSP) as the ratio of the mean desired signal power to the total mean interference power.

Since the thesis considers channels which have user specific statistics and vary from i.i.d Rayleigh, through correlated Rayleigh, Ricean and ray-based, we use the term heterogeneous in the thesis title to denote the breadth of channel models considered.

1.2 Contributions

The contributions of this thesis, listed by chapter, are as follows.

1.2.1 Analysis of Analog MRC for Distributed MU-MIMO Systems (Chapter 4)

- Novel analytical expressions of expected per-user signal power and interference for both uplink MRC and downlink MF in distributed antenna systems are derived. The derivation is robust to changes in system dimension and correlation models.

- We analyse the system performance of digital and analog MRC/MF for three BS layouts. We show that while digital MRC benefits from increased BS decentralization, the same does not hold for analog MRC.

- Simulation based investigations of the impact of different Rice K factors on both centralized and distributed systems with analog and digital MRC are presented. We show that the performance of analog MRC approaches that of digital MRC when increasing the K factor in a centralized system, while the performance gap between the two techniques remains in a distributed system.
1.2.2 Analysis of Analog and Digital MRC in Massive MU-MIMO Systems over Correlated Channels (Chapter 5)

- We derive analytical expressions of signal-to-noise and interference-ratio (SINR) for uplink analog MRC and digital MRC under different correlation scenarios when the number of antennas and users grows to infinity. The asymptotic behaviours of these cases are analysed. The findings suggest that the system performance is improved where there is perfect correlation within one user’s channel but a random phase distribution among users. Thus, in some cases, correlation is beneficial and can help system performance. From the derived expression of SINR for i.i.d Rayleigh fading, around 21.5% performance loss occurs with analog MRC compared with digital MRC. The system performance analysis under perfect correlation suggests that digital and analog MRC would have the same asymptotic behaviour.

- We derive a signal-to-interference-ratio (SIR) expression based on an exponential correlation model, which takes both correlation coefficient and phase into consideration. The 3D surface plots based on this expression give great insight into why high correlations with random phases improves system performance. We also show the similar system behaviour under a one-ring correlation model.

- The interference behaviour under perfect correlation with two special correlation models, exponential and one-ring are studied. We find that the asymptotic behaviour of interference mainly depends on the angular distribution of users.
1.2.3 Hybrid MRC with Imperfect CSI in Two Stage Distributed MU-MIMO Systems (Chapter 6)

- Novel analytical expressions for the expected spectral efficiency (SE) for uplink A-D and D-D are derived.

- We analyse the system performance of A-D and D-D for two- and four-cluster BS layouts. We show that D-D benefits from increased cluster decentralization.

- Simulation results for A-ZF and D-ZF allow a performance comparison of A-D, D-D, A-ZF, and D-ZF. We show that MRC is a reasonable alternative to ZF in the second stage even at moderate SNR levels. Furthermore, A-D only requires phase shifters in the local processing and a few RF chains at central processing. Thus, A-D is a very low complexity technique for distributed systems which reduces hardware costs and power consumption.

- We show that A-D has an asymptotic performance loss of approximately 21.5\% compared to D-D in centralized systems. For distributed systems, the performance comparison depends on the pattern of user link gains.

1.2.4 Massive MIMO Asymptotics for Ray-Based Channels (Chapter 7)

- We show that channel hardening may or may not occur depending on the nature of the model.

- We show that FP is guaranteed for all models where the ray angles are continuous random variables (as assumed by all models to date).
• For LSP, we derive remarkably simple expressions which relate the asymptotic interference behavior to system size, antenna spacing and the ray distribution. We demonstrate that LSP will not normally hold as the interference power grows logarithmically relative to the power of the desired user channel as the system size increases.

• Analytical results are verified via simulation and using special cases for specific angular distributions where analytical results are possible.

• Despite the lack of LSP, the implications for massive MIMO are excellent. Although the interference eventually dominates the desired channel, the growth is very slow and is further attenuated by practical factors such as the likely propagation environment and the typical array patterns employed. In addition, we prove that trivial scheduling schemes can retain LSP.

1.3 Thesis Outline

The reminder of the thesis is organized as follows:

• Chapter 2 provides a theoretical background, including the key properties of wireless communication channel models, MIMO and MU-MIMO channel models.

• Chapter 3 examines the system architectures and beamforming techniques for massive MIMO systems. Three system architectures are discussed: analog, digital, and hybrid. Linear beamforming techniques for both single user MIMO and MU-MIMO are also included.

• Chapter 4 investigates the performance analysis for uplink analog MRC and downlink MF in a correlated Rayleigh fading channel for both centralized and distributed MU-MIMO systems.
• Chapter 5 extends the work in Chapter 4 to asymptotic analysis with different correlation models.

• Chapter 6 proposes four low-complexity, two-stage BF techniques to improve the system performance in Chapter 4 and reduce hardware costs and power consumption.

• Chapter 7 investigates FP and channel hardening properties for ray-based channels with two antenna topologies: uniform linear array (ULA) and uniform planar array (UPA).

• Chapter 8 concludes the thesis with key contributions and future research directions.

1.4 Publications


As the performance of wireless communication is highly dependent on the channels that users experience, it is important that we have a thorough understanding of the various types of wireless communication channels and modelling methods. These methods can be categorised into two main types, statistical and ray-based. Most of the other channel models are either extended or transformed versions of these two. Firstly, this chapter presents a general overview of the propagation properties related to wireless channels, such as large-scale and small-scale fading. Then an introduction to statistical and ray-based channel models is given followed by a discussion of uplink and downlink MU-MIMO systems. Beamforming techniques, which are introduced in the following chapter, require channel information. Thus, a brief discussion of two widely used methods of attaining channel knowledge in modern wireless communication systems is given. As some of the work in the thesis looks at the asymptotic behaviour of large antenna systems, the properties of massive MIMO are also introduced.
2.1 The Propagation Properties of Wireless Communication Channels

Unlike wired communication, where the signal is usually transmitted over wired-based media, such as copper, or optical fibre, the wireless radio channel is a much more challenging environment. Wireless channel effects include fading, interference, noise, and reflection and diffraction by obstacles. The received signal power is attenuated badly by the artefacts above and shows considerable randomness. There are three main factors that have the most important impact on radio channels and can be classified as large-scale fading (Sec. 2.1.1), small-scale fading (Sec. 2.2), and blockage and outage (Sec. 2.1.2).

2.1.1 Distance-Based Path Loss and Shadowing

Consider transmitting a signal between a transmitter and a receiver. A popular distance-based model for path loss is [39]

$$PL(d)[dB] = \alpha + 10\beta \log_{10}(d) + \xi, \quad \xi \sim \mathcal{CN}(0, \sigma^2_{SF}),$$

(2.1)

where $PL(d)$ is the path loss of a link at distance $d$ and $\xi$ is shadowing. Depending on the scenario, some values of parameters $\alpha$ and $\beta$ can be found in [39]. When $\beta = 2$ and there is no uncertainty, $\xi = 0$, (2.1) can be converted to the free-space Friis’ law [40]

$$P = G_r G_t \left( \frac{\lambda}{4\pi d} \right)^2 P_t,$$

(2.2)

where $P$ is the received power, $P_t$ is the transmit power, $G_t$ and $G_r$ are the transmit and the receive antenna gains respectively, and $\lambda$ is the wavelength. As we know, $\lambda = \frac{c}{f}$, where $c$ is the speed of light and $f$ is the carrier frequency.
Thus, the received power, $P$, has an inverse square law decay with $f$. At high frequencies, the much smaller wavelength not only means high path loss, but it also means that more antennas can be closely spaced into the same physical area [11], which creates possibility BF and antenna gains to counteract the large path loss. Thus, large array systems which are equipped with large directional antenna arrays can have reasonable coverage. The measurements conducted in New York City [41,42] have inspiring results to support this.

Due to obstacles, which cause scattering, absorption, diffraction and reflection, the received signal power experiences a great deal of randomness. All the factors above introduce a random component into the path loss (see (2.1.1)), which is often modelled as a log-normal random variable. In particular,

$$\varphi = 10^{(\xi/10)},$$

(2.3)

where $\xi$ is the zero mean Gaussian variable in (2.1) and $\sigma_{SF}$ is the shadowing standard deviation in dB.

### 2.1.2 Blockage and Outage

The theoretical high path loss over millimetre wave bands can be partly compensated for by directional antennas. Blockage is another big challenge which can attenuate signals by as much as 30dB to 80dB depending on different blocking materials [41,42]. For high frequency, diffraction is less significant while LoS is more significant, making blockages more important. However, small wavelengths due to high frequencies increase the effective roughness of materials, which results in more scattering, an important mechanism in enabling coverage via NLOS paths. Several models can be used to evaluate the effect of blocking, like a two-state model considering the scenarios: line of sight (LOS) and NLOS, and a three-state model including LOS, NLOS, and signal outage [41,42]. Such models can help to analyse the coverage and ca-
pacity in large antenna array systems.

### 2.2 Statistical Channel Models

Due to the complexity of the small scale fading phenomenon in wireless channels it can be difficult to describe wireless links via simple, physically based models. Hence, statistical channel models are often used which represents a simplified view of the actual environment. In this section, we introduce two widely used statistical channel models, i.i.d. Rayleigh and i.i.d. Ricean, which are also the building blocks of many more complicated channel models.

#### 2.2.1 I.I.D Rayleigh

The i.i.d Rayleigh model is commonly used in urban areas, where rich scattered replicas of the transmitted signals arrive at the receiver and no direct path is assumed. Here, the normalized received signal’s amplitude has the probability distribution function (PDF) given by [40, 43]

\[
f_R(r) = 2re^{-r^2}, \quad r \geq 0,
\]

and the phase angle has a uniform distribution from 0 to \(2\pi\). The simplicity of this model allows closed-form analysis in many applications.

#### 2.2.2 I.I.D Ricean

We employ a Ricean channel model [40, 43] when there is rich scattering, as in the Rayleigh model, but also a line-of-sight (LoS) path between transmitter and receiver. The channel is described by two parameters: \(K\) and \(\Omega\), where \(K\) is the ratio of the deterministic power to the scattered components and \(\Omega\) represents the total power of the two kinds. The amplitude of the received
signal has the PDF

\[ f_r(r) = \frac{2(K + 1)r}{\Omega} \exp\left(-K - \frac{(K + 1)r^2}{\Omega}\right) I_0 \left(2\sqrt{\frac{K(K + 1)}{\Omega}} r\right), \quad r \geq 0, \]  

(2.5)

where \( I_0 \) is the zeroth order modified Bessel function of the first kind.

2.3 Narrowband MIMO Channel

In this section, we discuss both single-user (also known as point-to-point) MIMO and multi-user narrow band MIMO channels. MIMO exploits and takes advantage of diverse channels between the transmitter and the receiver, where both sides are equipped with multiple antennas [44]. The independent channels that MIMO systems can use gives rise to multiplexing gain, which can improve system performance massively and has been already deployed in current wireless communication systems [45].

2.3.1 Narrowband Single-user MIMO Channel

Single-user MIMO refers to the system where there are \( N_t \) transmit antennas at the BS, serving only one user equipped with \( N_r \) antennas. This system can be simply represented as [40]

\[ y = Hx + n, \]  

(2.6)

where \( H = \begin{bmatrix} h_{11} & \cdots & h_{1N_t} \\ \vdots & \ddots & \vdots \\ h_{N_r,1} & \cdots & h_{N_r,N_t} \end{bmatrix} \) is the \( N_r \times N_t \) channel matrix and \( h_{ij} \) represents the channel gain from transmit antenna \( j \) to receive antenna \( i \). These channels can have various distributions, such as i.i.d Rayleigh in Sec. 2.2.1, i.i.d Ricean in Sec. 2.2.2 or more complex distributions. In (2.6), \( x \) is the trans-
mitted symbol vector \( (N_t \times 1) \), \( y \) is the received vector \( (N_r \times 1) \) and \( n \) is the \( N_r \times 1 \) noise vector.

2.3.2 Narrowband Multi-user MIMO Channel

Multi-user MIMO (also know as MU-MIMO) systems use the same time and frequency resource to serve multiple users simultaneously. This technique not only improves system performance with limited resources, but also can adopt simple signal processing techniques such as MF with growing numbers of antennas [46]. The users served can be equipped with multiple antennas, as described in Sec. 2.3.1, or just with one single antenna. In our work, we only consider MU-MIMO with a single antenna at the user equipment (UE).

Uplink Multi-user Channel

Now consider uplink transmission for a MU-MIMO system as shown in Fig. 2.1. The base station is in the middle of a cell, and users are distributed within the cell. Hence, the uplink multi-user global channel is

\[
H = [H_1 H_2 \cdots H_K],
\]

(2.7)

where \( K \) is the total number of users and \( H_i \) is the channel for user \( i \).

Downlink Multi-user Channel

Downlink transmission for a multi-user system is as shown in Fig 2.2. Similarly, the downlink multi-user global channel is

\[
H = [H_1^H H_2^H \cdots H_K^H]^H,
\]

(2.8)

where \( K \) is the total number of users and \( H_i \) is the channel for user \( i \).
2.4 Ray-based MIMO Channel Models

In order to model diffraction and reflection effects, ray-based models have been used for decades in mobile terrestrial channel [47]. Due to the physical-based nature and close link to the array architecture, ray-based models are widely used for system analysis [35–37]. Especially when the wavelength is relatively small, the total channel behaves like the sum of narrow beams or rays [47]. Thus ray-based channel models are vital for next generation wireless communication systems as high frequencies are more likely to be used such as millimetre wave, whose wavelength is relatively small, leading
Figure 2.2: Downlink multi-user channel

to different propagation effects and possibly a smaller number of rays. The
typical parameters of low frequency systems, such as angle spread, time de-
delay spread, etc., will have different values in millimetre wave environments.
Many measurements [39] show that the millimetre wave channel tends to
have only a few clustered paths which are sparse in the angular domain [11].
Many other popular channel models, such as the 3GPP standardization exer-
cise [35] and Saleh-Valenzulela (SV) type [48] channel models are variations of
such ray-based models. The ray-based MIMO channel can be described either
by a 2D or a 3D multipath channel model. For a 2D channel model, the an-
tenna array steering vectors only consider azimuth angles; whereas both az-
Imuth and elevation angles will be used for a 3D channel model. We assume the channel is narrowband block-fading. Note that our work can be applied to both microwave and millimetre wave systems. The narrowband assumption based on the use of orthogonal frequency-division multiplexing (OFDM) is a well-accepted assumption in microwave systems. However, in higher frequency bands, this assumption is controversial due to the high peak-to-average power ratio (PAPR) problem with OFDM compared to single-carrier systems [49, 50]. [51] shows that single-carrier with minimum mean-squared error (MMSE) performs close to OFDM, but with a lower PAPR. Also, in [49], it is shown that OFDM is similar to single-carrier if amplifier non-linearities can be handled, but worse than single-carrier otherwise. Thus, both OFDM and single-carrier techniques remain candidates for higher frequency bands. However, OFDM remains the chosen technique for future generation systems in the 3GPP standards\(^1\). Hence, the channel for a single antenna UE can be represented by [42]

\[
h = \frac{1}{CL} \sum_{c=1}^{C} \sum_{l=1}^{L} g_{cl} a(\phi_{cl}),
\]

(2.9)

where \(C\) is the number of clusters; \(L\) is the number of subpaths in each cluster; if only considering azimuth domain, each subpath contains azimuth angle \(\phi_{cl}\), and \(\phi_{cl} = \phi_c\) (cluster central angle) + \(\Delta\) (subarray offset angle); \(g_{cl}\) is the complex small-scale fading gain on the \(l\)th subpath of the \(c\)th cluster. The ray-based channel in azimuth domain is shown in Fig. 2.3. The elevation angle is shown in Fig. 2.4. This model is applied in Chapter 7 using the simplified notation

\[
h_i = \sum_{r=1}^{P} \gamma_{ir} a(\phi_{ir}),
\]

(2.10)

where \(i\) is the user number, \(P\) is the total number of paths \((P = CL)\), \(\gamma_{ir}\) corresponds to some \(g_{cl}/(CL)\) and \(\phi_{ir}\) is one of the \(\phi_{cl}\) angles. 3D channel

\(^1\)3GPP TR 21.915 V15.0.0, http://www.3gpp.org/.
models also include elevation angles which are defined in terms of clusters in a similar manner to Fig. 2.3. This is described in more detail in Chapter 7.

Figure 2.3: Ray-based channel model showing a generic cluster in the azimuth domain with the azimuth central angle of the cluster and the offset of a given ray.

### 2.5 Spatial Correlation

MIMO techniques exploit the spatial aspect of communication channels [47]. Spatial correlation of two or more channels may occur in such a structure, which in turn may have an impact on MIMO system performance. Thus, to characterize the spatial properties of a MIMO system it is important to consider the channel correlation structure. Here, we discuss spatial correlation at the transmitter, but this can also be applied to the receiver. We define the
Figure 2.4: Ray-based channel model showing a generic cluster in the elevation domain with the elevation central angle of the cluster and the offset of a given ray.

spatial correlation coefficient between two transmit antenna elements $q$ and $q'$ as $R_{q,q'}$, which satisfies $0 \leq |R_{q,q'}| \leq 1$. If $|R_{q,q'}| = 1$, we say that the two antenna element channels are fully correlated, while $R_{q,q'} = 0$ implies that the channels are uncorrelated [47,52]. Many factors, such as the numbers of clusters and subpaths, angular spread in (2.9) and various antenna topologies will change the level of correlation. We give two widely-used correlation models, *Exponential* and *One-ring* in Sec. (2.5.1) and Sec. (2.5.2), separately.
2.5.1 Exponential

The exponential spatial correlation model is the simplest, common model for correlation, widely adopted as in [53,54]. This model is ideal for analysis due to its use of a single parameter to characterize the level of correlation. The exponential correlation matrix at the BS (similarities applies to the receiver) can be described by

\[
R = \begin{bmatrix}
1 & \rho & \ldots & \rho^{N_t-1} \\
\rho^* & 1 & \ldots & \rho^{N_t-2} \\
\vdots & \vdots & \ddots & \vdots \\
(\rho^{N_t-1})^* & (\rho^{N_t-2})^* & \ldots & 1
\end{bmatrix},
\tag{2.11}
\]

where \(\rho\) is the decay parameter and \(|\rho| \leq 1\). The correlation effect decays exponentially as the distance of two elements increases. Hence, it is best applied to linear arrays. Large \(|\rho|\) indicates a high correlation effect.

2.5.2 One-ring

The one-ring correlation model is proposed based on the characteristics of the physical environment [55–60]. This type of correlation matrix captures the differences in the dominant propagation channel to each terminal, which are mainly characterized by two physical quantities: (1) the local scattering environment and (2) the antenna spacing distance at the transmit array [43, 61, 62]. The coefficients of a one-ring correlation matrix for a uniform linear array (ULA) array can be described [63] as

\[
[R]_{i,j} = \frac{1}{2\pi} \int_{0}^{2\pi} e^{j2\pi d_s(i,j)\sin(\theta)} d\theta,
\tag{2.12}
\]

where \(d_s(i, j)\) is the distance between antenna \(i\) and antenna \(j\).
2.5.3 Correlated MIMO Channel

The principle of modelling a correlated MIMO channel is usually to apply the correlation matrix such as those in Sec. 2.5.1 or in Sec. 2.5.2 at either the BS or the receiver or both sides. The channel can be described via the Kronecker product model as \( \hat{H} = R_T^{1/2} H_{i.i.d} R_T^{1/2} \) where \( R_T (N_t \times N_t) \) describes the correlation effect among the transmit antennas and \( R_R (N_r \times N_r) \) is the correlation matrix at the receiver [8,57]. The matrix, \( H_{i.i.d} \), is an i.i.d channel matrix. Note that this is usually only valid for generating correlated Rayleigh channels.

2.6 Channel State Information (CSI)

MIMO is well-known for its advantages in increasing data rates by multiplexing or improving system performance by diversity techniques [40]. Most of these gains require channel knowledge at either the receiver or the transmitter or both. There are two typical methods that can provide CSI at the transmitter, which are feedback and channel reciprocity [64]. In this work, we assume a time-division duplex (TDD) system, and hence the transmitter knows the CSI via reciprocity as described in Sec. 2.6.1. Note that arrays with large numbers of antennas can be deployed in both TDD and frequency-division duplexing (FDD) systems, although there are problems with both systems. The effectiveness of the TDD system relies on the assumption that the channel coherence time is relatively long (compared with the duration of the data frame), which is proportional to \( \frac{\text{wavelength}}{\text{speed}} \). Thus, for a high frequency, high speed scenario, this assumption may become invalid. In [65], with a carrier frequency of 3.7 GHz, and a bandwidth TDD of 20MHz, acceptable prototype results were obtained up to a maximum speed of 29 km/h. As the frequency is increased further, it may be that lower maximum speeds are required. Although FDD avoids this problem, the heavy overhead of CSI acquisition in massive
MIMO systems makes FDD undesirable. Many published works for massive MIMO still assume a TDD system [66] (and references within).

2.6.1 Feedback

Feedback is an approach to obtain CSI at the TX in which the receiver estimates the channel via pilots and communicates the channel back to the TX [64]. Only the essential information is transmitted as the bandwidth of the feedback link is often limited. However, for millimetre wave system with large antenna arrays, the overhead may be too much as feedback grows with the number of antennas [67].

2.6.2 Reciprocity

In TDD single-frequency systems, downlink and uplink channels use the same carrier frequency for transmission. The channel for the uplink is the transpose of the channel for the downlink. The transmitter can measure CSI directly without the need of feedback from the receivers [67]. Note that the 3GPP LTE TDD mode has been used in cellular systems [67].

2.7 Massive MIMO Properties

MIMO techniques are widely used in current wireless communication systems like WLAN (IEEE 802.11n/ac) and cellular systems (3GPP LTE and LTE Advanced) [11] which operate at microwave frequencies with only a small number of antennas (up to eight, but two is most common). In recent years, it has become commonly accepted in information theory [68, 69], industry [70, 71] and international standards [72, 73] that large systems, also known as massive MIMO, are a key enabler for high data rate wireless communication. Such systems communicate with many users simultaneously us-
ing large numbers of antennas [73, 74], achieving the benefits of high data
dates, high power efficiency and reliability with linear signal processing tech-
niques [38]. The number of transmit antennas and receive antennas are sig-
nificantly scaled up by at least an order of magnitude in a massive MIMO
system compared with the conventional MIMO systems that are currently
being used. Note that all the theoretical properties that conventional MIMO
systems have, also apply to the massive MIMO systems. However, there are
many benefits only arising from massive MIMO systems. The mathemati-
cal principles behind the large system benefits can be found using random
matrix theory. Two key principles behind the success of massive MIMO are
favourable propagation (FP) [3, 38], and channel hardening [75]. For the fol-
lowing description, $h_i$ is the channel vector for user $i$ which has a single an-
tenna.

- **Favourable Propagation**
  FP relates to the orthogonality of $h_i$ and $h_j$ and was originally defined
in three flavours [38]: exact FP where $h_i^H h_j = 0$; approximate FP where
$h_i^H h_j \approx 0$ and asymptotic FP where $h_i^H h_j / N \to 0$ as $N \to \infty$. Since
the majority of the literature and the important properties of FP concern
asymptotic FP, for simplicity we refer to asymptotic favourable propa-
gation as FP. Here, FP denotes asymptotic FP where $h_i^H h_j / N \xrightarrow{a.s.} 0$ as
$N \to \infty$ [38]. When the number of the BS antennas becomes large, FP
occurs when users’ channels become orthogonal [6]. This enables sim-
ple, linear processing techniques, such as MF and ZF, to maximize the
system capacity.

- **Channel Hardening**
  Channel hardening refers to the property that the entries of the elements
of $h_i^H h_i / N_i$ becomes deterministic as $N_i \to \infty$ [75]. This leads to simplified
system analysis and precoder design since easy matrix computation be-
comes available [46].

Furthermore, millimetre wave MIMO envisages the use of 32 to 256 antennas. These large antenna arrays have three advantages, especially for millimetre wave systems: (1) they provide BF and antenna gains to overcome large pathloss; (2) they establish reliable links; (3) they improve spectral efficiency and can approach system capacity [76].
In order to meet the demand for an ever-increasing data rate (10 Gbps for 5G systems [2]), millimetre wave has become a strong candidate for future commercial wireless communication systems. It is envisaged that channel bandwidth of 2 GHz will become common for systems operating at above 60 GHz [11]. The current wireless systems operate on a relatively small range of microwave frequencies which are usually from a few hundred MHz to some GHz with wavelengths in the range of several centimetres up to a metre [2]. This precious microwave bandwidth is almost fully occupied. Even though there are advanced signal processing techniques like cognitive radio or small cells which can unleash some spectrum, they cannot meet the required Gbps data rates. The main motivation for moving cellular communication systems to the millimetre wave band (30-300 GHz) is to take advantage of the large bandwidth available at high frequencies [12], assigning users a larger communication bandwidth thus enabling higher user data rates. Large antenna arrays, however, result in large precoding and receive combining matrices, which increase system complexity, and also boost the training overhead for
channel estimation. Furthermore, the large number of antennas deployed at the transceiver will cause high hardware costs and power consumption. Some signal components, like analog-to-digital converters (ADCs), make it difficult to dedicate a separate RF chain for each antenna because of their high power consumption and hardware costs. Thus, three system architecture candidates for massive MIMO have been proposed as in [67] to explore the trade-off between system performance and cost. Fig. 3.1, Fig. 3.2, and Fig. 3.3 show these three important system architectures with a 1-D planar array and the corresponding BF strategies are shown in Fig. 3.4. \( N_{BS} \) is the total number of antennas at the BS. \( N_s \) is the number of data streams, and \( N_{RF} \) is the number of RF chains.

3.1 Analog BF Architecture

Due to low costs in both hardware and power consumption, the purely analog architecture forms an attractive design option. Only one single RF chain with \( N_{BS} \) phase shifters is required in analog BF systems. As shown in Fig. 3.1, for a downlink system with \( N_s = 1, N_{RF} = 1, N_{BS} = 4 \), the signal \( s_1 \) passes through the only RF chain and then splits into four sub-branches. These four sub-branches adjust the phases, then transmit the signal \( s_1 \) with the same amplitude, given by \( (F_{BB})_{11} \), but four different phases, given by \( (F_{RF})_{11}, (F_{RF})_{21}, (F_{RF})_{31}, \text{ and } (F_{RF})_{41} \), on four different antennas.

Analog BF employs a network of phase shifters to control and steer the phase of the signal [77]. Due to the large number of antennas deployed at the transmitter, the BF gains due to analog BF can be greatly increased, and the beamwidth can be reduced, which has a positive effect on interference mitigation [78]. However, the hardware constraints of analog BF, such as the use of phase shifters with no ability to change signal amplitudes, means that ana-
log BF has a low performance compared with full digital BF [77, 79]. Today’s indoor millimetre wave systems, which are usually short range and time invariant, adopt the analog BF method, including three key techniques: a sector level sweep to determine the best sector, beam refinement for sharpening, and beam tracking [12]. Beam training approaches for analog BF, without CSI assumption, have been developed in [15–18]. This method is based on a closed-loop beam training process which starts at a wide beam and then reduces the beamwidth until reaching a desired resolution without channel knowledge [80].

Due to analog processing simplicity and low-cost, such architectures have received great attention for massive MIMO and millimetre wave systems. There have been many recent developments in analog architecture. The use of low-resolution ADC in lens-based methods and its impact are investigated in [81]. A novel soft antenna selection approach through RF signal processing has been proposed in [20]. The indoor 60 GHz scenario has been considered in [21, 82]. Sub-array architectures have been investigated in [83–87] for outdoor scenarios.

### 3.2 Digital BF Architecture

The digital BF approach requires a total number of $N_{\text{BS}}$ antenna RF chains and the per-element BF weights are applied digitally. As shown in Fig. 3.2, for a downlink system with $N_s = 1$, $N_{\text{RF}} = 2$, $N_{\text{BS}} = 2$, signal $s_1$ passes through two RF chains and then is split into two sub-branches separately for each RF chain.

Digital BF can achieve advanced transmission strategies and provide high flexibility but at the expense of power, cost, and high system complexity — a particularly important concern for massive MIMO and next generation wire-
Figure 3.1: Analog system architecture, $N_s = 1, N_{RF} = 1, N_{BS} = 4$.

less communication systems. Conventional digital signal processing in the baseband is a suitable approach for low frequencies, but when it comes to high carrier frequencies with larger numbers of antennas, there are many hardware constraints. Hardware costs, space limitations, power consumption, and the complexity of large antenna arrays prevent the use of a separate RF chain per antenna [11].

Analog MRC is basically digital equal gain combining. For analog MRC, the differences in the weights across the antennas is controlled only by phase shifters, giving the weight vector, $w_{AMRC} = [e^{-j\phi_1}, e^{-j\phi_2}, \ldots, e^{-j\phi_{N_{BS}}}]$, which co-phases the signals on each branch to match the channel and then combines them with equal weighting. This is the same as digital equal gain combining as described [40, p. 212]. Due to analog MRC’s inability to match the ampli-
tude of the signals (having only one RF chain), there is a performance loss compared with digital MRC.

3.3 Hybrid Analog-Digital Precoding Architecture

Hybrid precoding architecture offers a compromise between digital BF and analog BF. The additional digital layer provides more freedom compared to analog BF. Compared to the full digital design, the performance of the hybrid architecture is lower but it requires fewer RF chains, and at the same time provides more flexibility than the full analog design [12]. As shown in Fig. 3.3, for a downlink system with \( N_s = 1, N_{RF} = 2, N_{BS} = 4 \), signal \( s_1 \) is transmitted by two RF chains and then split into four sub-branches separately for each.

Figure 3.2: Digital system architecture, \( N_s = 1, N_{RF} = 2, N_{BS} = 2 \).
RF chain. In [88], the relationship between the number of RF chains and the number of data streams, is investigated and it is shown that if the number of RF chains is twice or greater than the number of data streams, hybrid BF can achieve full digital BF performance.

Figure 3.3: Hybrid system architecture, $N_s = 1$, $N_{RF} = 2$, $N_{BS} = 4$.

### 3.4 The Relationship between Analog, Digital, and Hybrid BF

Figure 3.4 shows the downlink (uplink is similar) precoding strategies under the three different system architectures. The general idea of precoding is to apply a linear processing matrix $F$ to the transmitted signal vector. For
the analog architecture, which is implemented in the RF domain using phase shifters, \( F = F_{RF} (N_{BS} \times N_{RF}) \). For the digital architecture, which is implemented in baseband, \( F = F_{BB} (N_{RF} \times N_s) \). For the hybrid architecture, \( F = F_{RF} F_{BB} (N_{BS} \times N_s) \), is implemented in both RF and baseband domains.

![Diagram showing precoding strategies under three system architectures](image)

Figure 3.4: Precoding strategies under three system architectures

Our research work looks at the three BF strategies: pure analog MRC, pure digital MRC, and hybrid analog (or digital) MRC and digital ZF. The performance analysis of analog and digital MRC in centralized and distributed systems is given in Chapter 4 and its extended correlation and asymptotic analysis is presented in Chapter 5. Two-stage hybrid BF is analysed in Chapter 6.
3.5 Linear Beamforming

The computational complexity of baseband processing will become impractical when a large number of antennas are deployed in a massive MIMO system. Non-linear signal processing techniques, such as dirty-paper coding (DPC) [89] and vector perturbation [90,91], which achieve better performance than linear processing, also become too difficult for practical implementation. Thus, linear precoding techniques for a downlink system, zero-forcing (ZF), MF, block diagonalization (BD) and signal to leakage and noise ratio (SLNR) [92], have received significant attention, especially with various complexity reduction techniques. There are many measurements which show that ZF can achieve a high percentage of DPC performance even with a relatively small antenna array [28,93]. Also, as discussed in Sec. 2.7, linear processing techniques of ZF and MF can achieve satisfying system performance when equipped with a large number of antennas. Similarly, simple, low-complexity combining techniques for an uplink system, such as MRC and ZF, have the same advantages as in downlink systems. There are two main categories of beamforming techniques available when we refer to MIMO systems: single-user and multi-user, which are introduced in Sec. 3.5.1 and Sec. 3.5.2, respectively.

3.5.1 Single-user MIMO Beamforming

For the single-user case, in which no inter-user interference is present, the optimal linear digital precoding is based on the well-known singular value decomposition (SVD) of the channel. Any MIMO channel matrix, $H$, of dimension $N_r \times N_t$ can be represented as

$$H = UD^\frac{1}{2}V^H,$$  \hspace{1cm} (3.1)
where $N_r$ and $N_t$ are the number of the receiver antennas and transmitter antennas, respectively. The matrix $U$, of dimension $N_r \times N_r$, and the matrix $V$, of dimension $N_t \times N_t$, are unitary; $D^2$ is a $N_r \times N_t$ diagonal matrix with non-negative diagonal entries. The columns of $V$ are the eigenvectors of $H^H H$ and the columns of $U$ are the eigenvectors of $H H^H$. When the transmitter has CSI and adopts water-filling power allocation, the optimal linear digital precoder is $VD_{wf}$ ($D_{wf}$ is the square root of a diagonal power allocation matrix) and the optimal receiver combiner is $U^H$ [45, 94].

3.5.2 Multi-user MIMO Beamforming

MU-MIMO is a key technique for next generation wireless communication systems due to its ability to serve many users in the same time and frequency resource. However, serving many users simultaneously results in interference. Hence, beamforming techniques, which can either maximize the desired user’s signal power (such as MRC or MF) or mitigate users’ interference (such as ZF) are of high interest. Thus, two main BF techniques, MRC/MF and ZF, are considered for massive MIMO systems.

MRC

MRC aims to maximize the desired received signal power by multiplying the received signal with the Hermitian transpose of the channel matrix, $H^H$. From the geometric perspective, MRC, in fact, projects the received signal on to a direction which maximizes the projection length of the signal. Note that independent Gaussian noise has the same projection length in any direction, a property of isotropic noise, thus MRC only needs to maximize the projection length of the signal. In other words, MRC aims to maximize SNR.
ZF

ZF, in contrast to MRC, aims to minimize the interference by projecting the signal on to the direction orthogonal to the interference by multiplying the received signal by \((HH^H)^{-1}H^H\). In other words, ZF aims to minimize the interference. As ZF requires the matrix inverse, \((HH^H)^{-1}\), it is more computationally expensive than the MRC.

3.5.3 Spectral Efficiency

Capacity is an upper limit on the data rate which can be archived with arbitrarily low error probability [95, p. 15]. SE is measured in bits/s/Hz and is a lower bound on the capacity that can be achieved by a particular type of processing where any interference is treated as noise [95, p. 14]. In this work, we analyse low-complexity BF techniques, such as MRC in Sec. 3.5.2 and ZF in Sec. 3.5.2, where SE is a reasonable evaluation metric. SE is defined as [95, Eq.1.4, p. 16]

\[ SE = \log_2(1 + \text{SINR}), \]  

(3.2)

for a fixed channel and a particular type of processing which gives that particular SINR. For fading channels, the mean SE is usually of interest given by [95, Eq.1.5, p. 16]

\[ \mathbb{E}[SE] = \mathbb{E}[\log_2(1 + \text{SINR})]. \]  

(3.3)
In this chapter, we investigate the SE performance in distributed systems with an MRC combiner for the uplink and MF for the downlink. The analysis caters for both correlated and line-of-sight (LoS) channels, with the aim of determining and characterising the impact of various antenna layouts. Expected per-user signal power and interference power expressions are derived for both uplink and downlink. Our analysis shows that system performance improves with distributed antenna clusters for digital MRC while analog MRC has a better performance in a centralized system. The impact of the Rice K factor is analysed based on numerical results, and shows that a strong Rice K factor shrinks the performance gap between analog MRC and digital MRC in a centralized system.

4.1 Introduction

MU-MIMO systems have the ability to serve many users over the same time-frequency resource via various beamforming techniques, significantly improving the SE of wireless communication systems. However, high power consumption and space constraints make the implementation of large an-
tenna arrays difficult. Considering hardware costs, a purely analog architecture at the BS forms an attractive design option. Furthermore, when adding more antennas to a fixed total antenna space, inter-element antenna spacing reduces, and causes spatial correlation between the antenna elements of the array, which degrades system performance, especially for massive MIMO systems. Thus, one design method to mitigate the adverse effects of spatial correlation is to separate the BSs. This is called a collaborative BS [13] design and is also referred to as a distributed system, leading to a different system architecture compared with the centralized or co-located systems. Distributed BSs with large antenna arrays are of great interest as they provide the additional benefit of improved coverage [13] and reduction of spatial correlation relative to large co-located arrays [22]. MRC not only maximizes the received signal power, but also requires no central control and can be deployed independently at each antenna cluster in a distributed BS layout [22]. Thus, analog MRC is an ideal technique for a large distributed antenna array if the performance is satisfactory.

In recent years, a number of works have analysed the simplest forms of diversity combining techniques, including MRC, equal-gain combining (EGC) and selection combining (SC). Among these, the work in [96, 97] shows that EGC is of practical interest as it outperforms SC and has a lower complexity compared to digital MRC. In purely analog MIMO systems, MRC is not feasible. The analog version of MRC is equivalent to EGC as analog processing is not able to change the signal amplitude (see Sec. 3.1). Over the last decade, many works have focused on analog beamforming design and antenna selection methods. Analog beam training approaches have been developed in [15–18]. A novel soft antenna selection approach through RF signal processing has been proposed in [20].

\[1\text{MRC only requires the desired user’s CSI while ZF needs all users’ CSI.}\]
For single-user MIMO, most analytical work concerning analog MRC is conducted from the perspective of modulation, outage probability and bit error probability (BEP) (e.g., [98–104] and references within). The performance of digital MRC in a distributed system is analysed in [22]. For uplink MU-MIMO, a thorough performance analysis of digital MRC over Rayleigh fading without spatial correlation effects is presented in [105]. Approximations of SINR and the ergodic sum SE of a MU-MIMO downlink system using digital MRC with correlation are presented in [106]. Closed-form analyses based on Nakagami-m and gamma fading channels are presented in [107–110]. A closed-from BEP equal gain transmission (EGT) analysis for MU-MIMO based on a Nakagami-fading channel is presented in [111] and the energy efficiency of maximum ratio transmission for the downlink is analysed in [112, 113]. A diversity analysis based on EGT for both single-user MIMO and MU-MIMO was given in [114]. Despite the considerable body of work described above, research work related to analog MRC in Ricean channels is very limited, mainly focusing on system energy efficiency or system sum rate [115,116] in single-user MIMO systems. Thus, we present numerical results adopting a Ricean fading channel to analyse the system performance with respect to different Ricean factors in a MU-MIMO system.

The primary aim of this chapter is to derive SINR results for analog MRC in the uplink and downlink MF in a correlated Rayleigh fading environment for both centralized and distributed MU-MIMO systems. Specifically, a thorough analysis of the expected per-terminal SE based on different BS layouts and the impact of system parameters is of great interest. The contributions of this chapter can be summarized as follows:

- Novel analytical expressions of expected per-user signal power and interference for both uplink MRC and downlink MF are derived. The derivation is robust to changes in system dimension and correlation
models.

- We analyse the system performance of digital and analog MRC/MF for three BS layouts. We show that while digital MRC benefits from increased BS decentralization, the same does not hold for analog MRC.

- Simulation based investigations of the impact of different Rice K factors on both centralized and distributed systems with analog and digital MRC are presented. We show that the performance of analog MRC approaches that of digital MRC when increasing the K factor in a centralized system, while the performance gap between the two techniques remains in a distributed system.

### 4.2 System Model

We consider a MU-MIMO system with \( K \) single antenna users randomly located within a single cell and a total of \( N_t \) antennas at the BS divided equally amongst \( M \) cooperative antenna groups. Three different BS layouts are adopted for system performance evaluation. \textit{Cen} (Fig. 4.1) denotes a centralized system where the BS is located at the centre of the cell with all \( N_t \) antennas; \textit{Dis4} (Fig. 4.2) is a distributed system, where antennas are divided equally amongst four cooperative antenna sites with each site (half way from the centre to the cell-edge and 90° from each other) equipped with \( \frac{N_t}{4} \) antennas. Similarly, \textit{Dis2} (Fig. 4.3) denotes a system with two sites, each site (half way from the centre to the cell-edge and 180° from each other) containing \( \frac{N_t}{2} \) antennas.

The UL and DL system models are now described.
Figure 4.1: Example of a centralized system (Cen) with $N_t$ antennas at the central BS and four single antenna users.

### 4.2.1 Uplink System Model

The $N_t \times 1$ channel vector for user $i$ can be written as $\mathbf{h}_i = R_i^{1/2} \mathbf{u}_i$, where the entries of $\mathbf{u}_i$ are independent and identically distributed (i.i.d) Rayleigh fading variables, $\mathbf{u}_i \sim \mathcal{CN}(0, \mathbf{I})$; $R_i$ is the $N_t \times N_t$ spatial correlation matrix for user $i$. Assuming no correlation between antennas belonging to different groups, we write $R_i = \text{diag}(R_{i1}R_{i2}\ldots R_{iM})$, $R_{im} = \bar{\beta}_{im} \Sigma_{im}^{-2}$, where $i$ indicates the user $i$ and $m$ indicates the base station group $m$. $\Sigma_{im}$ contains the correlation coefficients and $\bar{\beta}_{im}$ models the effect of pathloss and shadowing of the $m^{th}$ group base.

\footnote{The matrix $R_i$ is actually the covariance matrix of the channel, $R_i = \mathbb{E}[\mathbf{h}_i\mathbf{h}_i^H]$. Hence, it contains the powers ($\beta_{im}$) as well as the correlations ($\Sigma_{im}$). We take out the parameter $\beta_{im}$ so that $\Sigma_{im}$ is a true correlation matrix with diagonal entries equal to one. This makes analysis easier when using results in [117], which we use extensively. These results are based on unit power Gaussians. Thus, $\Sigma_{im}$ is more convenient.}


Figure 4.2: Example of a distributed system (Dis4) with four BSs, each BS having $N_t/4$ antennas and two single antenna users.

station for the $i^{th}$ user. We consider $\bar{\beta}_{im} = A\zeta_{im}(d_0/d_{im})^\gamma$, where $A$ is a unit-less constant indicating the geometric attenuation at the reference distance $d_0$, $d_{im}$ is the distance between the $i^{th}$ user and the $m^{th}$ BS and $\gamma$ is the pathloss attenuation exponent; $\zeta_{im}$ is a log-normal random variable, $10\log_{10}\zeta_{im} \sim N(0, \sigma_{sh}^2)$, to model the effect of shadowing between the the $i^{th}$ user and the $m^{th}$ BS. Thus, $H = [h_1, h_2, \ldots, h_K]$ denotes the $N_t \times K$ fast-fading channel matrix between $N_t$ antennas at the BS and $K$ end users. Then, under the assumption of perfect channel knowledge at the BS and equal transmit power for each user, for narrow-band transmission, the received signal at the BS can be expressed as

$$y = \sqrt{P_{ul}}Hs + n_{ul},$$

(4.1)
where $s$ is the $K \times 1$ data symbol vector from the $K$ end users and $E[ss^H] = I$; $n_{ul}$ models the effect of white Gaussian noise, where the noise variance is assumed to be one; $P_{ul}$ is the uplink transmit power per data stream. After MRC processing, the combined signal for the $i^{th}$ user at the BS is given by

$$y_i = \sqrt{P_{ul}^u} g_i^H h_i s_i + \sqrt{P_{ul}^u} \sum_{l=1, l \neq i}^{K} g_l^H h_l s_l + g_i^H n_{ul},$$

(4.2)

where $g_i = h_i$ for digital MRC and $g_i = \hat{h}_i$, $\hat{h}_i = \exp(j \angle h_i)$ for analog MRC, where $\angle h_i$ represents the vector of angles of each element of $h_i$. This results
in the SINR for user $i$ given by

$$\text{SINR}_i = \frac{P_{\text{ult}} |g_i^H h_i|^2}{P_{\text{ult}} \left\{ \sum_{l=1}^{K} |g_l^H h_l|^2 \right\} + g_i^H g_i}.$$  \hfill (4.3)

4.2.2 Downlink System Model

The $K \times N_t$ fast-fading channel matrix for the downlink can be written as $H = [h_1^T h_2^T \ldots h_K^T]^T$, where the $1 \times N_t$ channel vector for the $i$th user is $h_i = u_i R_i^{\frac{1}{2}}$, and $u_i$ and $R_i$ are defined in Section 4.2.1 with the exception that $u_i$ is now $1 \times M$. The received signal at the $i$th user can be expressed as

$$y_i = \sqrt{P_{\text{dl}}} h_i g_i^H s_i + \sqrt{P_{\text{dl}}} \sum_{l=1\atop l \neq i}^{K} h_l g_l^H s_l + n_{\text{dl}},$$  \hfill (4.4)

where $P_{\text{dl}}$ is the downlink transmit power per data stream, $n_{\text{dl}}$ models the effect of white Gaussian noise with unit variance, and $g_i = \frac{h_i}{||h_i||}$ for digital MRC and $g_i = \frac{h_i}{\sqrt{N_t}}$ for analog MRC. Thus, the corresponding SINR for user $i$ is given by

$$\text{SINR}_i = \frac{P_{\text{dl}} |g_i^H h_i|^2}{P_{\text{dl}} \left\{ \sum_{l=1\atop l \neq i}^{K} |h_l g_l^H|^2 \right\} + 1}.$$  \hfill (4.5)

4.3 Approximations of Achievable Uplink and Downlink Spectral Efficiency

In this section, we derive expressions for the expected per-user signal power and interference power for both uplink and downlink analog MRC systems. This is used to enable analysis of uplink and downlink achievable rates. For
example, the achievable uplink rate is given by

\[ [R_{ul}] \approx \log_2 \left\{ 1 + \frac{P_t^{ul}}{N_t} \left[ |w_i^Hh_i|^2 \right] \right\} + 1 \right\}. \quad (4.6) \]

To enable the analysis, we apply a commonly used approximation as follows: if \( X = \sum X_i \) and \( Y = \sum Y_i \) are both sums of non-negative random variables, then \( \mathbb{E} \left[ \log_2 \left( 1 + \frac{X}{Y} \right) \right] \approx \log_2 \left( 1 + \frac{\mathbb{E}[X]}{\mathbb{E}[Y]} \right) \) [105]. Independence between \( X \) and \( Y \) is not required and the result becomes more accurate when the number of the summation terms in \( X \) and \( Y \) is large [105]. This behaviour is due to the law of large numbers [105] where both the numerator and denominator approach their mean values (after normalising) and their variances become small. For the uplink system, substituting the analog MRC precoder into (4.3) gives the approximation of per-user spectral efficiency as

\[ \mathbb{E}[R_{ul}] \approx \log_2 \left\{ 1 + \frac{P_t^{ul}}{N_t} \mathbb{E} \left[ |h_i H h_i|^2 \right] \right\} + 1 \right\}, \quad (4.7) \]

whereas for the downlink, we have

\[ \mathbb{E}[R_{dl}] \approx \log_2 \left\{ 1 + \frac{P_t^{dl}}{N_t} \mathbb{E} \left[ |h_i H h_i|^2 \right] \right\} + 1 \right\}. \quad (4.8) \]

The achievable rates in (4.7) and (4.8) give the UL and DL SE values which are particularly useful as they link the achievable rates to particular types of
processing. While capacity is the ultimate limit on error-free rate it assumes the ability to employ processing of any complexity. In contrast, the SE gives a rate which is achievable for practical processing schemes such as MF, ZF, MMSE, etc. While simulations can always be used to simulate the SEs, we prefer to seek analytical approximations as these may able to provide further insights. For example, we use the analytical results in Sec. 4.3.2 to explain why equal correlation is the worst case. Also, in other chapters, many insights are derived from analytical results, such as Sec. 5.3, Sec. 6.3.2 and Theorem 1 in Chapter 7. We now derive the expectation of the signal and interference terms in Sec. 4.3.1 and Sec. 4.3.2, respectively.

4.3.1 Expected Signal Power

We derive the expected signal power for analog MRC on the uplink in detail, while for the downlink we only give the final result as a similar analysis applies. The expected signal power for the uplink can be derived as follows,

\[
\mathbb{E}\left[|\hat{h}_j^H h_i|^2\right] = \mathbb{E}\left[\sum_{j=1}^{N} \hat{h}_{ij}^* h_{ij} \right] = \mathbb{E}\left[\sum_{j=1}^{N} |h_{ij}|^2\right] + \mathbb{E}\left[\sum_{j=1}^{N} \sum_{k=1}^{N} |h_{ij}||h_{ik}| \right],
\]

\[
= \mathbb{E}\left[\sum_{j=1}^{N_t} |h_{ij}|^2\right] + \mathbb{E}\left[\sum_{j=1}^{N_t} \sum_{k=1}^{N_t} |h_{ij}||h_{ik}| \right],
\]

\[
= \sum_{j=1}^{N_t} \beta_{ij} + \sum_{j=1}^{N_t} \sum_{k=1}^{N_t} \sqrt{\beta_{ij} \beta_{ik}} \mathbb{E}[|v_{ij}||v_{ik}|],
\]

(4.9)
where $\beta_{ij}$ is the link gain from the $i^{th}$ user to the $j^{th}$ antenna and $h_{ij} = \sqrt{\beta_{ij}}v_{ij}$. In (6.7), $v_{ij}$ and $v_{ik}$ are two correlated complex Gaussian variables, and can be rewritten as $v_{ij} = r_{1}\exp(j\theta_{1})$ and $v_{ik} = r_{2}\exp(j\theta_{2})$. Thus $|v_{ij}| = r_{1}$ and $|v_{ik}| = r_{2}$. From [117, p. 97], we know that,

$$E[r_{1}r_{2}] = \frac{\pi}{4\sqrt{(S_{11}S_{22})}}(1 - \lambda_{12}^{2}) _{2}F_{1}\left(\frac{3}{2}, \frac{3}{2}, 1; \lambda_{12}^{2}\right),$$

(4.10)

where $_{2}F_{1}$ is the Gaussian (or ordinary) hypergeometric function; $S_{11}$ and $S_{22}$ are entries of the inverse covariance matrix, $S$, of $v_{ij}$ and $v_{ik}$, where

$$S = \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} = \begin{bmatrix} \frac{1}{1-|\rho|^2} & -\rho \\ -\rho^* & \frac{1}{1-|\rho|^2} \end{bmatrix}. \quad (4.11)$$

Also, $\lambda_{12}^{2} = |S_{12}|^2 / |S_{11}S_{22}| = |\rho|^2$ and $\rho$ is the correlation between $v_{ij}$ and $v_{ik}$. Applying this result gives

$$E[|v_{ij}||v_{ik}|] = \frac{\pi}{4}(1 - |\rho_{ijk}|^2) _{2}F_{1}\left(\frac{3}{2}, \frac{3}{2}, 1; |\rho_{ijk}|^2\right),$$

(4.12)

where $\rho_{ijk}$ is the correlation obtained from the $jk^{th}$ entry of $R$. When $j$ and $k$ correspond to different BS groups, there is no correlation, $\rho_{ijk} = 0$, and

$$E[|v_{ij}||v_{ik}|] = E[|v_{ij}|]^2 = \Gamma\left(\frac{3}{2}\right)^2. \quad (4.13)$$

Hence, the final result is,
\[ \mathbb{E}\{|h_i^H h_i|^2\} = \sum_{j=1}^{N_i} \beta_{ij} + \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \sqrt{\beta_{ij} \beta_{ik}} \delta_{jk}, \] (4.14)

where

\[ \delta_{jk} = \begin{cases} 
\Gamma\left(\frac{3}{2}\right)^2, & j, k \notin B_k \\
\pi \left(1 - |\rho_{ijk}|^2\right)^2 F_1\left(\frac{3}{2}, \frac{3}{2}, 1; |\rho_{ijk}|^2\right), & j, k \in B_k 
\end{cases} \] (4.15)

and \( B_k \) is the set of antennas at the same site as antenna \( k \). The expected signal power can be derived similarly for the downlink, resulting in

\[ \mathbb{E}\{|h_i^H h_i|^2\} = \sum_{j=1}^{N_i} \beta_{ij} + \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \sqrt{\beta_{ij} \beta_{ik}} \delta_{jk}, \] (4.16)

where

\[ \delta_{jk} = \begin{cases} 
\Gamma\left(\frac{3}{2}\right)^2, & j, k \notin B_k \\
\pi \left(1 - |\rho_{ijk}|^2\right)^2 F_1\left(\frac{3}{2}, \frac{3}{2}, 1; |\rho_{ijk}|^2\right), & j, k \in B_k 
\end{cases} \] (4.17)

### 4.3.2 Expected Interference Power

The interference power for the uplink from the \( l^{th} \) user to the \( i^{th} \) user can be derived as follows,
\[ \mathbb{E} \left[ |\mathbf{h}_i^H \mathbf{h}_i|^2 \right] = \mathbb{E} \{ |\mathbf{h}_i^* \mathbf{h}_i^* \mathbf{h}_i^H \mathbf{h}_i|^2 \} = \mathbb{E} \left( \left| \frac{\mathbf{h}_1^H \mathbf{h}_2^* \cdots \mathbf{h}_N^*}{|\mathbf{h}_1| |\mathbf{h}_2| \cdots |\mathbf{h}_N|} \right|^2 \right) \]

\[ \mathbb{E} \left\{ \left( \frac{\mathbf{h}_1^*}{|\mathbf{h}_1|} \frac{\mathbf{h}_2^*}{|\mathbf{h}_2|} \cdots \frac{\mathbf{h}_N^*}{|\mathbf{h}_N|} \right) \mathbf{R} \left( \frac{\mathbf{h}_1}{|\mathbf{h}_1|} \frac{\mathbf{h}_2}{|\mathbf{h}_2|} \cdots \frac{\mathbf{h}_N}{|\mathbf{h}_N|} \right)^T \right\} \]

Reusing the notation, \( v_{ij} = r_1 \exp(j\theta_1) \) and \( v_{ik} = r_2 \exp(j\theta_2) \), we have \( \mathbb{E} \left[ \frac{v_{ij}^* v_{ik}}{|v_{ij}| |v_{ik}|} \right] = \mathbb{E}[e^{j(\theta_1 - \theta_2)}] \). From [117, p. 100],

\[ \mathbb{E} \left\{ e^{j(\theta_1 - \theta_2)} \right\} = \frac{\pi}{4} \rho(1 - \rho^2) {}_2F_1 \left( \frac{3}{2}, \frac{3}{2}; 2; \rho^2 \right). \]  

Thus,

\[ \mathbb{E} \left[ |\mathbf{h}_i^H \mathbf{h}_i|^2 \right] = \sum_{j=1}^{N_i} \mathbf{R}_i \frac{\pi}{4} \rho_{ijk} (1 - |\rho_{ijk}|^2) \]

\[ \times \ {}_2F_1 \left( \frac{3}{2}, \frac{3}{2}; 2; |\rho_{ijk}|^2 \right), \]

\[ = \sum_{j=1}^{N_i} \beta_{ij} + \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} (\mathbf{R}_i)_{kj} \kappa_{ijk}, \]
where

\[
\kappa_{ijk} = \begin{cases} 
0, & j, k \notin B_k \\
\frac{\pi}{4} \rho_{ijk} (1 - |\rho_{ijk}|^2) \, _2F_1 \left( \frac{3}{2}, \frac{3}{2}, 2; |\rho_{ijk}|^2 \right), & j, k \in B_k.
\end{cases} \tag{4.21}
\]

Similarly, the downlink expected interference power is,

\[
\mathbb{E} \{ |h_i^H h_l^H|^2 \} = \sum_{j=1}^{N_t} (R_i)_{jj} + \sum_{j=1}^{N_t} \sum_{k=1}^{N_t} (R_i)_{kj} \pi \rho_{ijk} (1 - |\rho_{ijk}|^2) \\
\times _2F_1 \left( \frac{3}{2}, \frac{3}{2}, 2; |\rho_{ijk}|^2 \right),
\]

\[
= \sum_{j=1}^{N_t} \beta_{kj} + \sum_{j=1}^{N_t} \sum_{k=1}^{N_t} (R_i)_{kj} \kappa_{lkj}, \tag{4.22}
\]

where

\[
\kappa_{lkj} = \begin{cases} 
0, & j, k \notin B_k \\
\frac{\pi}{4} \rho_{lkj} (1 - |\rho_{lkj}|^2) \, _2F_1 \left( \frac{3}{2}, \frac{3}{2}, 2; |\rho_{lkj}|^2 \right), & j, k \in B_k.
\end{cases} \tag{4.23}
\]

Thus, substituting (4.14), (4.15), (4.20) and (4.21) into (4.3), we obtain the per-user spectral efficiency for the uplink. Similarly substituting (4.14), (4.15), (4.22) and (4.23) into (4.5), we obtain the per-user spectral efficiency for the downlink. Not only do (4.20) and (4.22) provide the value of uplink and downlink interference, they also provide an important insight into MU-MIMO with analog processing. When the users all have the same correlation matrix, then \((R_l)_{kj} \times \rho_{ijk} = |\rho_{ijk}|^2 > 0\) and \((R_i)_{kj} \times \rho_{ijk} = |\rho_{ijk}|^2 > 0\), which maximizes the interference in (4.20) and (4.22) as all summation terms are posi-
tive. Hence, equal correlation matrices is the worst case, as shown in [106] for digital MRC. This is the first demonstration of this property for analog processing.

4.4 Numerical Results

In this section, numerical results with the following parameters are presented. Four users each with a single antenna are uniformly located in a circular cell with the radius of 100 meters, as depicted in Fig. 2.1 and Fig. 2.2. The unitless geometric attenuation is $A = 30$ dB and the reference distance is $d_0 = 1$ meter. The total number of antennas $N_t = 32$; the pathloss attenuation $\gamma = 3.5$ and the standard deviation of shadowing $\zeta = 6$ dB. The transmit power $P_t$ is chosen to guarantee that 95% of the time the SNR, defined by the ratio of the received power to the noise power in a single-user single-antenna system, exceeds 0 dB. As our approximations of SINR are accurate for arbitrary correlation models, two popular correlation models are considered. For the exponential correlation model in [118], the correlation matrices required for user $i$ are defined by $(\Sigma_{im})_{rs} = [\rho \exp(j\phi_{im})]|r-s|$. Here, $\rho$ is the common magnitude of the correlation between adjacent antennas and $\phi_{im} \sim \mathcal{U}[0, 2\pi]$ is a user specific phase at each antenna group. We also consider the one-ring correlation model [57], with an angle spread of $30^\circ$ and a different central azimuth angle with a uniform distribution within $[0, 2\pi]$ for each user at each antenna group. We refer to this model as OR.uni. As LoS will play an important role in upcoming systems, we are also interested in the impact of Rice $K$ factors on the BS layouts. The model for the uplink Ricean channel for the $i^{th}$ user can be written as

$$h_i = \sqrt{\frac{K_i}{K_i + 1}} \tilde{u}_i + \sqrt{\frac{1}{K_i + 1}} R_i^{\frac{1}{2}} u_i,$$
where $K_i$ is the Rice factor, $\bar{u}_i$ is the specular (LoS) component and $u_i$ ($N_t \times 1$) is the diffuse (scattered) component. $\bar{u}_i$ ($N_t \times 1$) is governed by the transmit and receive array response vectors [42]. As we only consider a uniform linear array (ULA) with a single antenna at the receiver, the uplink LoS vector can be written as, $\bar{u}_i = u_{tx}(\theta_{tx})$, $u_{tx}(\theta_{tx}) = [1, e^{j2\pi d\cos(\theta_i)}, e^{j2\pi d2\cos(\theta_i)}, ..., e^{j2\pi d(N_t-1)\cos(\theta_i)}]^T$, where $d$ is the normalized antenna spacing, assumed to be half the carrier wavelength. Finally, $\theta_i$ is the angle of arrival, $\theta_i \sim U[0, 2\pi]$.

Fig. 4.4 illustrates the CDF of the uplink expected per-user spectral efficiency based on the Dis4 system architecture with three different correlation models. The expectation is computed over the fast-fading and the CDF depicts the impact of the variations in large-scale fading link gains. $\text{Exp}.095\text{fixed}$ denotes the Clarke correlation model [55] with a fixed correlation coefficient $\rho = 0.95$ and no random phase; $\text{OR.uni}$ denotes the one-ring correlation model; $\text{Exp}.07\text{random}$ denotes the exponential correlation with uniformly distributed phase on $[0, 2\pi]$ and $\rho = 0.7$. In this figure we compare the CDF of the derived analog per-user spectral efficiency approximation with its simulated counterparts. As we can see, the derived approximations are tight for all three correlation models considered.

In Fig. 4.5 we present the performance comparison of analog and digital MRC for three system layouts: Cen, Dis2, Dis4. Using the same propagation parameters as in Fig. 4.4 and the OR.uni correlation model, the CDFs of per-user spectral efficiency are shown. Generally, digital MRC outperforms analog MRC in all three systems. This is mainly due to the fact that analog MRC is incapable of changing the amplitude of the incoming signals. For digital MRC, the system benefits from greater antenna distribution. However, the trend is opposite for analog MRC, where Dis2 and Cen have almost the same performance and both outperform Dis4. Digital MRC benefits from a more distributed system where there is a higher probability of a strong link gain to
Figure 4.4: Expected per-user spectral efficiency CDFs of analog MRC for an uplink Dis4 system with three correlation models.

one of the antenna clusters. Analog MRC, however, is not able to benefit the users by optimising the receive SNR over different link gains. This is because analog MRC is equivalent to equal gain combining. Thus the centralized system results in the strongest signal power compared with distributed systems when adopting analog MRC processing.

We show numerical results for the Ricean channels for the Cen and Dis4 systems in Fig. 4.6 and Fig. 4.7, respectively. The trends in Fig. 4.6 and Fig. 4.7 illustrate that increasing the Rice K factors can actually increase per-user spectral efficiency in both Cen and Dis4 systems as LoS reduces channel fading fluctuations and also the MRC inter-user-interference as shown in [105]. The gap between analog and digital MRC diminishes to zero in a Cen system when
the Rice $K$ is greater than 5 dB, where the strong LoS results in low diversity of signals for which analog and digital MRC have almost the same performance. This is not the case for the $Dis4$ system due to the link gain diversity from which digital MRC benefits.

Finally, in Fig. 4.8 we consider the downlink system. The figure not only shows the accuracy of the approximations, but also that digital MRC in $Dis4$ significantly outperforms the $Cen$ system. This is mainly due to the high diversity of link gains in a distributed system as the per-user spectral efficiency is affected by the desired user’s link gains at different sites. Examining the derivations of (4.14) and (4.22), both the numerator and denominator of the derived SINR for the downlink are affected by the same desired user’s link
Figure 4.6: Expected per-user spectral efficiency CDFs of analog and digital MRC for an uplink Cen system.

gain, $\bar{\beta}_{im}$, which is the same for both the numerator and denominator in the centralized system. Dividing by $\bar{\beta}_{im}$ for both the numerator and denominator in (4.5), we see that variations in the CDF of the expected per-user SINR are limited, reflected in Fig. 4.8 by the steep curves of the Cen system. On the other hand, in the distributed system $\bar{\beta}_{im}$ takes on different values for the numerator and denominator of the SINR, leading to more diversity in the Dis4 system for digital MRC. For analog processing, the CDFs for the centralized and distributed cases have a cross-over, with distributed being better at low SINR and centralized being better at high SINR. At the low end this is due to the advantage of distributed processing in having power diversity at the different locations which helps to limit the cases where the signal strength is low at every location. At the high end, when the centralized location has very good signal strength, centralized processing has a greater SINR as the dis-
Figure 4.7: Expected per-user spectral efficiency CDFs of analog and digital MRC for an uplink Dis4 sistema.

Distributed processing will average over the other locations which are likely to have lower strength. Note that this is true for analog processing as it cannot make use of the variations in signal strength. Another cross-over in Fig. 4.8 is between distributed analog and centralized digital processing. Usually, digital processing is better, but at the low end we have the same property discussed above. The distributed analog system can outperform centralized digital processing due to the protection of multiple locations which avoids the occasional very low signal strength which can occur in the centralized case.
**4.5 Conclusion**

We have derived approximations to per-user SINR for analog MRC/MF for uplink/downlink systems, leading to an insightful comparison of analog and digital processing for three different BS layouts. While digital MRC benefits from increased BS decentralization, the same does not hold for analog MRC. We present an analysis of the impact of different Rice K factors on both centralized and distributed systems with analog and digital MRC technique. When increasing the K factor in a centralized system, the performance of analog MRC approaches that of digital MRC, while the performance gap between the two technique remains in a distributed system. Analog MRC is a compro-
mise technique for massive MIMO when digital MRC is either expensive or complicated for system design.
While digital multi-user MRC (MU-MRC) is well understood, relatively few analytical results exist for analog MU-MRC. For example, it was recently shown that MU system performance is highly dependent on the correlation model used [119], but the scope of this work is limited to digital processing (including MRC). Thus, in this chapter, we look into the impact of various channel correlation models on MU-MIMO system performance, SINR, analytical asymptotic expressions of which are derived for analog MRC and digital MRC. We begin by deriving the expected signal and interference power, demonstrating that the signal-to-interference (SIR) ratio decreases with correlation when users have the same correlation matrices, while it increases when their correlation matrices are different. These finite system results are then extended by deriving asymptotic SINR expressions for both analog and digital MRC for benchmark scenarios of uncorrelated and fully correlated Rayleigh channels. Here, we once again demonstrate that the performance is critically dependent on the correlation scenario. We show that for uncorrelated fading the SINR converges to a constant. For fully correlated channels, and users with equal correlation matrices, SINR converges to zero, whereas for unequal
correlation matrices SINR converges to zero or a constant, depending on the correlation model. New insights are provided, indicating that in certain circumstances, high correlation can improve system performance. The reason is explained via 3D surface plots based on exponential and one-ring correlation models.

5.1 Introduction

MRC in particular offers low computational complexity, while eliminating (in its digital form) interference by taking advantage of favourable propagation in large systems. An additional benefit of MRC is its suitability for distributed systems - the processing can be performed independently at each antenna cluster, without additional information exchange [7]. Hence, a study of digital and analog MRC is given in this chapter.

It is well known that due to practical constraints on array size, correlation will significantly impact the favourable propagation characteristics of massive MIMO systems [120]. The asymptotic behaviour of large systems with correlation (equal for all users) has been well studied (see [7,27,34]). Studies of correlation impact on linear precoding [121,122] demonstrate that correlation reduces system performance. This is in contrast to early work on SU MIMO-MRC [123,124] which has shown that correlation can increase the system performance.

The above studies consider the classical Kronecker model, and assume equal correlation among users. Recently, the impact of correlation on system performance has been shown to be highly dependent on the correlation model. The authors of [125] contrast the Kronecker and Wichselberger models, where the former predicts a more severe performance degradation. In [119] it has been shown that the classical exponential correlation model
gives a pessimistic performance prediction relative to that given by the one-ring model. Furthermore, [119] demonstrates that system heterogeneity, including correlation variability among users, enhances the MU system performance. Backed by measurement results demonstrating the variability in user-specific angular propagation parameters, [119] highlights the importance of considering such heterogeneity in system modeling.

In this chapter we provide new insights on the impact of correlation (including its heterogeneity) on the SINR and SE behaviour of digital MRC and the first such results for analog MRC. Specifically,

- We derive analytical expressions of SINRs for uplink analog MRC and digital MRC under different correlation scenarios when the number of antennas and users goes to infinity. The asymptotic behaviours of these cases are analysed. The findings suggest that the system performance is improved where there is perfect correlation within one user’s channel but a random phase distribution among users. Thus, in some cases, correlation is beneficial and can help system performance. From the derived expression of SINR for i.i.d Rayleigh fading, around 21.5% performance loss occurs with analog MRC compared with digital MRC. The system performance analysis under perfect correlation suggests that digital and analog MRC would have the same asymptotic behaviour.

- We derive a SIR expression based on an exponential correlation model, which takes both correlation coefficient and phase into consideration. The 3D surface plots based on this expression give great insight into why high correlations with random phases improve system performance. We also show that similar system behaviour occurs under a one-ring correlation model.

- The interference behaviour under perfect correlation with two special
correlation models, exponential and one-ring are studied. We find that the asymptotic behaviour of interference mainly depends on the angular distribution of users.

5.2 System Model

We consider an uplink massive MIMO system with $N$ co-located antennas serving $K$ single antenna users. The $N \times 1$ channel vector for each user can be written as $\mathbf{h}_i = \mathbf{R}_i^{1/2} \mathbf{u}_i$, where $\mathbf{u}_i \sim \mathcal{CN}(0, \mathbf{I})$, $\mathbf{R}_i = \beta_i \Sigma_i$ and $\Sigma_i$ is the $N \times N$ spatial correlation matrix. $\beta_i$ is the large-scale link gain for the $i^{th}$ user. The fast-fading channel matrix can be written as $\mathbf{H} = [\mathbf{h}_1 \mathbf{h}_2 ... \mathbf{h}_K]$. We assume perfect channel knowledge at the BS and equal transmit power, $P_t$, for each user. Thus, the received signal at the BS can be expressed as

$$ y = \sqrt{P_t} \mathbf{H} \mathbf{s} + \mathbf{n}, \quad (5.1) $$

where $\mathbf{n} \sim \mathcal{CN}(0, \sigma_n^2)$ is white Gaussian noise, $\mathbf{s}$ is the data symbol vector from the $K$ users and $\mathbb{E}[\mathbf{ss}^H] = \mathbf{I}$. Without loss of generality, $\sigma_n^2$ is assumed to be 1. The signal after combining at the BS to detect the $i^{th}$ user is given by

$$ \tilde{y}_i = \sqrt{P_t} \mathbf{g}_i^H \mathbf{h}_i s_i + \sqrt{P_t} \sum_{l=1,l \neq i}^{K} \mathbf{g}_l^H \mathbf{h}_i s_l + \mathbf{g}_i^H \mathbf{n}, \quad (5.2) $$

where $\mathbf{g}_i = \mathbf{h}_i$ for digital MRC and $\mathbf{g}_i = \hat{\mathbf{h}}_i$ for analog MRC, where $\hat{\mathbf{h}}_i = \exp(j \angle \mathbf{h}_i)$ and $\angle \mathbf{h}_i$ indicates the vector of angles of $\mathbf{h}_i$. The corresponding SINR is given by

$$ \text{SINR}_i = \frac{P_t |\mathbf{g}_i^H \mathbf{h}_i|^2}{P_t \sum_{l=1,l \neq i}^{K} |\mathbf{g}_l^H \mathbf{h}_i|^2 + |\mathbf{g}_i^H \mathbf{g}_i|.} \quad (5.3) $$
For digital MRC, the mean signal and interference in (5.3) are given by

\[
E \left[P_i | g_i^H h_i \right|^2 = P_i \beta_i^2 \left[ \text{tr} (\Sigma_i^2) + N^2 \right], \tag{5.4}
\]

\[
E \left[ P_i \sum_{l \neq i} | g_i^H h_l \right|^2 = P_i \beta_i \sum_{l \neq i} \beta_l \text{tr} (\Sigma_i, \Sigma_l). \tag{5.5}
\]

The relationship between correlation and performance is seen in (5.4) and (5.5) via the terms \( \text{tr} (\Sigma_i^2) \) and \( \text{tr} (\Sigma_i, \Sigma_l) \). To explore this relationship, consider the exponential correlation model in [118] where \( (\Sigma_i)_{rs} = \rho^{\left|s-r\right|} \exp (j (s-r) \phi_i) \) so that users have the same amplitude correlation parameter, \( \rho \), but user specific phases, \( \phi_i \), where \( \phi_i \sim U[0, 2\pi] \). Using this model, some straightforward algebra allows \( \text{tr} (\Sigma_i, \Sigma_l) \) to be written as

\[
\{2\rho^{2N+2} (\cos((N + 1)\Delta) - 2\rho^2 \cos(N\Delta) + \rho^4 \cos((N - 1)\Delta)) + N(1 - \rho^8)
+ 4\rho^4 + \cos(\Delta) \left((2N - 2)\rho^6 - (2N + 2)\rho^2\right) \}/(1 - 2\rho^2 \cos(\Delta) + \rho^4)^2,
\]

where \( \Delta = \phi_i - \phi_l \). Obviously, \( \text{tr}(\Sigma_i, \Sigma_l) \) is a function of both \( \rho \) and \( \Delta \), but what is interesting is that the relationship between interference and \( \rho \) is different for different values of \( \Delta \). To see this, consider two special cases of (5.6)

\[
\text{tr}(\Sigma_i, \Sigma_l) = \frac{2\rho^{2N+2} + N(1 - \rho^2)(1 + \rho^2) - 2\rho^2}{(1 - \rho^2)^2}, \quad \Delta = 0, \tag{5.7}
\]

\[
\text{tr}(\Sigma_i, \Sigma_l) = \frac{N + 4\rho^4 - N\rho^8 - 4(-1)^{N/2}\rho^{2N+4}}{(1 + \rho^4)^2}, \quad \Delta = \pi/2, \tag{5.8}
\]

where (5.8) is for the case of even \( N \). When the phase parameters are aligned (\( \Delta = 0 \)), the two correlation matrices are identical and (5.7) shows that the interference grows with \( \rho \). When the two phases are orthogonal (\( \Delta = \pi/2 \)), (5.8) shows that the interference decreases with \( \rho \). Hence, increasing the size of the correlation can have opposite effects when users experience the same
correlation matrix \((\phi_i = \phi_l)\) and when the correlation matrices differ \((\phi_i - \phi_l = \pi/2)\). Equivalent results to (5.4) and (5.5) for analog MRC are available in [126] but are given in terms of Gaussian hypergeometric functions which make further analysis difficult. Hence, we look at the extreme cases of zero and perfect correlation in Sec. 5.3 below.

5.3 Asymptotic SINR Analysis

We derive the asymptotic SINR for analog and digital MRC under two benchmark scenarios of i.i.d. and perfectly correlated Rayleigh fading. We assume \(N\) and \(K\) grow at the same rate, \(\alpha = \frac{N}{K}\) is fixed. The derivations require the strong law of large numbers, a suitable version of which follows.

Result 1. If \(X_1, X_2, \ldots\) are independent with finite means \(\mu_1, \mu_2, \ldots\) and variances \(\sigma_1^2, \sigma_2^2, \ldots\), then \(\frac{1}{L} \sum_{n=1}^{L} X_n \overset{a.s.}{\to} \mu\), as \(L \to \infty\), where \(\mu = \lim_{L \to \infty} \left( \frac{1}{L} \sum_{n=1}^{L} \mu_n \right)\) if \(\sum_{n=1}^{L} \frac{1}{L^2} \text{Var}(X_n) < \infty\) [127, Theorem 5.4.3], where \(\overset{a.s.}{\to}\) denotes almost sure convergence [128, p.405]. Almost sure convergence is defined as a property of a sequence of random variables, \(X_1, X_2, X_3, \ldots, X_n\), where \(X_n\) converges almost surely to a random variable, \(X\), shown by \(X_n \overset{a.s.}{\to} X\), if \(P \left( \{ s \in S : \lim_{n \to \infty} X_n(s) = X(s) \} \right) = 1\). In this notation, \(s\) denotes an element in the sample space and \(S\) is the entire sample space.
5.3.1 Asymptotic analysis for i.i.d. Rayleigh fading

First, for digital MRC, from (5.3), the interference power is,

\[
P_t \sum_{l=1 \atop l \neq i}^{K} |h_i^H h_l|^2 = P_t \sum_{l=1 \atop l \neq i}^{K} h_i^H h_l h_i^H h_l
\]

(5.9)

\[
= P_t \sum_{l=1 \atop l \neq i}^{K} h_i^H \Phi \begin{pmatrix} h_i^H h_i \\
. \\
. \\
\end{pmatrix} \Phi h_l
\]

\[
\equiv P_t \sum_{l=1 \atop l \neq i}^{K} \beta_i \beta_l |u_l|^2 u_i^H u_i,
\]

where \( \Phi \) is unity matrix and \( \equiv \) denotes statistical equivalence. We say that a random variable, \( X \), is statistically equivalent to another random variable, \( Y \), if the distributions of \( X \) and \( Y \) are the same. Any i.i.d Gaussian vector multiplied by a unity matrix is statistically equivalent to the original random vector. In (5.9), \( u_{i1} \) is the first element of \( u_i \) and the second equality follows from the rank-1 eigen-decomposition of \( h_i h_i^H \). The desired signal power is \( P_t \left( h_i^H h_i \right)^2 = P_t \beta_i^2 (u_i^H u_i)^2 \) and the noise power is \( h_i^H h_i = \beta_i u_i^H u_i \). Substituting these powers into (5.3) and simplifying we obtain

\[
\text{SINR}_D = \frac{P_t \beta_i u_i^H u_i / N}{P_t (K-1) \sum_{l=1 \atop l \neq i}^{K} \beta_l |u_l|^2 / K - 1 + 1 / N},
\]

(5.10)

where \( D \) denotes digital MRC. Using Result 1, the numerator and denominator of (5.10) both converge almost surely, giving

\[
\lim_{N \to \infty} \text{SINR}_D = \frac{\beta_i}{\beta} \alpha,
\]

(5.11)
where $\bar{\beta} = \lim_{N,K \to \infty} \sum_{i=1}^{K} \beta_i/K$ is the asymptotic mean of the link gains. For analog MRC, similar steps lead to the result

$$\text{SINR}_i^A = \frac{P_i \beta_i |\hat{u}_i^H u_i / N|^2}{P_i (K - 1) \sum_{l \neq i}^{K} \beta_l |\hat{u}_l^H u_i / N|^2 + \frac{1}{N}},$$

(5.12)

where $\hat{h}_i = \sqrt{\beta_i} \hat{u}_i$. For the numerator, from Result 1 we have

$$\frac{\hat{u}_i^H u_i}{N} = \sum_{r=1}^{N} \left| u_{ir} \right|^2 \mathbb{E} \left( \left| u_{ir} \right|^2 \right) = \int_{0}^{\infty} |u_{ir}| e^{-|u_{ir}|^2} d|u_{ir}| = \frac{\Gamma \left( \frac{3}{2} \right)}{2} = \frac{\sqrt{\pi}}{2}. \quad (5.13)$$

For the interference term, we note that

$$\sum_{l=1, l \neq i}^{K} \beta_l |\hat{u}_l^H u_i|^2 \equiv \sum_{l=1, l \neq i}^{K} \beta_l |u_{l1}|^2 N, \quad (5.14)$$

which follows from the rank-1 eigen-decomposition of $\hat{u}_i \hat{u}_i^H$. Thus, from Result 1, the interference term in (5.12) is

$$P_i \frac{K - 1}{N} \sum_{l=1, l \neq i}^{K} \beta_l |u_{l1}|^2 \mathbb{E} \left( \left| u_{l1} \right|^2 \right) \xrightarrow{\alpha} P_i \frac{\bar{\beta}}{\alpha}. \quad (5.15)$$

Substituting (5.13) and (5.15) into (5.12), we obtain

$$\lim_{N,K \to \infty} \text{SINR}_i^A = \frac{\pi \beta_i}{4 \bar{\beta} \alpha}. \quad (5.16)$$

Compared with digital MRC, analog MRC suffers a $(1 - \frac{\pi}{4}) \times 100 \approx 21.5\%$ performance loss in the asymptotic SINR.

---

1 $\Gamma(n) = \int_{0}^{\infty} x^{n-1} e^{-x} dx$. 
5.3.2 Asymptotic analysis, perfect correlation, equal matrices

Consider the perfectly correlated channel where \( \mathbf{R}_i = \beta_i \Sigma_i \) and all the elements of \( \Sigma_i \) equal one. Here, \( \mathbf{h}_i = h_{ii}[11\ldots1]^T \) and \( \hat{\mathbf{h}}_i = \exp(j \angle h_{ii})[11\ldots1]^T \). Substituting the perfectly correlated channels and associated combiners into (5.3) gives:

\[
\text{SINR}_i^D = \text{SINR}_i^A = \frac{\beta_i |u_{i1}|^2}{\sum_{l=1,l\neq i}^K \beta_l |u_{l1}|^2 + 1/P_t N}.
\] (5.17)

Dividing the numerator and denominator by \( K \) and using Result 1 gives

\[
\text{SINR}_i^A = \text{SINR}_i^D \xrightarrow{\text{as}} 0.
\] (5.18)

5.3.3 Asymptotic analysis, perfect correlation, unequal matrices

Here we investigate two types of correlation structures for uniform linear arrays. The exponential\(^2\) correlation model in [118] has a user specific phase, \( \phi \sim U[0, 2\pi] \), for the correlation parameter and for perfect correlation (amplitude 1), the correlation matrix is defined by \( (\Sigma_i)_{rs} = \exp(j(s - r)\phi_i) \). The second model is the classic one-ring model [57]. For this model, taking the limit as the angle spread vanishes gives a perfectly correlated correlation matrix also defined by \( (\Sigma_i)_{rs} = \exp(j(s - r)\phi_i) \) but here, \( \phi_i = 2\pi d \sin(\theta_i) \) where \( d \) is the antenna spacing and \( \theta_i \) is the angle of departure for user \( i \). For both models, defining \( \mathbf{a}_i = [1 \exp(-j\phi_i) \exp(-j2\phi_i) \ldots \exp(-j(N-1)\phi_i)]^T \) allows the channel vectors to be written as \( \mathbf{h}_i = h_{ii} \mathbf{a}_i \). Following the steps in Sec.

\(^2\)Here, exponential refers to a correlation structure that has an exponential decay in amplitude. Here, with perfect correlation, the amplitude is one so that the decay is not obvious.
5.3.2 the corresponding SINRs are

\[
\text{SINR}_i^A = \text{SINR}_i^D = \frac{|h_{i1}|^2}{\sum_{l \neq i}^K |h_{il}|^2 \left| \frac{\mathbf{a}_i^H \mathbf{a}_l}{N} \right|^2 + \frac{1}{P_t N}}.
\]  \tag{5.19}

From (5.19), we see that the SINR depends on the limiting behaviour of the interference component denoted by \( I \). We explore this limiting behaviour by deriving \( \mathbb{E}(I) \):

\[
\mathbb{E}(I) = \frac{K-1}{N} \mathbb{E}(|h_{i1}|^2) \frac{1}{N} \mathbb{E}(|\mathbf{a}_i^H \mathbf{a}_i|^2)
\]

\[
\rightarrow \mu_I^\infty = \frac{1}{\alpha} \lim_{N \to \infty} \frac{1}{N} \mathbb{E}(|\mathbf{a}_i^H \mathbf{a}_i|^2)
\]

\[
= \frac{1}{\alpha} \lim_{N \to \infty} \frac{1}{N} \sum_{h=0}^{N-1} \sum_{k=0}^{N-1} \mathbb{E}[e^{j(h-k)\phi_i}] \mathbb{E}[e^{-j(h-k)\phi_i}]
\]

\[
= \frac{1}{\alpha} \lim_{N \to \infty} \frac{1}{N} \sum_{r=-1}^{-N-1} (N-r) |\mathbb{E}[e^{jr\phi_i}]|^2
\]

\[
= \frac{1}{\alpha} \lim_{N \to \infty} \left\{ 1 + 2 \sum_{r=1}^{N-1} (1 - \frac{r}{N}) |\mathbb{E}[e^{jr\phi_i}]|^2 \right\}.
\]  \tag{5.20}

Next, we derive \( |\mathbb{E}[e^{jr\phi_i}]| \) for the two correlation models.

**Exponential Correlation**

The model in [118] has \( \phi_i \sim U[0, 2\pi] \) for which \( \mathbb{E}[e^{jr\phi_i}] = 0 \) and \( \mathbb{E}(I) \to \frac{1}{\alpha} \). For the more general case where \( \phi_i \sim U[a, b] \) we have

\[
|\mathbb{E}[e^{jr\phi_i}]| = \left| (b-a)^{-1} \int_a^b e^{jr\phi_i} d\phi_i \right| = \frac{2|\sin(0.5r(b-a))|}{r(b-a)}
\]

\[
\leq \frac{2}{r(b-a)}.
\]  \tag{5.21}
Substituting (5.21) into (5.20) we have

\[
\mu_I^\infty \leq \frac{1}{\alpha} \left\{ 1 + \frac{8}{(b-a)^2} \lim_{N \to \infty} \left\{ \sum_{r=1}^{N-1} \frac{1}{r^2} - \frac{1}{N} \sum_{r=1}^{N-1} \frac{1}{r} \right\} \right\}
\]

\[
\leq \frac{1}{\alpha} \left\{ 1 + \frac{4\pi^2}{3(b-a)^2} \right\},
\]

since \( \sum_{r=1}^{N-1} r^{-2} \to \pi^2/6 \) and \( \sum_{r=1}^{N-1} (N r)^{-1} \to 0 \). Hence, for all uniform distributions, the mean interference is finite.

**One-ring Correlation**

Here, we have \( \phi_i = 2\pi d \sin \theta_i \), where \( \theta_i \sim U[0, 2\pi] \). Hence,

\[
\mathbb{E}[e^{j r \phi_i}] = \frac{1}{2\pi} \int_0^{2\pi} e^{j r 2\pi \sin(\theta_i)} d\theta_i = J_0(2\pi dr).
\] (5.22)

Substituting (5.22) into (5.20) we have \( \mu_I^\infty = \frac{1}{\alpha} (1 + 2 S) \), where

\[
S = \lim_{N \to \infty} \left\{ \sum_{r=1}^{N-1} \left( 1 - \frac{r}{N} \right) [J_0(2\pi dr)]^2 \right\}.
\] (5.23)

From [129, Eq. 10.17.3], for large arguments\(^3\) \( J_0(z) = \sqrt{2/\pi} z \cos(z - \pi/4) + O(z^{-3/2}) \). Hence, \( S \) exists (is finite) if and only if \( S_1 \) exists where

\[
S_1 = \lim_{N \to \infty} \frac{1}{\pi^2 d} \sum_{r=1}^{N-1} \left( \frac{1}{r} - \frac{1}{N} \right) \cos^2 \left( 2\pi rd - \frac{\pi}{4} \right)
\]

\[
\geq \lim_{N \to \infty} \frac{1}{\pi^2 d} \sum_{r=1}^{N-1} \frac{1}{r} \cos^2 \left( 2\pi rd - \frac{\pi}{4} \right) - \frac{1}{\pi^2 d}.
\] (5.24)

\(^3\)Note that the sum in (5.23) will always be finite for a finite number of terms. The only thing that can make it explode is the behaviour of the later terms when \( r \) is large. This means we are interested in large \( r \) which means a large argument as the argument is \( 2\pi dr \).
Using the double angle formula, the first summation in (5.24) can be written as

$$\sum_{r=1}^{N-1} \frac{1}{r} \cos^2 \left( 2\pi rd - \frac{\pi}{4} \right) = \frac{1}{2} \sum_{r=1}^{N-1} \frac{1}{r} + \frac{1}{2} \sum_{r=1}^{N-1} \frac{1}{r} \sin(4\pi rd).$$  \hspace{1cm} (5.25)

Note that \(\sum_{r=1}^{N-1} \frac{1}{r} - \log(N - 1) \rightarrow C\), where \(C\) is the Euler constant [130, p. 3]. Hence, the asymptotic behaviour of \(\sum_{r=1}^{N-1} \frac{1}{r}\) is logarithmic in \(N\). From [131, p. 43], the second sum in (5.25) is finite,

$$\frac{1}{2} \sum_{r=1}^{N-1} \frac{1}{r} \sin(4\pi rd) = \frac{\pi}{2} - 2\pi d \pmod{2\pi}. \hspace{1cm} (5.26)$$

Since the first term in 5.25 is logarithmic in \(N\) and the second term is finite, we see that the growth of \(S_1\) is also logarithmic in \(N\). \(\frac{1}{2} \sum_{r=1}^{N-1} \frac{1}{r}\) diverges logarithmically. Thus, \(S_1\) diverges, causing both \(S\) and \(\mu_1^\infty\) to diverge. The simulation results in Sec. 5.4 also support this claim.

### 5.3.4 Analog MRC correlation analysis

Next, we consider analog MRC and repeat some of the results from Chapter 4 for the co-located scenario considered here. The expected desired signal power after analog MRC processing [126] is,

$$\mathbb{E}\{|\mathbf{h}_i^H \mathbf{h}_i|^2\} = N_t \beta_i + \beta_i \sum_{j=1}^{N_t} \sum_{k=1}^{N_t} \delta_{ijk}, \hspace{1cm} (5.27)$$

where
\[ \delta_{ijk} = \frac{\pi}{4} (1 - |\rho_{ijk}|^2)^2 \, \text{F} \left( \frac{3}{2}, \frac{3}{2}, 1; |\rho_{ijk}|^2 \right) , \quad (5.28) \]

and \( \rho_{ijk} \) is the \((jk)\)th element of \( \Sigma_i \). The expected total interference power after analog MRC processing is,

\[ E\{|\hat{h}_i^H h_i|^2\} = N_t \beta_l + \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} (R_i)_{kj} \kappa_{ijk} \quad (5.29) \]

where

\[ \kappa_{ijk} = \frac{\pi}{4} \rho_{ijk} (1 - |\rho_{ijk}|^2) \, \text{F} \left( \frac{3}{2}, \frac{3}{2}, 2; |\rho_{ijk}|^2 \right) . \quad (5.30) \]

From [132, Eq.15.3.3, p. 559], we have

\[ \text{F} \left( \alpha, \beta, \gamma; Z \right) = (1 - Z)^{\gamma - \alpha - \beta} \, \text{F} \left( \gamma - \alpha, \gamma - \beta, \gamma; Z \right) . \quad (5.31) \]

Hence, \( \delta_{ijk} \) and \( \kappa_{ijk} \) can be rewritten as \( \delta_{ijk} = (\pi/4) \, \text{F} \left( -\frac{1}{2}, -\frac{1}{2}, 1; |\rho_{ijk}|^2 \right) \) and \( \kappa_{ijk} = \left( \frac{\pi}{4} \rho_{ijk} \right) \, \text{F} \left( \frac{1}{2}, \frac{1}{2}, 2; |\rho_{ijk}|^2 \right) \). Substituting these expressions in (5.27) and (5.29) gives

\[ E\{|\hat{h}_i^H h_i|^2\} = N_t \beta_l + \frac{\pi}{4} \beta_l \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \sum_{j \neq k} \text{F} \left( -\frac{1}{2}, -\frac{1}{2}, 1; |\rho_{ijk}|^2 \right) , \quad (5.32) \]
and
\[ E\{ |h_i^H h_i|^2 \} = N_t \beta_i + \frac{\pi}{4} \beta_i \sum_{j=1}^{N_t} \sum_{k=1}^{N_t} (\rho_{lkj} \rho_{ijk}) _2 F_1 \left( \frac{1}{2}, \frac{1}{2}; 2; |\rho_{ijk}|^2 \right). \] (5.33)

Now, using known results on hypergeometric functions, \( _2 F_1 \left( -\frac{1}{2}, -\frac{1}{2}; 1; Z \right) \) and \( _2 F_1 \left( \frac{1}{2}, \frac{1}{2}; 2; Z \right) \) are monotonic increasing in \( Z \) [132, Eq.15.2.1, p. 557],
\[ _2 F_1 \left( -\frac{1}{2}, -\frac{1}{2}; 1; 0 \right) = _2 F_1 \left( \frac{1}{2}, \frac{1}{2}; 2; 0 \right) = 1 \] [132, Eq.15.1.1, p. 556] and
\[ _2 F_1 \left( -\frac{1}{2}, -\frac{1}{2}; 1; 1 \right) = _2 F_1 \left( \frac{1}{2}, \frac{1}{2}; 2; 1 \right) = 4/\pi \] [132, Eq.15.1.20, p. 556]. Hence, \( \delta_{ijk} \) increases smoothly from \( \pi/4 \) to 1 as \( |\rho_{ijk}| \) increases form 0 to 1. Similarly, \( \kappa_{ijk} \) increases smoothly from 0 to 1 as \( |\rho_{ijk}| \) increases form 0 to 1. This makes (5.32) and (5.33) easier to interpret. We see that the mean signal power in (5.32) is an increasing function of \( |\rho_{ijk}| \). The interference behaviour depends on the similarity of the correlation matrices. If \( \Sigma_i = \Sigma_l \), then \( \rho_{lkj} \rho_{ijk} = |\rho_{ijk}|^2 > 0 \) and interference also grows with \( |\rho_{ijk}| \). However, if \( \Sigma_i \neq \Sigma_l \), then \( \rho_{lkj} \rho_{ijk} \) is a complex constant and the double summation in (5.33) will not necessarily grow with \( |\rho_{ijk}| \) as terms may cancel. Again, we are seeing the important property where correlation is detrimental with equal correlation across users but correlation can be beneficial with sufficient variation across users.

5.4 Numerical Results

The limiting results in Sec. 5.3 such as (5.11) and (5.16) depend on the link gains, \( \beta_i \). Hence, in order to demonstrate convergence issues, we do not use the classic path-loss, log-normal shadowing models because the large variation will mask the limiting effects. We adopt a link gain model similar to that in [27] to counter this problem. We also consider two scenarios for \( \beta_i \): equal and unequal for each user. The equal link gain case serves as a reference and here we assume \( \beta_i = 1 \) for all users. For the unequal case, we set \( \beta_i = 1 \) for
the desired user and generate $\beta_i$ for the interfering users from the exponential decay function $Ae^{-\lambda z}$ with a mean value of $\frac{1}{K-1} \sum_{l \neq i} \beta_l = 1$. We guarantee a minimum link gain by truncating the exponential decay so that the weakest user is 10% of the strongest. The resulting model is $\beta_l = A \exp\left(-\frac{(l-1)\lambda}{(K-1)}\right)$ where $\lambda = -\log(0.1)$ which gives $K-1$ evenly spread values of $\beta_l$ following an exponential decay over $[\frac{1}{10} A, A]$.

In Fig. 5.1, we present simulation results of the mean SINR vs $N$ for analog and digital MRC in i.i.d. Rayleigh fading with $P_t = 1$, $\alpha = 2$ and as discussed above, $\bar{\beta} = \beta_i = 1$. With these parameters (5.11) and (5.16) give the limits 2 and $\pi/2$ which are verified in the figure. The unequal power case converges slightly more slowly as the power variation gives less averaging and stability compared to the equal power case. Also in Fig. 5.1 we give equivalent results

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.1.png}
\caption{E[SINR] vs $N$ for analog and digital MRC; i.i.d. and perfect correlation, equal and unequal link gains.}
\end{figure}

with the same parameters for the case of perfect correlation with equal correlation matrices considered in Sec. 5.3.2. As shown in (5.18), the limiting SINR
is zero for both analog and digital MRC. In Fig. 5.2 similar results are shown for both SINR and interference with perfect correlation and unequal correlation matrices based on the exponential correlation structure considered in Sec. 5.3.3. The parameters, $P_t = 50$ dB, $\alpha = 2$, and $\phi_i \sim U[0, 2\pi]$ are used and equal link gains are assumed. The analysis predicts a finite limiting interference, $\mathbb{E}(I) \to \frac{1}{\alpha} = \frac{1}{2}$ and a corresponding finite and non-zero SINR. Both results are verified in Fig. 5.2.

![Figure 5.2: $\mathbb{E}[\text{SINR}]$ and $\mathbb{E}[I]$ vs $N$; perfect correlation, exponential model, unequal correlation matrices.](image)

In Fig. 5.3 we show the divergence of the interference with perfect correlation and unequal correlation matrices based on the one-ring model in

---

4The top figure is plotted against $N$ and the logarithmic pattern is hard to see. Hence, the results are shown again in the lower figure on a log scale where a linear plot shows logarithmic behaviour. The reason for plotting the derived results and not simulations is that the scale goes up to a very large numbers of antennas for which simulation is problematic.
Sec. 5.3.3. Equal link gains and user specific angles, $\theta_i \sim U[0, 2\pi]$, are assumed. In the upper figure we see that the derived interference (obtained by substituting (5.22) into (5.20)) agrees well with the simulated interference. The slow growth of interference with $N$ is clear here and this is made precise in the lower figure which demonstrates the logarithmic relationship predicted in the analysis (see (5.25)).

![Figure 5.3: $E[I]$ vs $N$ and log($N$) for perfectly correlated Rayleigh fading with unequal correlation matrices (one-ring model).]
sures interference while the second gives the size of the signal term relative to interference. The interaction between the amplitude of the correlation parameter ($\rho$) and the difference in the phases of the correlation parameters ($\Delta$) is clear. Large amplitude correlation helps the signal relative to interference, thus enhancing SINR, unless the phases are very similar ($\Delta \approx 0$ or $\Delta \approx 2\pi$) when the SINR is adversely affected by large interference. Hence, as long as there is diversity in the phase parameters, increasing correlation is beneficial to performance. The same trends are observed for the one-ring model where reducing the angle spread (corresponding to increased correlation) is beneficial as long as there is diversity in the central angles of the users.

In Fig. 5.6 we show the simulated spectral efficiency CDFs for analog MRC assuming the exponential correlation structure. The system model includes path loss and lognormal shadowing effects. The link gains are given by $\beta_i = A \zeta_i (d_0/d_i)^\gamma$, where $d_i$ is the distance to the BS and $\zeta_i$ is lognormal shadowing. There are four users each with a single antenna uniformly located in a circular cell with the radius of 100 meters. The unit-less constant is $A = 30$ dB, the reference distance is $d_0 = 1$ meter, $N_t = 32$, the pathloss exponent is $\gamma = 3.5$ and the standard deviation of shadowing is 6 dB. The transmit power $P_t$ is chosen to guarantee that 95% of the time the SNR exceeds 0 dB. As predicted by the analysis, for a fixed correlation parameter (equal correlation matrices for the users) increasing the correlation decreases spectral efficiency whereas for differing correlation parameters (unequal correlation matrices for the users), correlation improves the spectral efficiency.

5.5 Conclusion

We have presented the first analysis of the effects of correlation on analog processing, compared analog to digital MRC and demonstrated that hetero-
geneous correlation effects extend to analog MRC. We have derived the expected signal and interference power, demonstrating that SIR decreases when the user correlation matrices are identical, but increases when they are different. We derived asymptotic SINR expressions for both analog and digital MRC for benchmark scenarios of uncorrelated and fully correlated Rayleigh channels, demonstrating that the performance is critically dependent on the correlation scenario. We have shown that for uncorrelated fading the SINR converges to a constant. For fully correlated channels SINR converges to zero for equal correlation matrices, whereas for unequal correlation matrices SINR converges to zero or a constant, depending on the correlation model.
Figure 5.5: $T_{ii}/T_{il}$ vs $\rho$ and $\Delta$; $N = 32$, exponential correlation.

Figure 5.6: Spectral efficiency CDFs for fixed and uniformly distributed phase parameters and $N = 32$. 

In this chapter, we present analytical expressions for the expected per user SINR in an uplink distributed multi-user multiple input multiple output system with two-stage beamforming. This leads to a tight approximation of expected per-user spectrum efficiency. System analysis is carried out for two- and four-cluster BS layouts, and four beamforming strategies. The local beamforming (first stage) considers either analog or digital MRC, followed by the global processing (second stage) of either digital MRC or digital ZF. We denote the resulting beamforming schemes as A-D, D-D, A-ZF and D-ZF. We also present the asymptotic behaviour of A-D and D-D strategies. Our analysis demonstrates a $\pi/4$ performance ratio in a centralized configuration\textsuperscript{1}. For the distributed layout, we show that the relative performance of A-D and D-D varies depending on the distribution of interference powers among the base stations. Here, when the dominant interferer powers are scattered among the BS clusters, D-D significantly outperforms A-D (with a gap greater than $\pi/4$). On the other hand, A-D outperforms D-D when the dominant interferer powers from all users happen to coincide at one BS cluster. Our analysis also shows that the MRC/ZF performance cross-over is delayed for two-stage beamforming (relative to single-stage), due to stage one reducing interference

\textsuperscript{1}The performance ratio of AD to DD is $\pi/4$ for centralized systems. The ratio is less than one as digital processing is more powerful.
levels by a factor which is proportional to the number of antennas per cluster. Furthermore, we show that the performance gap between A-D and D-D increases with the number of BS clusters.

6.1 Introduction

MU-MIMO systems with a single BS deploy a large number of antennas in one physical location. Distributed systems (dividing the antennas into multiple antenna clusters) provide the benefits of reduced spatial correlation [22] and greater coverage than conventional co-located systems [13]. In fully cooperative distributed systems, where all the received signals are sent from the antenna clusters to a central processor, attractive performance gains are achieved compared to the equivalent non-cooperative network [22, 33]. In [13], full cooperation is evaluated in the downlink with dirty paper coding and ZF. However, taking communication overheads and complexity into consideration, simplified processing is required. Hence, MRC with user grouping was proposed in [22]. To relieve the need for centralized knowledge of all the signals, two-stage processing is proposed in [33]. Here, only the output signals after local (first stage) processing are sent to the (second stage) central processing node. Using linear minimum mean squared error (MMSE) detection, [33] shows that the gap between the fully cooperative system and two-stage processing system is small.

In this paper, we adopt the promising two-stage processing scheme and further reduce the complexity and hardware requirements of local and central processing by considering analog and digital MRC. These techniques require no central control [22] and analog MRC only requires phase-shifters. The performance analysis of analog and digital MRC for centralized and distributed MU-MIMO systems is given in [133]. We propose four types of two-stage
processing, where either analog or digital MRC in stage one, is followed by
digital MRC or digital ZF in stage two. We denote the resulting beamforming
schemes as A-D, D-D, A-ZF and D-ZF.

To the best of our knowledge, there exist no closed-form SINR results for
A-D, D-D in the uplink in a distributed MU-MIMO systems, nor any perfor-
mance comparison with A-ZF and D-ZF. Hence, to fill this gap, we present a
thorough analysis of the four two-stage BF processing techniques providing
the following contributions:

- Novel analytical expressions for the expected SE for uplink A-D and
  D-D are derived.
- We analyse the system performance of A-D and D-D for two- and four-
  cluster BS layouts. We show that D-D benefits from increased cluster
decentralization.
- Simulation results for A-ZF and D-ZF allow a performance comparison
  of A-D, D-D, A-ZF, and D-ZF. We show that MRC is a reasonable alter-
  native to ZF in the second stage even at moderate SNR levels.
- We show that A-D has an asymptotic performance loss of approximately
  21.5% compared to D-D in centralized systems. For distributed systems,
  the performance comparison depends on the pattern of user link gains.

6.2 System Model

Consider a MU-MIMO system with $K$ single antenna users randomly located
in a single cell served by $N_t$ BS antennas divided equally among $M$ antenna
clusters. We consider two different BS layouts: four- and two-cluster. The
antennas in the four-cluster distributed system are divided equally amongst
four cooperative antenna sites with each site (half way from the centre to the
cell-edge and 90° from each other) equipped with \( N_\frac{N}{T} \) antennas. Similarly, the two-cluster system has two sites, each (half way from the centre to the cell-edge and 180° from each other) with \( N_\frac{N}{T} \) antennas.

We consider an uplink system based on MMSE channel estimation with i.i.d Rayleigh fading. Based on the received pilot signal at one cluster, MMSE estimation is applied to obtain the channel estimates \( \hat{h}_i \) (the \( N \times 1 \) estimated channel vector for user \( i \)). The properties of the estimates are given in [134] and are summarized here. The true channel vector is denoted by \( h_i \) and has the distribution \( \mathcal{CN}(0, \Sigma_i) \), where \( \Sigma_i = \beta_i I \). The estimation error \( e_i = h_i - \hat{h}_i \) has the covariance matrix \( C_i \). For i.i.d Rayleigh channels, \( C_i = \beta_i I - \gamma_p \beta_i^2 [(\gamma_p \beta_i + 1) I]^{-1} = \frac{\beta_i^2}{1 + \gamma_p \beta_i} I \), where \( \gamma_p = P \tau_p / \sigma^2 \), \( \tau_p \) is the number of pilots, \( P \) is the transmit power, and \( \sigma^2 \) is the noise power. The resulting estimated channel has the distribution \( \mathcal{CN}(0, R_i) \), where \( R_i = \tilde{\beta}_i I \), \( \tilde{\beta}_i = \frac{\gamma_p \beta_i^2}{1 + \gamma_p \beta_i} \). We consider \( \beta_i = A \zeta_i (d_0 / d_i)^\gamma \), where \( A \) is a unit-less constant representing the geometric attenuation at the reference distance \( d_0 \), \( d_i \) is the distance between the \( i \)th user and the cluster, \( \gamma \) is the path loss exponent and \( \zeta_i \) is a log-normal random variable, \( 10 \log_{10} \zeta_i \sim \mathcal{N}(0, \sigma^2_{\text{sh}}) \), to model the effect of shadowing between the the \( i \)th user and the cluster. Equal transmit power for each user and narrow-band transmission are assumed throughout this work.

### 6.3 Approximations of Achievable Uplink Spectral Efficiency

In this section, we derive expressions for the expected per-user signal power and interference power for the A-D and D-D beamforming schemes.
6.3.1 Two-stage SINR for A-D and D-D

The received signal at BS $k$ is given by

$$r_k = \sum_{j=1}^{K} h_{jk}s_j + n_k,$$  \hfill (6.1)

where $s = \{s_1, s_2, ..., s_K\}^T$ is the $K \times 1$ data symbol vector from the $K$ users and $\mathbb{E}[ss^H] = I$; $n_k$ models the white Gaussian noise, $n_k \sim CN(0, \sigma^2I)$. At BS $k$ we have the channel estimates $\hat{h}_{ik}, \hat{h}_{2k}, ..., \hat{h}_{Kk}$. To detect user $i$ at BS $k$, the first stage uses the linear combiner $w_{ik}$, which is designed based on the estimated channels, and here, can be either analog or digital MRC. Hence, the output signal at BS $k$ is

$$\tilde{r}_k = w_{ik}^H r_k = w_{ik}^H \left[ h_{ik}s_i + \sum_{j \neq i} h_{jk}s_j + n_k \right],$$

$$= w_{ik}^H \hat{h}_{ik}s_i + w_{ik}^H e_{ik}s_i + \sum_{j \neq i} w_{ik}^H h_{jk}s_j + w_{ik}^H n_k,$$

$$= \alpha_{ik}s_i + \delta_{ik}s_i + \sum_{j \neq i} \alpha_{ijk}s_j + v_{ik},$$  \hfill (6.2)

where $\alpha_{ik} = w_{ik}^H \hat{h}_{ik}$, $\delta_{ik} = w_{ik}^H e_{ik}$, $\alpha_{ijk} = w_{ik}^H h_{ij}$, and $v_{ik} = w_{ik}^H n_k$. Stacking the outputs, $\tilde{r}_k, k = 1, 2, ..., M$, gives

$$\tilde{r}_i = a_is_i + \delta_is_i + \sum_{j \neq i} a_{ij}s_j + v_i,$$  \hfill (6.3)

where $a_i = [\alpha_{i1}, \alpha_{i2}, ..., \alpha_{iM}]^T$, $\delta_i = [\delta_{i1}, \delta_{i2}, ..., \delta_{iM}]^T$, $a_{ij} = [\alpha_{ij1}, \alpha_{ij2}, ..., \alpha_{ijM}]^T$, and $v_i = [v_{i1}, v_{i2}, ..., v_{iM}]^T$ represent the signal, channel estimation error, interference and noise terms, respectively. At the second stage, we perform digital
processing with the combiner \( u_i \) to detect the desired signal \( s_i \), giving

\[
\hat{s}_i = u_i^H \tilde{r}_i = u_i^H a_i s_i + u_i^H \delta_i s_i + u_i^H \sum_{j \neq i} a_{ij} s_j + u_i^H v_i.
\]  

(6.4)

From (6.4) we obtain the SINR for user \( i \) as

\[
\text{SINR}_i = \frac{|u_i^H a_i|^2 E_s}{\mathbb{E} [u_i^H \delta_i ]^2 E_s + \sum_{j \neq i} |u_i^H a_j|^2 E_s + \mathbb{E} [u_i^H v_i v_i^H u_i]}. 
\]  

(6.5)

After averaging over the signal, noise, and estimation error using standard results, (6.5) can be rewritten as

\[
\text{SINR}_i = \frac{|u_i^H a_i|^2 E_s}{\sum_{s=1}^M |u_is|^2 w_{is}^H (E_s C_{is} + \sigma^2 I) w_{is} + \sum_{j \neq i} |u_i^H a_j|^2 E_s} \triangleq S/(T_1 + T_2). 
\]  

(6.6)

In the following, we compute exact expressions for the mean signal, interference, estimation error, and noise powers.

**Expected Desired Signal Power**

\[
\mathbb{E}[S] = E_s \mathbb{E} [ |u_i^H a_i |^2 ] = E_s \mathbb{E} [ |a_i^H a_i |^2 ], \]

\[
= E_s \sum_{r=1}^M \sum_{r=1}^M \mathbb{E} [ |w_{ir}^H \hat{h}_{ir} |^4 ] + \sum_{r \neq s} \mathbb{E} [ |w_{is}^H \hat{h}_{is} |^2 |w_{is}^H \hat{h}_{is} |^2 ], \]

\[
= E_s \left\{ \sum_{r=1}^M \mathbb{E} [ |w_{ir}^H \hat{h}_{ir} |^4 ] + \sum_{r \neq s} \mathbb{E} [ |w_{is}^H \hat{h}_{is} |^2 |w_{is}^H \hat{h}_{is} |^2 ] \right\}. 
\]
Expected Interference and Estimation Error Power

Defining $E_s C_{is} + \sigma^2 I = \varepsilon_{is} I$, we have

$$
E[T_1] = \sum_{s=1}^{M} E \left[ |u_{is}|^2 w_{is}^H (E_s C_{is} + \sigma^2 I) w_{is} \right],
$$

$$
= \sum_{s=1}^{M} \varepsilon_{is} E \left[ w_{is}^H \hat{h}_{is} \hat{h}_{is}^H w_{is} w_{is}^H w_{is} \right].
$$

(6.7)

Expected Noise Power

$$
E[T_2] = \sum_{j \neq i} E_s E \left[ |u_{ij}|^2 \right] = \sum_{j \neq i} E_s E \left[ |a_{ij}|^2 \right],
$$

$$
= \sum_{j \neq i} E_s \sum_{r=1}^{M} \beta_{jr} E \left[ \hat{h}_{ir}^H w_{ir} w_{ir}^H w_{ir} w_{ir}^H \hat{h}_{ir} \right].
$$

By defining, $M_1(i, r) = E \left[ |w_{ir}^H \hat{h}_{ir}|^2 \right]$, $M_2(i, r) = E \left[ |w_{ir}^H \hat{h}_{ir}|^4 \right]$, and $M_3(i, r) = E \left[ \hat{h}_{ir}^H w_{ir} w_{ir}^H w_{ir} w_{ir}^H \hat{h}_{ir} \right]$, we can rewrite $E[S]$, $E[T_1]$, and $E[T_2]$ as

$$
E(S) = E_s \sum_{r=1}^{M} M_2(i, r) + E_s \sum_{r \neq s} M_1(i, r) M_1(i, s).
$$

(6.8)

$$
E(T_1) = \sum_{s=1}^{M} M_3(i, s) \varepsilon_{is}.
$$

(6.9)

$$
E(T_2) = \sum_{j \neq i} E_s \sum_{r=1}^{M} \beta_{jr} M_3(i, r).
$$

(6.10)

Next, we require the values of $M_1(\cdot)$, $M_2(\cdot)$, and $M_3(\cdot)$ for A-D and D-D processing.
A-D SINR

For A-D, \( w_{ir} = \angle \hat{h}_{ir} \), where \( \angle p = (p_1/|p_1|, p_2/|p_2|, ..., p_n/|p_n|) \) for vector \( p = (p_1, p_2, ..., p_n)^T \) records only the phase information in \( p \). Thus, \( w^H_{ir} \hat{h}_{ir} = \tilde{\beta}_{ir}^{1/2} \sum_{q=1}^N |Z_q| \), where \( Z_q \sim CN(0, 1) \) and \( Z_1, Z_2, ..., Z_N \) are i.i.d. Using this formulation and \( w^H_{ir} w_{ir} = N \), gives

\[
M_1(i, r) = \tilde{\beta}_{ir} \left\{ N + N(N + 1)\pi/4 \right\}, \tag{6.11}
\]

\[
M_2(i, r) = \tilde{\beta}_{ir}^2 \left\{ 2N + \{3\pi/2\}N(N - 1) \right\}
+ \tilde{\beta}_{ir}^2 \left\{ 3N(N - 1) + \{3\pi/2\}N(N - 1)(N - 2) \right\}
+ \tilde{\beta}_{ir}^2 \left\{ (\pi^2/16)N(N - 1)(N - 2)(N - 3) \right\}. \tag{6.12}
\]

\[
M_3(i, r) = N \tilde{\beta}_{ir} \left\{ N + N(N + 1)\pi/4 \right\}. \tag{6.13}
\]

Defining \( c_1(N) = N(3N - 1) + (3\pi/2)N(N - 1)^2 + (\pi^2/16)N(N - 1)(N - 2)(N - 3) \), \( c_2(N) = N + N(N - 1)\pi/4 \), and \( c_3(N) = N \left[ N + N(N - 1)\pi/4 \right] \), the final expression is

\[
E[\text{SINR}^{AD}_i] \approx
\frac{E_s \left\{ c_1(N) \sum_{r=1}^M \tilde{\beta}_{ir}^2 + c_2(N) \left( \left( \sum_{r=1}^M \tilde{\beta}_{ir} \right)^2 - \sum_{r=1}^M \tilde{\beta}_{ir}^2 \right) \right\}}{c_3(N) \sum_{s=1}^M \epsilon_{is} \tilde{\beta}_{is} + E_s c_3(N) \sum_{j \neq i}^M \sum_{r=1}^M \beta_{jr} \tilde{\beta}_{ir} \}, \tag{6.14}
\]

using the approximation \( E[X/Y] \approx E[X]/E[Y] \) motivated by [105] and shown to be accurate for moderate to large numbers of antennas [105,133]. Thus, we have the SE for user \( i \) as

\[
E[SE_i] \approx \log_2 \left( 1 + E[\text{SINR}^{AD}_i] \right). \tag{6.15}
\]
D-D SINR

For D-D, \(w_{ir} = \hat{h}_{ir}\) and thus \(w_{ir}^H \hat{h}_{ir} = \frac{1}{2} \tilde{\beta}_{ir} \chi_{ir}\), where \(\chi_{ir} \sim \chi_{2N}^2\) is a Chi-squared random variable with \(2N\) degrees of freedom. The moments of \(\chi_{ir}\) are known, so we can write \(M_k(i, r), k = 1, 2, 3\) for D-D as follows:

\[
M_1(i, r) = \tilde{\beta}_{ir}^2 \mathbb{E}[\chi_{ir}^2] = \tilde{\beta}_{ir}^2 N(N + 1). \tag{6.16}
\]

\[
M_2(i, r) = \tilde{\beta}_{ir}^4 \mathbb{E}[\chi_{ir}^4] = \tilde{\beta}_{ir}^4 N(N + 1)(N + 2)(N + 3). \tag{6.16}
\]

\[
M_3(i, r) = \tilde{\beta}_{ir}^3 \mathbb{E}[\chi_{ir}^3] = \tilde{\beta}_{ir}^3 N(N + 1)(N + 2). \tag{6.16}
\]

The final expression can then be written as

\[
\mathbb{E}[\text{SINR}_{DD}^D] \approx \left( \frac{\pi}{4} \right) \eta_{AD} N, \tag{6.17}
\]

\[
E_s \left\{ \frac{b_1(N) \sum_{r=1}^{M} \tilde{\beta}_{ir}^4 + b_2(N) \left( \sum_{r=1}^{M} \tilde{\beta}_{ir}^2 \right)^2 - \sum_{r=1}^{M} \tilde{\beta}_{ir}^4}{b_3(N) \sum_{s=1}^{M} \epsilon_{is} \tilde{\beta}_{is}^3 + E_s b_3(N) \sum_{j \neq i}^{M} \sum_{r=1}^{M} \beta_{jr} \tilde{\beta}_{ir}^3} \right\},
\]

where \(b_1(N) = (N + 2)(N + 3)\), \(b_2(N) = N(N + 1)\), and \(b_3(N) = N + 2\). Similarly, we have the SE for user \(i\) as

\[
\mathbb{E}[\text{SE}_i] \approx \log_2 \left( 1 + \mathbb{E}[\text{SINR}_{DD}^D] \right). \tag{6.18}
\]

6.3.2 Asymptotic Analysis of A-D and D-D

In this section, we derive the performance gap between A-D and D-D when \(N\) grows large. Note that in Sec. 6.3.1, \(c_1(N)\) and \(c_2(N)\) are quartic in \(N\) and \(c_3(N)\) is cubic. Hence, (6.14) can be rewritten as

\[
\mathbb{E}[\text{SINR}_{AD}^A] \sim \left( \frac{\pi}{4} \right) \eta_{AD} N, \tag{6.19}
\]
where \( \eta_{AD} = \frac{E_s (\sum_{r=1}^{M} \hat{\beta}_{ir}^2) N}{\sum_{s=1}^{M} \varepsilon_{is} \hat{\beta}_{is} + E_s \sum_{j \neq i} \sum_{r=1}^{M} \beta_{jr} \hat{\beta}_{ir}} \). Similarly, for large \( N \),

\[
E[\text{SINR}_{i}^{AD}] \sim \eta_{DD} N,
\]

(6.20)

where \( \eta_{DD} = \frac{E_s \left\{ \sum_{r=1}^{M} \hat{\beta}_{ir}^4 + \left( \sum_{r=1}^{M} \hat{\beta}_{ir}^2 \right)^2 - \sum_{r=1}^{M} \hat{\beta}_{ir}^2 \right\}}{\sum_{s=1}^{M} \varepsilon_{is} \hat{\beta}_{is} + E_s \sum_{j \neq i} \sum_{r=1}^{M} \beta_{jr} \hat{\beta}_{ir}} \). For a co-located system \( \eta_{AD} \) and \( \eta_{DD} \) simplify to give

\[
\lim_{N \to \infty} \frac{E[\text{SINR}_{i}^{AD}]}{E[\text{SINR}_{i}^{DD}]} \sim \frac{\pi}{4}.
\]

(6.21)

For a distributed system, the ratio in (6.21) changes according to variation in the link gains. This is explained in Sec. 6.4.

### 6.3.3 A-ZF and D-ZF SINR

Due to the intractable nature of ZF at the second stage, we only derive an SINR expression for ZF and use simulations to average over the fast fading. We first rewrite (6.3) as

\[
\tilde{r}_i = a_i s_i + \sum_{j \neq i} f_{ij} s_j + \delta_i s_i + \sum_{j \neq i} g_{ij} s_j + v_i,
\]

(6.22)

using \( a_{ij} = f_{ij} + g_{ij}, f_{ij} = [w_{i1}^H \hat{h}_{j1}, \ldots, w_{iM}^H \hat{h}_{jM}]^T \), and \( g_{ij} = [w_{i1}^H e_{j1}, \ldots, w_{iM}^H e_{jM}]^T \).

The first two terms in (6.22) represent the known coefficients of \( s = [s_1, s_2, \ldots, s_K]^T \) and are written as \( A_s s \). The remaining terms in (6.22) are due to noise and estimation error and are denoted by the vector, \( \eta_i \). Hence, \( \tilde{r}_i = A_s s + \eta_i \) and standard ZF gives the combiner \( u_i \), as the \( i \)th column of \( A_i (A_i^H A_i)^{-1} \) with the SINR
where the expectation in (6.23) is over signal, noise, and estimation error. Using standard properties of the noise term, $v_i$, and the estimation errors, $e_{jk}$ in $\eta_i$ we obtain $E[\eta_i \eta_i^H] = Q_i$, where $Q_i = \text{diag}(q_{i1}, q_{i2}, \ldots, q_{iM})$ and $q_{ir} = w_{ir}^H (E_s \sum_{j=1}^K C_{jr} + \sigma^2 I) w_{ir}$. Hence, we have

$$\text{SINR}_{i}^{ZF} = \frac{E_s}{u_i^H Q_i u_i},$$

(6.24)

Substituting $w_{ir} = \angle \hat{h}_{ir}$ in $u_i$ and $Q_i$ in (6.24) gives $\text{SINR}_{i}^{A-ZF}$ and using $w_{ir} = \hat{h}_{ir}$ in $u_i$ gives $\text{SINR}_{i}^{D-ZF}$ and the resulting mean SE, $E[SE_i] = E[\log_2 (1 + \text{SINR}_{i}^{ZF})]$.

### 6.4 Numerical Results

In this section, the following parameters are used. Four users, each with a single antenna, are uniformly located in a circular cell with a radius of 100 meters and reference distance, $d_0 = 1$ meter. The pathloss exponent $\gamma = 3.5$ and the standard deviation of shadowing $\zeta = 6$ dB. The SNR ($E[|s_i|^2]/\sigma^2$) is set to 15 dB. The unit-less geometric attenuation $A$ is chosen to guarantee that the median of the desired user’s SINR is 8 dB with the system of A-D processing, $N_t = 64$ and $M = 4$.

In Fig. 6.1, we show a performance comparison based on the CDFs of $E[SE]$. The expectation is computed over the fast-fading and the CDF depicts the impact of the variations in large-scale fading. We see that the analysis in (6.15) and (6.18) agrees well with simulation results for six different system settings. With increasing numbers of clusters, the performance gap between A-D and D-D becomes bigger. This is because digital MRC will benefit
from more distributed systems as it can cater for the large variations in signal strength across the clusters. This also explains why the system having A-D four clusters with 16 antennas per cluster has almost the same performance as the system having D-D 2 clusters with 32 antennas per cluster.

![Performance comparison of expected per-user SE CDFs between A-D and D-D.](image)

Figure 6.1: Performance comparison of expected per-user SE CDFs between A-D and D-D.

In Fig. 6.2, we demonstrate the performance cross-over between MRC and ZF based second stage processing, using $E[SE_{\text{cell}}]$, defined as the expected per user SE averaging over the cell. Four clusters with 16 antennas in each cluster and four users are considered. For traditional MU-MIMO systems with small numbers of antennas ZF is usually far superior to MRC. The exception is at very low SNR where the interference becomes small and it is more important to boost signal strength making MRC preferable. This superiority of MRC is not usually helpful as the low SNRs mean that system performance is too low. However, in our system stage one processing achieves consider-
able interference reduction which helps MRC. For simplicity consider stage one with perfect CSI, analog MRC and normalized channels. The mean desired signal power is \(E[|h_i^H h_i|^2] = N + N(N + 1)\pi/4\) (from (6.11)) and the mean interference power from user \(j\) is \(E[|h_i^H h_j|^2] = N\). Hence, stage one reduces interference levels relative to the signal by a factor proportional to \(N\) (with the same trend for digital MRC). Due to this, MRC retains better or similar performance to ZF in stage two even at reasonable SNR levels up to 5dB as shown in Fig. 6.2. Note that the ZF techniques remove interference completely with perfect CSI, so their performance has no ceiling. In contrast, the MRC only methods are interference limited and their performance has a finite limit as the SNR is increased.

![Figure 6.2: Expected per-user SE_{cell} vs SNR for four two-stage processing techniques.](image-url)
In Fig. 6.3, we illustrate the asymptotic analysis in (6.19)-(6.21). We use the same system parameters as in Fig. 6.2 except for the values of $\beta_{ij}$. $E[SINR]$ is defined in (6.14) and (6.17) for A-D and D-D systems, respectively. For the co-located (COL) system with equal link gain scenario, we have $\beta_{ij} = 1, \forall i, j$ and the desired user is user 1. From Fig. 6.3, we see a ratio of $\pi/4$ between A-D and D-D. In distributed scenarios, the performance of A-D and D-D depends on the profile of the links gains. Close inspection of (6.19)-(6.20) shows that the performance of D-D relative to A-D is increased when the desired user’s maximum link gain does not align with the interfering users’ maximum link gain (Scenario 1). This is shown in Fig. 6.3 using the values $\beta_1 = (1.6, 0.4, 0.8, 1.2), \beta_2 = (0.4, 1.2, 1.6, 0.8), \beta_3 = (0.4, 1.2, 0.8, 1.6), \beta_4 = (0.8, 1.6, 1.2, 0.4)$, where $\beta_i = (\beta_{i1}, \beta_{i2}, \beta_{i3}, \beta_{i4})$. Here D-D offers a substantial improvement over A-D. For the opposite scenario (Scenario 2) where the maximum link gains of users occur at the same cluster, we use $\beta_1 = (1.6, 1.2, 0.8, 0.4), \beta_2 = (1.6, 1.2, 0.4, 0.8), \beta_3 = (1.6, 0.8, 0.4, 1.2), \beta_4 = (1.6, 0.4, 0.8, 1.2)$. Note that both scenarios use a linearly decaying set of link gains with the same unit mean as the co-located case. For Scenario 2, (6.19)-(6.20) show that the performance of A-D is improved relative to D-D and Fig. 6.3 shows that A-D can outperform D-D. Note that the interference term in A-D is quadratic, with the interfering user’s link gain scaled by the desired link gain. Hence, when the strong link gains align, interference is boosted. However, for D-D the interference term is quartic, with the interfering link gain scaled by the cube of the desired gain. Hence, the effects of aligned link gains are far more pronounced for D-D.

\[2\] The marker on the plot specifies that the AD to DD performance ratio is $\pi/4$ for the co-located case. Numerically the ratio is very close to the exact value of $\pi/4$. 
6.5 Conclusion

In this chapter, we have analysed four low-complexity two-stage BF techniques for a distributed system. We derive novel analytical expressions for the SE for uplink A-D and D-D. The derivation is robust to changes in system dimension. The system performance of A-D and D-D for two- and four-cluster BS layouts is analysed, showing that -D benefits from increased cluster decentralization. We show that A-D has an asymptotic performance loss of approximately 21.5% compared to D-D in centralized systems. For distributed systems, the performance comparison depends on the pattern of user link gains. We also show that MRC is a reasonable alternative to ZF in the second stage even at moderate SNR levels.
Massive MIMO for Ray-Based Channels

Favourable propagation and channel hardening are desired properties in massive MIMO systems. To date, these properties have primarily been analyzed for classical statistical channel models, or ray-based models with very specific angular parameters and distributions. This chapter presents a thorough mathematical analysis of the asymptotic system behavior for ray-based channels with arbitrary ray distributions, and considers two types of antenna array structures at the cellular base station: a uniform linear array and a uniform planar array (UPA). In addition to FP and channel hardening, we analyze the LSP which measures the asymptotic ratio of the expected power in the desired channel to the expected total interference power when both the antenna and user numbers grow. LSP is said to hold when this ratio converges to a positive constant. The results demonstrate that while FP is guaranteed in ray-based channels, channel hardening may or may not occur depending on the nature of the model. Furthermore, we demonstrate that LSP will not normally hold as the expected interference power grows logarithmically for both ULAs and UPAs relative to the power in the desired channel as the system size increases. Nevertheless, we identify some fundamental and attractive properties of massive MIMO in this limiting regime.
7.1 Introduction

Two key principles behind the success of massive MIMO are FP [3, 38], and channel hardening [75], meaning that the normalized inter-user interference power converges to zero, and that the normalized power in the desired channel becomes constant. With FP, the use of large numbers of antennas offers an implicit interference reduction mechanism, and enables the use of low complexity signal processing algorithms [3, 7, 135].

The bulk of the theoretical work on FP and channel hardening has utilized classical statistical channel models. Here, the existence of FP has been demonstrated for channel models of increasing complexity, progressing from i.i.d. Rayleigh [38, 136], pure line-of-sight [38, 136], correlated Rayleigh [137, 138], and independent Ricean [139] to correlated Ricean channels [140, 141]. In parallel, with the theory, channel measurements have demonstrated that a large fraction of the theoretical gains due to FP can be obtained [8, 142, 143].

This work is now mature, but incomplete in the sense that accurate modeling of large dimensional channels requires a strong link to the propagation environment. This is usually obtained through ray-based models which have been extensively validated by measurements and, for this reason, have made their way to the 3GPP standardization process [35]. These models better capture the physics of electromagnetic propagation, and have a closer link to the array architecture and are widely used irrespective of the frequency band [35–37]. The physical nature of the ray-based models also has some advantages for system performance analysis in the sense that the analytical conclusions are based on physical features of the system rather than statistical modeling assumptions. For example, FP was considered in the recent work [140] for very general heterogeneous, correlated Ricean channels. This work gives wide ranging results on FP, but the inherent nature of these mod-
els meant that the conclusions relied on various assumptions concerning the
correlation structure, line-of-sight direction, etc. In contrast, we are able to
prove FP for ray-based models with the most basic assumptions pertaining to
physical phenomena, such as distributions of ray directions.

Variations of such models have a proliferation of names including direc-
tional, spatial and Saleh-Valenzulela (SV) type [48] channel models. We prefer
the phrase *ray-based*, as the main requirement for our work is that the statis-
tical distributions of individual rays can be identified and analyzed\(^1\). This is
possible for a wide range of such channels. Important work has begun in this
area demonstrating the existence of FP with specific ray-based models for a
variety of antenna topologies, such as the ULA, UPA, and uniform circular
array (UCA) [144], [145]. However, the majority of this work relies on *two*
very special cases for the rays: an arbitrary ray must arrive with an azimuth
angle, \(\phi\), which satisfies \(\phi \sim U[0, 2\pi]\) [144–146] or \(\sin \phi \sim U[-1, 1]\) [9, 38].
FP has also been demonstrated in [147] for the more complex case where az-
imuth angles have a uniform central angle and wrapped Gaussian sub rays
and the elevation angles are Laplacian. It is, critical\(^2\) to be able to predict the
system performance with practical, and more general distributions, making
our extension an important one in the context of our understanding of mas-
sive MIMO behavior. Hence, a general analysis of FP for ray-based models
with arbitrary ray distributions is almost entirely lacking. Further, while FP is
a desirable property for a communication system, it only implies that a finite
number of users can be served by increasing the number of antenna elements.
We refer to this as *single-sided* massive MIMO [144]. Ideally, as you grow the
number of BS antennas you would also serve more users, leading to a sys-

\(^1\)We prefer this terminology, since our primary interest is not in identifying distributions
of rays across multiple clusters.

\(^2\)This is important as unrealistic assumptions can lead to the opposite conclusions. For ex-
ample, the assumption that \(\sin \phi \sim U[-1, 1]\) leads to the conclusion that the total interference
in a massive MIMO system converges. In contrast, we show in Theorem 1 that interference
diverges for realistic ray distributions.
tem that becomes large both in users and antennas, i.e., double-sided massive MIMO, the concept of which is defined in [148]. Hence, we define LSP as the property that the fundamental ratio which measures the mean power in the desired channel relative to the total mean interference power converges to a positive constant as both the number of users ($K$) and the number of antennas ($N$) grow to infinity, with $N/K \to \alpha$ as $N \to \infty$. The analysis of LSP for i.i.d. Rayleigh fading can be found in [7], although it is not explicitly defined.

In the first part of this chapter (and in [149]), channel hardening, FP, and LSP analysis for ray-based channel models and a basic ULA antenna structure are discussed. In the second part of the chapter, we extend this work to a UPA structure. This is an important, yet non-trivial, extension as the addition of the elevation component in the ray-based channel facilitates much greater accuracy in predicting massive MIMO behavior, something which is rare in the literature. Furthermore, the majority of the ongoing deployments of massive MIMO in the C-band utilize UPAs, in order to effectively leverage the full dimensional nature of the channel, and to maximize the beamforming gain of the system via reciprocity-based processing. The mathematical complexity of such an extension is also substantial, since our main aim is to obtain detailed insights into the desirable properties of massive MIMO systems with a model which is more closely in line with practice. We make the following contributions for both ULA and UPA topologies:

- We show that channel hardening may or may not occur depending on the nature of the model.

- We show that FP is guaranteed for all models where the ray angles are continuous random variables (as assumed by all models to date).

- For LSP, we derive remarkably simple expressions which relate the asymptotic interference behavior to system size, antenna spacing and the ray
distribution. We demonstrate that LSP will not normally hold as the mean interference power grows logarithmically relative to the mean power of the desired user channel as the system size increases.

• Analytical results are verified via simulation and using special cases derived for specific angular distributions.

• Despite the lack of LSP, the implications for massive MIMO are excellent. Although the interference eventually dominates the desired channel, the growth is very slow and is further attenuated by practical factors such as the likely propagation environment and the typical array patterns employed. In addition, we prove that trivial scheduling schemes can retain LSP, and thus increase the robustness of massive MIMO performance.

7.2 Channel Model and System Metrics

We consider an uplink massive MIMO system with $N$ co-located antennas at one BS simultaneously serving $K$ single antenna users, where, for now, $N \gg K$. We assume a narrowband flat fading channel model such that the $N \times 1$ channel vector for user $i$ can be written as $\mathbf{h}_i$, and the composite $N \times K$ channel matrix is denoted by $\mathbf{H} = [\mathbf{h}_1 \mathbf{h}_2 \ldots \mathbf{h}_K]$. We assume that the propagation channel is known to both the users and the cellular BS. This is an assumption in this study since we are concerned with analyzing the fundamental properties of a massive MIMO system using ray-based channels. In practice, reciprocity-based beamforming may be used where uplink channel estimates will be used for payload data transmission.
7.2.1 Ray-based Channel Model

In general, the propagation channel to user $i$ can be described as the superposition of many individual rays possibly arriving in clusters from a set of far-field scatterers. In simple terms, the channel is broken down into $P$ incident rays at the BS\(^3\). Hence, for a ULA we have:

$$h_i = \sum_{r=1}^{P} \gamma_{ir} a(\phi_{ir}), \quad (7.1)$$

as described in Chapter 2 (see Fig. (2.3)), $\phi_{ir}$ is the azimuth angle of the $r^{th}$ ray, $\gamma_{ir}$ is a complex scaling factor for the magnitude and phase of the ray, and $a(\phi_{ir})$ is the $N \times 1$ array steering vector. In azimuth, the antenna array broadside is at $\phi_{ir} = 0$, and end-fire is $\phi_{ir} = \pm \frac{\pi}{2}$. Common models for the scaling factor include random phase models [35], where $\gamma_{ir} = \sqrt{\beta_{ir}} \exp(j\Phi_{ir})$, $\beta_{ir}$ is the power of the $r^{th}$ ray and $\Phi_{ir}$ are i.i.d. $U[0, 2\pi]$ phase offsets. Hence, $\beta_i = \sum_{r=1}^{P} \beta_{ir}$ is the total link gain for user $i$. Also, complex Gaussian models have been proposed in [37], where $\gamma_{ir} = \sqrt{\beta_{ir}} u_{ir}$ and $u_{ir} \sim \mathcal{CN}(0, 1)$. For both models, we note that $E[\gamma_{ir}] = 0$, $E[|\gamma_{ir}|^2] = \beta_{ir}$ and $E[\gamma_{ir}^* \gamma_{js}] = 0$ for all pairs $(i, r) \neq (j, s)$. For a ULA with normalized inter-element spacing $d$, measured in wavelengths, the steering vector is:

$$a(\phi_{ir}) = [1, e^{2\pi j d \sin \phi_{ir}}, e^{2\pi j 2d \sin \phi_{ir}}, \ldots, e^{2\pi j (N-1)d \sin \phi_{ir}}]^T.$$

For a UPA, the total number of antennas, $N$, is divided into $N_x$ and $N_y$ antennas in the $x$ and $y$ axes with inter-element spacings $d_x$ and $d_y$, respectively.

\(^3\)For ease of notation, we do not specifically itemize clusters, but the $P$ paths include any clustered rays. We note that since we are concerned with angular distributions of individual rays contributing to the channel impulse response, it is not necessary to categorize the channel model in terms of clusters. Note that later analysis usually simplifies to a single ray from two different users, so it does not matter how each ray is identified as a single ray using a single subscript is equivalent to a single ray using a double subscript.
The steering vectors can be represented by the Kronecker product of \((N_x \times 1)\) \(a_x\) and \((N_y \times 1)\) \(a_y\), which gives an \(N_xN_y \times 1\) vector, \(a(\theta_{ir}, \phi_{ir}) = a_{irx} \otimes a_{iry}\). Note that

\[
a_{irx} = \begin{bmatrix} 1, & e^{2\pi jd_x \sin \theta_{ir} \cos \phi_{ir}}, & \ldots, & e^{2\pi jd_x(N_x-1) \sin \theta_{ir} \cos \phi_{ir}} \end{bmatrix}^T,
\]

and

\[
a_{iry} = \begin{bmatrix} 1, & e^{2\pi jd_y \sin \theta_{ir} \sin \phi_{ir}}, & \ldots, & e^{2\pi jd_y(N_y-1) \sin \theta_{ir} \sin \phi_{ir}} \end{bmatrix}^T.
\]

Note that this definition of the steering vectors follows the notation in [144] where the array is defined to be in the \((x,y)\)-plane. Hence, \(\phi_{ir}\) is the angle of the \(r^{th}\) ray for the \(i^{th}\) user in the \((x,y)\)-plane relative to the \(x\)-axis. The angle \(\theta_{ir}\) is the angle of the \(r^{th}\) ray for the \(i^{th}\) user measured from the zenith direction (\(z\)-axis). Note that a similar diagram to that in Fig. (2.3) defines the elevation angle \(\theta_{ir}\). With this definition, if the UPA is horizontally oriented then \(\phi_{ir}\) is an azimuth angle and \(\theta_{ir}\) is an elevation angle. However, for vertically located arrays, conventional \(\theta_{ir}\) and \(\phi_{ir}\) are defined relative to the \(z\) and \(x\) axes, respectively. The \(k^{th}\) elements of \(a_{irx}\) and \(a_{iry}\) are denoted by \(a_{irxk}\) and \(a_{iryk}\), respectively. In practice, each element has an active directional gain pattern, which attenuates the radiated power by an amount as a function of the steering direction. In order not to obfuscate the results and deviate our focus from the asymptotic massive MIMO properties, in this study, for all mathematical results, we assume that each element has an equal gain in all directions (i.e., omni-directional), irrespective of the location of the element in the array. However, we later briefly discuss the potential effects of non-isotropic antennas.
7.2.2 FP, Channel Hardening and Large System Potential

Here, FP denotes asymptotic FP where $h_i^H h_j/N \xrightarrow{a.s.} 0$ as $N \to \infty$ [38]. Channel hardening refers to the property that $h_i^H h_i/N \xrightarrow{a.s.} \beta_i$ as $N \to \infty$, which is equivalent in our case to the definition in [75]. Now, FP and channel hardening imply that the interference from one user to another vanishes relative to the signal power almost surely as $N \to \infty$. We extend this definition to the asymptotic regime where $N \to \infty, K \to \infty$ and $N/K \to \alpha$ (double-sided massive MIMO). Here, the equivalent question concerns whether the total interference power caused to user $i$ dominates the signal power. In order to investigate this behavior, we define

$$
\zeta_{\text{LSP}} = \frac{4}{\sum_{j \neq i} E[|h_i^H h_i|^2]} \frac{E[|h_i^H h_i/N|^2]}{\sum_{j \neq i} E[|h_j^H h_j/N|^2]}.
$$

(7.2)

Now, $\zeta_{\text{LSP}}$ is a fundamental performance metric, measuring the ratio of the desired mean channel power to the total mean interference power. We say that LSP holds if $\zeta_{\text{LSP}}$ converges to a positive constant as $N \to \infty$ and $N/K \to \alpha$. If channel hardening holds, then $h_i^H h_i/N$ converges to a positive constant and hence, the numerator of (7.2) also converges to a positive constant. Even when channel hardening does not occur (see Sec. 7.3.1), the expectation in the numerator of (7.2) will converge to a constant.

If channel hardening holds then the numerator of (7.2) converges to a positive constant. Hence, LSP depends on the limiting behavior of the denominator of (7.2), namely $E[\eta_i]$, where $\eta_i = \sum_{j \neq i} |h_i^H h_j/N|^2$ is the total normalized interference. Note that the limiting regime used for LSP, which supports double-sided massive MIMO, is far more challenging than traditional massive MIMO. In practice, the number of users will never grow without bound

$^4 E[|h_i^H h_i|^2]$ is the MRC signal power and $\sum_{j \neq i} E[|h_i^H h_j|^2]$ is the total MRC interference power.
but the asymptotics are still useful in identifying the key properties of systems which are large in both $N$ and $K$.

### 7.3 ULA: Channel Hardening, FP and LSP

In this section, channel hardening, FP and LSP are considered for ray-based channel models for a ULA. For ease of notation, let $a_{ir}$ be the steering vector for user $i$, path $r$, so that $a_{ir} = a(\phi_{ir})$ and the $k$th element of $a_{ir}$ is denoted $a_{irk}$.

#### 7.3.1 Channel Hardening

Consider the term, $h_i h_i^H / N$, for a ULA. We have

$$
\frac{h_i h_i^H}{N} = \frac{1}{N} \sum_{r=1}^{P} \gamma_{ir}^* a_{ir}^H \sum_{s=1}^{P} \gamma_{is} a_{is}
$$

$$
= \sum_{r=1}^{P} |\gamma_{ir}|^2 + \frac{1}{N} \sum_{r=1, r \neq s}^{P} \sum_{s=1}^{P} \gamma_{ir}^* \gamma_{is} a_{ir}^H a_{is}
$$

$$
= X_i + E_i,
$$

where $X_i = \sum_{r=1}^{P} |\gamma_{ir}|^2$ is independent of $N$. Thus the limiting value depends entirely on $\lim_{N \to \infty} E_i$, which in turn depends on $\lim_{N \to \infty} a_{ir}^H a_{is} / N$, where $r \neq s$. Now,

$$
\left| \frac{a_{ir}^H a_{is}}{N} \right| = \frac{1}{N} \left| \sum_{n=0}^{N-1} e^{-j2\pi n \sin \phi_{ir} \epsilon} e^{j2\pi n \sin \phi_{is}} \right|
$$

$$
= \frac{1}{N} \left| \frac{\sin (N\epsilon / 2)}{\sin (\epsilon / 2)} \right| \xrightarrow{\text{a.s.}} 0,
$$

(7.4)

where $\epsilon = 2\pi d[\sin \phi_{is} - \sin \phi_{ir}]$, using simple results on geometric series. Almost sure convergence follows from the fact that convergence is guaranteed unless $\sin \phi_{ir} = \sin \phi_{is}$, an event having probability zero for continuous an-
gular variables\(^5\). Thus, we have \(h_i^H h_i / N \xrightarrow{a.s.} X_i\) as \(N \to \infty\). Note that for random phase models, \(X_i = \beta_i\) and traditional channel hardening occurs where \(h_i^H h_i / N \xrightarrow{a.s.} \beta_i\), a deterministic limit. In contrast, for complex Gaussian models, \(|\gamma_{ir}|^2 = \beta_{ir} |u_{ir}|^2\), which gives a random limit, as \(X_i = \sum_{r=1}^{P} |\gamma_{ir}|^2\) is a weighted sum of exponential variables. Hence, we see that the existence of channel hardening depends on the nature of the model for the ray coefficients. Note that the channel hardening analysis in [146] was for arbitrary array topologies but relied on uniform angles.

7.3.2 FP (Single-Sided Massive MIMO)

In terms of FP, results are simple following the same methodology as for channel hardening. First, we write

\[
\frac{h_i^H h_j}{N} = \frac{1}{N} \sum_{r=1}^{P} \sum_{s=1}^{P} \gamma_{ir}^* \gamma_{js} a_{ir}^H a_{js},
\]

(7.5)

and then we use (7.4) to show that

\[
\left| a_{ir}^H a_{js} / N \right| = \frac{1}{N} \left| \frac{\sin (N \tau / 2)}{\sin (\tau / 2)} \right| \xrightarrow{a.s.} 0,
\]

(7.6)

as \(N \to \infty\), where \(\tau = 2\pi d [\sin \phi_{js} - \sin \phi_{ir}]\). Hence, FP is proven very simply for all ray-based models where \(\sin \phi_{ir} = \sin \phi_{js}\) has probability zero. A simple condition for this to hold is that the angles are continuous random variables, a property held by all models proposed\(^6\). Therefore, FP, the key property en-

\(^5\)Our model (including that in [35] and 3GPP, 3GPP TR 21.915 V15.0.0, http://www.3gpp.org/) and all other such ray-based models [48] assume a finite number of unique angles for the rays. The probability of two angles being identical is zero if the angle distributions are continuous. This follows as \(P(X = Y) = 0\) for all distinct, continuous random variables \(X\) and \(Y\) [150, p. 76]. Our analysis is limited to this scenario and does not cover possible models which could explain a ”single” ray as a continuum of rays over a small angular width.

\(^6\)This was demonstrated in [144], but only for the case of a uniform distribution. In contrast, the result in (7.6) is general.
abling single-sided massive MIMO, holds for all ray distributions considered to date, such as uniform, wrapped Gaussian, and Laplacian.

### 7.3.3 Large System Potential (Double-Sided Massive MIMO)

In this section, we analyze the LSP of ray-based channels in the limiting regime where $K \to \infty$, $N \to \infty$ and $N/K \to \alpha$.

**Ray-based Models**

The ratio $\zeta_{\text{LSP}}$ in (7.2) has a numerator satisfying $E[|h_i^H h_i|^2/N^2] \xrightarrow{a.s.} E[X_i^2]$ from Sec. 7.3.1 and $E[X_i^2]$ is finite. Hence, LSP depends on the asymptotic properties of the denominator, $E[\eta_i]$. Here, we write,

$$
E[\eta_i] = E\left[ \frac{1}{N} \sum_{j=1,j\neq i}^{K} \frac{1}{N} \sum_{r=1}^{P} \sum_{s=1}^{P} \gamma_{ir}^* \gamma_{js} a_{ir}^H a_{js} \right]^2,
$$

$$
= \frac{1}{N} \sum_{j=1,j\neq i}^{K} \sum_{r=1}^{P} \sum_{s=1}^{P} E[|\gamma_{ir}|^2] E[|\gamma_{js}|^2] \frac{1}{N} E[|a_{ir}^H a_{js}|^2],
$$

$$
= \beta_i \left( \sum_{j=1,j\neq i}^{K} \frac{\beta_j}{N} \right) \mu_{\text{ULA}},
$$

(7.7)

using the basic properties of the $\gamma_{ir}$ terms and the notation

$$
\mu_{\text{ULA}} \triangleq \frac{1}{N} E\left[ |a_{ir}^H a_{js}|^2 \right],
$$

(7.8)

This relies on the fact that the scaling factors are independent and azimuth angles are i.i.d random variables. Hence, the steering vectors in $\mu_{\text{ULA}}$ are two generic but independent vectors and the subscripts $ir$ and $js$ are not strictly
necessary. Now, we set $\hat{\phi}_{ir} = 2\pi d \sin \phi_{ir}$, and rewrite (7.8) as

$$
\mu_{ULA} = \frac{1}{N} \left( \sum_{n=0}^{N-1} 1 \right) + \frac{N-1}{N} \sum_{n=0}^{N-1} \left| \mathbb{E} [ e^{j 2\pi d (m-n) \sin \phi_{ir}} ] \right|^2,
$$

(7.9)

$$
= 1 + \frac{2}{N} \sum_{s=1}^{N-1} (N - s) \left| \mathbb{E} [ e^{-j 2\pi s \sin \phi_{ir}} ] \right|^2,
$$

$$
= 1 + 2 \sum_{s=1}^{N-1} \left( 1 - \frac{s}{N} \right) \left| \mathbb{E} [ e^{-j s \phi_{ir}} ] \right|^2.
$$

In a typical drop of random locations for the users, the strong law of large numbers ensures that $\sum_{j=1}^{K} \beta_j / K$ converges to $\bar{\beta}$ as $K \to \infty$, where $\bar{\beta}$ is a finite mean power. Hence, we have $\lim_{N \to \infty} \mathbb{E} [\eta_i] = (\beta_i \bar{\beta} / \alpha) \lim_{N \to \infty} \{ \mu_{ULA} \}$. Hence, the asymptotic behavior of $\mathbb{E} [\eta_i]$ depends on $\mu_{ULA}$ which in turn depends on how quickly $|\mathbb{E} [e^{-j s \phi_{ir}}]|^2$ decays. In the following theorem we present a general answer to this question.

**Theorem 1.** The term $\mathbb{E} [e^{-j s \phi_{ir}}]$ decays as $s^{-1/2}$ as $s \to \infty$ with the asymptotic representation:

$$
\mathbb{E} [e^{-j s \phi_{ir}}] \sim \frac{1}{\sqrt{ds}} \left( f_\phi \left( -\frac{\pi}{2} \right) e^{j (2\pi ds - \frac{\pi}{2})} + f_\phi \left( \frac{\pi}{2} \right) e^{-j (2\pi ds - \frac{\pi}{2})} \right),
$$

(7.10)

where $f_\phi (\cdot)$ is the probability density function (PDF) of $\phi_{ir}$.

**Proof.** The proof is given in Appendix 9.1. \qed

**Implications of Theorem 1**

Equation (7.10) in Theorem 1 is a remarkable result with a simple and intuitive interpretation, wide generality and important implications for massive MIMO:

- In terms of generality, (7.10) only requires the angular PDF, $f_\phi (\cdot)$, not to have singularities which are worse than $O(x^{-1/2})$ at $x = 0$. This covers
all proposed models. Certainly, all proposed models thus far are continuous, so this condition is easily satisfied.

- Interpreting (7.10) we see that if the end-fire direction has no energy, 
  \( f_\phi(\pm \pi/2) = 0 \), then \( \mathbb{E}[e^{-js\hat{\phi}_{ir}}] = 0 \). Alternatively, if some end-fire radiation occurs then \( f_\phi(\pm \pi/2) > 0 \) and \( \mathbb{E}[e^{-js\hat{\phi}_{ir}}] = O(s^{-1/2}) \). From the above, it follows that if there is no end-fire radiation, \( \mu_{\text{ULA}} \) is finite and the mean interference cannot dominate the mean power of the desired channel.

- Further, if there is end-fire radiation, then LSP does not hold as \( \mu_{\text{ULA}} \to \infty \). This conclusion holds by inspection of (7.9). When \( \mathbb{E}[e^{-js\hat{\phi}_{ir}}] \) is \( O(s^{-1/2}) \), then \( \sum_{s=1}^{N} |\mathbb{E}[e^{-js\hat{\phi}_{ir}}]|^2 \) is \( O(\log N) \) using well known properties of the series \( \sum_{s=1}^{N} \frac{1}{s} \). Also, \( \sum_{s=1}^{N} \frac{s}{N}|\mathbb{E}[e^{-js\hat{\phi}_{ir}}]|^2 \) is finite, so that \( \mu_{\text{ULA}} \) grows to infinity, but at a very slow logarithmic rate. Note that this interference growth can be described as critical as \( \mathbb{E}[e^{-js\hat{\phi}_{ir}}] \) decays at exactly the critical rate \( (s^{-1/2}) \) required for logarithmic growth. Any reduction at all in the decay rate would deliver finite interference and therefore would enable LSP to hold.

- The importance of the end-fire direction can be understood in the following way. For a ULA, it is not the proximity of two incoming ray angles that drives the interference, but the difference in the sines of the angles (see \( \tau \) in (7.6)). For angles close to broadside the difference in sines is largest and for angles near end-fire the difference is smallest, resulting in greater interference.

- We note that LSP does hold for i.i.d. Rayleigh fading channels. To see this we use the results in [7] to give \( \zeta_{\text{LSP}} = \beta_1\beta/\alpha \). Hence, ray-based models differ from classical statistical channel models in this regard.
• Overall, the result in (7.10) is extremely positive for double-sided massive MIMO. We have shown that in the challenging scenario where both $K$ and $N$ grow large, the interference, relative to the power of the desired channel, grows very slowly (logarithmically). Also, the scaling of this growth factor is very small, since a large amount of end-fire radiation is unlikely, and practical deployments typically employ patch elements which have average look angles on the order of $+/-45^\circ$ (designed according to the downtilt angle of the array as well as the environment) [151]. This substantially attenuates the end-fire (or near by) radiation since the patterns create explicit nulls to reject the incoming wavefronts in those directions. Although not shown in the thesis, following the approach in [35] the effect of antenna patterns can be modelled as a multiplicative scaling of the ray powers which varies according to the angle. This causes the typical end-fire reduction.

Given the power of these results, it is useful to validate the conclusions with some special cases. Note that although uniform and von-Mises (VM) angular distributions are not derived from measurements in real environments they are useful, both for validating Theorem 1 and providing exact asymptotics which are not perturbed by simulation error.

**Special Cases: Uniform Distribution**

When $\phi_{ir} \sim U[0, 2\pi]$, $f_\phi(x) = \frac{1}{2\pi}$ for $-\pi \leq x \leq \pi$ and (7.10) becomes

$$
E[e^{-js\hat{\phi}_{ir}}] \sim \frac{1}{\pi\sqrt{ds}}\cos\left(2\pi ds - \frac{\pi}{4}\right).
$$

(7.11)

This limiting value is verified in the uniform case where the exact solution is known as $E[e^{-js\hat{\phi}_{ir}}] = E[e^{-js2\pi\sin\phi_{ir}}] = J_0(2\pi ds)$ [132, p. 375]. For large values of $s$, $J_0(2\pi ds) \sim \cos(2\pi ds - \frac{\pi}{4})/\pi\sqrt{ds}$ [132, p. 364], which agrees with (7.10).
Hence, the general asymptotic analysis in (7.10) is supported and the exact value of $\mathbb{E}[e^{-j\phi_{ir}}]$ can be used in (7.9) to give the exact value of $\mu_{ULA}$.

**Special Cases: Von-Mises Distribution**

The VM distribution has also been used in angular modeling [152] and has the PDF given by

$$f_\phi(x) = \frac{e^{\kappa \cos(x-\mu)}}{2\pi I_0(\kappa)}, \quad -\pi \leq x \leq \pi,$$

(7.12)

where $\mu$ is a measure of location and $\kappa$ is a measure of concentration. Substituting the VM PDF into (7.10) we obtain

$$\mathbb{E}[e^{-j\phi_{ir}}] \sim \frac{e^{j2\pi ds}}{\sqrt{ds}} \left( \frac{e^{\kappa \cos(\frac{\pi}{2}-\mu)}}{2\pi I_0(\kappa)} e^{-j\frac{\pi}{2}} + \frac{e^{\kappa \cos(\frac{\pi}{2}-\mu)}}{2\pi I_0(\kappa)} e^{j\frac{\pi}{2}} \right).$$

(7.13)

The exact solution can be found by integration, giving

$$\mathbb{E}[e^{-j\phi_{ir}}] = \frac{I_0 \left( \sqrt{\kappa^2 \cos^2(\mu) + (\kappa \sin(\mu) - j2\pi ds)^2} \right)}{I_0(\kappa)}.$$  

(7.14)

Further analysis shows that (7.14) is asymptotically equal to (7.13). This is briefly explained as follows. For large $q$, the argument of $I_0(\cdot)$ in the numerator of (7.14) is approximately $\kappa \sin(\mu) - j2\pi dq$. Then we use the large argument approximation of $I_0(\kappa \sin(\mu) - j2\pi dq)$ [132, p. 364] and simplify to give (7.13). Hence, for the VM case also, we have verified (7.10) and given an exact solution for $\mathbb{E}[e^{-j\phi_{ir}}]$.

Hence, for the VM case also, we have verified (7.10) and given an exact solution for $\mathbb{E}[e^{-j\phi_{ir}}]$. 


7.3.4 Avoiding Interference Growth

Since the logarithmic interference growth predicted by Theorem 1 is critical, it can be removed by simple methods. For example, LSP can be assured by trivial scheduling methods based on user separation. This is shown in the following.

Expanding \( \eta_i = \sum_{j \neq i}^{K} |h_j^H h_i|/N|^2 \) in terms of the steering vectors gives

\[
\eta_i = \sum_{j \neq i} \frac{1}{N^2} \sum_{r,s} \sum_{r',s'} \gamma_{ir}^* \gamma_{js} \gamma_{j's'}^* \gamma_{j's'}^* a_i^H a_s a_j^H a_{s'}^*. \tag{7.15}
\]

From (7.4), \( \eta_i \) can be rewritten as

\[
\eta_i = \sum_{j \neq i} \sum_{r,s,r',s'} \Gamma_{ijr's'} \frac{1}{N} \left| \frac{\sin (N \tau_1/2)}{\sin (\tau_1/2)} \right| \frac{1}{N} \left| \frac{\sin (N \tau_2/2)}{\sin (\tau_2/2)} \right|, \tag{7.16}
\]

where \( \sum_{r,s,r',s'} = \sum_{r,s} \sum_{r',s'} \) and \( \Gamma_{ijr's'} = \gamma_{ir}^* \gamma_{js} \gamma_{j's'}^* \gamma_{j's'}^* \), \( \tau_1 = 2\pi d[\sin \phi_{js} - \sin \phi_{ir}] \) and \( \tau_2 = 2\pi d[\sin \phi_{j's'} - \sin \phi_{js'}] \). Note that \( \sum_{r,s,r',s'} \Gamma_{ijr's'} \) is finite and for \( \tau_i \neq 0 \), \( \frac{\sin (N \tau_i/2)}{\sin (\tau_i/2)} \) is bounded for \( i = 1, 2 \). Hence, for finite \( K \), \( \eta_i \to 0 \) for \( \tau_1 \neq 0, \tau_2 \neq 0 \) as the number of terms in the sum is equal to \( K - 1 \) but the summand is \( O(N^{-2}) \). Since \( P(\tau_1 = 0) = P(\tau_2 = 0) = 0 \) for continuous angular variables, it follows that \( \eta_i \xrightarrow{a.s.} 0 \) and LSP holds.

Next, consider the asymptotic case where the number of users is growing but users are only scheduled together if the sines of their ray angles are separated by more than a given fixed protection level, \( \epsilon > 0 \). Hence, \( |\tau_i| > 2\pi d\epsilon \) for \( i = 1, 2 \). Using this inequality in (7.16) gives

\[
\eta_i \leq \frac{1}{N^2 \sin^2(\pi d\epsilon)} \sum_{j \neq i} \sum_{r,s,r',s'} \Gamma_{ijr's'}. \tag{7.17}
\]

Since the right hand side of (7.17) converges to zero as \( N \to \infty \) it follows that \( \eta_i \xrightarrow{a.s.} 0 \) and LSP holds.
7.4 UPA: Channel Hardening, FP and LSP

In this section, we extend the ULA results on channel hardening, FP and LSP to a UPA. Throughout the work on LSP for a UPA we assume that \( N_x \to \infty \) and \( N_y \to \infty \) as \( N \to \infty \).

7.4.1 Channel Hardening

The channel hardening results presented in (7.3) for a ULA remain valid for any array structure. Hence, \( h^H_i h_i / N \overset{a.s.}{\to} 0 \) if \( a_{ir}^H a_{is} \overset{a.s.}{\to} 0 \). For the UPA we have

\[
\frac{a_{ir}^H a_{is}}{N} = \frac{1}{N} (a_{irx} \otimes a_{iry})^H (a_{isz} \otimes a_{isy}) = \frac{1}{N} (a_{irx}^H a_{isz})(a_{iry}^H a_{isy}),
\]

(7.18)

from basic properties of Kronecker products. Now, the cross products \( a_{irx}^H a_{isz} \) and \( a_{iry}^H a_{isy} \) have a similar form to the ULA. Hence, from (7.3) we can deduce that

\[
\left| \frac{a_{ir}^H a_{is}}{N} \right| = \left| \frac{1}{N_x} \sin \left( N_x \tau_x / 2 \right) \right| \left| \frac{1}{N_y} \sin \left( N_y \tau_y / 2 \right) \right|,
\]

(7.19)

where \( \tau_x = 2\pi d_x (\sin \theta_is \cos \phi_is - \sin \theta_ir \cos \phi_ir) \) and \( \tau_y = 2\pi d_y (\sin \theta_is \sin \phi_is - \sin \theta_ir \sin \phi_ir) \). As in Sec. 7.3.1, \( a_{ir}^H a_{is} / N \) converges to zero unless \( \tau_x = 0 \) or \( \tau_y = 0 \), an event having probability zero. Hence \( a_{ir}^H a_{is} / N \overset{a.s.}{\to} 0 \) and \( h_i^H h_i / N \overset{a.s.}{\to} X_i \).
7.4.2 FP (Single-Sided Massive MIMO)

The ULA results in (7.5) and (7.6) show that for any array, FP occurs if \( \frac{a_{hi}^H a_{js}}{N} \overset{a.s.}{\to} 0 \) as \( N \to \infty \). Following the same calculation as in (7.19) gives

\[
\left| \frac{a_{hi}^H a_{js}}{N} \right| = \frac{1}{N_x} \left| \frac{\sin (N_x \tau_x / 2)}{\sin (\tau_x / 2)} \right| \frac{1}{N_y} \left| \frac{\sin (N_y \tau_y / 2)}{\sin (\tau_y / 2)} \right| , \tag{7.20}
\]

where \( \tau_x = 2\pi d_x (\sin \theta_{js} \cos \phi_{js} - \sin \theta_{ir} \cos \phi_{ir}) \) and \( \tau_y = 2\pi d_y (\sin \theta_{js} \sin \phi_{js} - \sin \theta_{ir} \sin \phi_{ir}) \). Since \( P(\tau_x = 0) = P(\tau_y = 0) = 0 \) for continuous angular variables, it follows that \( \eta_i \overset{a.s.}{\to} 0 \) and FP holds.

7.4.3 Large System Potential (Double-Sided Massive MIMO)

The existence of LSP for a UPA depends on whether the expression \( \mu_{UPA} =\frac{1}{N} \mathbb{E} \left| a_{hi}^H a_{js} \right|^2 \) converges or not. This is analyzed in Theorem 2.

**Theorem 2.** The term \( \mu_{UPA} \) for a UPA antenna structure grows logarithmically with the following representation:

\[
\mu_{UPA} = \sum_{v=1-N_x}^{N_x-1} \sum_{w=1-N_y}^{N_y-1} \left( 1 - \frac{|v|}{N_x} \right) \left( 1 - \frac{|w|}{N_y} \right) |M_{v,w}|^2 , \tag{7.21}
\]

where \( M_{v,w} = \mathbb{E} \left[ e^{-j2\pi \nu_{v,w} \sin(\phi-\Delta_{v,w})} \right] \), \( \nu_{v,w} = \sqrt{v^2 d_x^2 + w^2 d_y^2} \), and \( \Delta_{v,w} = \tan^{-1} \left( \frac{vd_y}{vd_x} \right) \).

**Proof.** The proof is given in Appendix 9.2. \( \square \)

**Implications of Theorem 2**

As in the ULA case, Appendix 9.2 shows that the interference growth is critical and any reduction in the rate of interference accumulation will lead to LSP holding. The result holds for any continuous angular distribution so it is
extremely general. Note that a ULA would normally aim to null the end-fire
direction (see (7.10)) and perfect nulling would avoid the interference growth.
In contrast, a similar argument using (9.19) shows that \( f_\theta(x) \) must equal zero
for \( x \) in \( \{-\pi/2, 0, \pi/2\} \) in order to avoid interference growth. For a ver-
tical UPA, to null the broadside direction is clearly unsuitable as it requires
nulling the dominant azimuth plane \( (\theta = 0) \). In general for all types of UPA, a
more symmetric structure means that there are no sets of special angles which
avoid interference growth and for which the radiation is unwanted. Since the
proof is complex, it is instructive to look at the spherical uniform case where \( \mu_{\text{UPA}} \) can be derived and shown to grow logarithmically as in Theorem 2. This
is shown in the following.

**Special Case: Uniform Distribution**

We derive an equation for \( \mu_{\text{UPA}} \) in the simplest uniform case, where the az-
imuth angle is \( \phi_{ir} \sim U[0, 2\pi] \) and the elevation angle is \( \theta_{ir} \sim U[-\pi/2, \pi/2] \). In this
scenario, the following result applies.

**Result 1.** The value of \( \mu_{\text{UPA}} \) for spherically uniform angles is given by

\[
\mu_{\text{UPA}} = \frac{1}{N} \sum_{r_x=1}^{N_x} \sum_{r_y=1}^{N_y} \sum_{s_x=1}^{N_x} \sum_{s_y=1}^{N_y} J_0^4 \left( \pi \sqrt{d_y^2 (r_y - s_y)^2 + d_x^2 (r_x - s_x)^2} \right),
\]

where the proof is given in Appendix 9.3. In Appendix 9.4, this result is used
to demonstrate the logarithmic growth of \( \mu_{\text{UPA}} \).

**Avoiding Interference Growth**

As for the ULA, interference growth can be avoided by using finite \( K \) or sim-
ple scheduling. This is shown in the following. For a UPA, substituting the
associated steering vectors into (7.15) gives

$$\eta_i = \sum_{j \neq i} \frac{1}{N^2} \sum_{r,s,r',s'} \Gamma_{ijrsr's'} a_{irx}^H a_{isx} a_{ir'y}^H a_{isy} a_{jr'x}^H a_{js'x} a_{jr'y}^H a_{js'y}$$  \hspace{1cm} (7.23)$$

As in (7.19), all of the four cross products of steering vectors in $x$ and $y$ domains have representations as ratios of sine functions. Hence,

$$\eta_i = \sum_{j \neq i} \frac{1}{N^2} \sum_{r,s,r',s'} \Gamma_{ijrsr's'} \left| \frac{\sin(N_x \tau_x / 2)}{\sin(\tau_x / 2)} \right| \left| \frac{\sin(N_y \tau_y / 2)}{\sin(\tau_y / 2)} \right| \left| \frac{\sin(N_x' \tau_x' / 2)}{\sin(\tau_x' / 2)} \right| \left| \frac{\sin(N_y' \tau_y' / 2)}{\sin(\tau_y' / 2)} \right|,$$

where $\tau_x$ and $\tau_y$ are defined in Sec. 7.4.2, $\tau_{x}' = 2\pi d_x (\sin\theta_{is}' \cos\phi_{is}' - \sin\theta_{ir}' \cos\phi_{ir}')$ and $\tau_{y}' = 2\pi d_y (\sin\theta_{js}' \sin\phi_{js}' - \sin\theta_{jr}' \sin\phi_{jr}')$. In the asymptotic case where $K \to \infty$, consider scheduling using a similar protection threshold as used in Sec. 7.3.4 where users are only selected if $\min(\tau_x, \tau_y, \tau_{x}', \tau_{y}') > 2\pi d\epsilon$. With this approach, we see that

$$\eta_i < \sum_{j \neq i} \frac{1}{N^2 \sin^4(\pi d\epsilon)} \sum_{r,s,r',s'} \Gamma_{ijrsr's'},$$  \hspace{1cm} (7.24)$$

Since the right hand side of (7.24) converges to zero as $N \to \infty$ it follows that $\eta_i \overset{a.s.}{\longrightarrow} 0$ and LSP holds.

### 7.5 Numerical Results

In Fig. 7.1 we demonstrate the channel hardening and FP results for the ULA discussed in Sec. 7.3 for $K = 2$ and an increasing number of antennas. We adopt the non-line-of-sight (NLOS) 3GPP angular and cluster parameters in [35]. The number of clusters is $C = 20$, and the number of subpaths per cluster is $L = 20$. Referring to the channel model in (7.1), $P = CL$. Each subpath angle of arrival (AoA) is modeled by a central cluster angle having
a Gaussian distribution (zero mean and a standard deviation of 76.5°) plus a subray offset angle which is Laplacian with a standard deviation of 15°. We assume \( \beta_1 = \beta_2 = 1 \) and subrays having equal powers\(^7\). From the upper plot of Fig. 7.1, we can see that the normalized power in the desired channel, \( S = |h_i^H h_i|/N \approx 1 \) for large numbers of antennas. Similarly, the lower plot shows the mean of interference term, \( I = |h_i^H h_j|/N \) decreasing to zero as \( N \to \infty \). Note that Fig. 7.1 plots \( \mathbb{E}[I] \) for both the ray-based model (via simulation) and i.i.d. Rayleigh fading (via analysis) so that the variations do not obscure the trend. As expected, the convergence to FP is slower for the ray-based model but the initial rate of convergence is similar for both channels. Hence, both channel hardening and FP are shown to occur for a typical parameter set as predicted by the analysis. Fig. 7.1 shows channel hardening and FP occurring for a clustered channel model with wrapped Gaussian central cluster angles and Laplacian offsets. This numerical example is useful as it verifies the analysis for a commonly used ray-based model structure. The analysis goes much further and proves the existence/non-existence of channel hardening and the existence of FP for all ray-based of the form in (7.1) for a comprehensive range of ray distributions. These observations are in line with the channel hardening measurements reported in [153].

In Fig. 7.2, we show that the power of the desired channel will either converge to a constant or a random variable, verifying the analysis in Sec. 7.3.1. We assume the same model as in Fig. 7.1 but with two possibilities for the ray coefficients, \( \gamma_{ir} \). The Akdeniz model [35] uses a complex Gaussian variable for \( \gamma_{ir} \), while the 3GPP model [35] uses a random phase. As shown in Fig. 7.2, as the number of antennas grows, the cumulative distribution function (CDF) of the normalized desired channel power, \( S = h_i^H h_i/N \), with the

---

\(^7\)Equal ray powers are adopted for simplicity in Fig. 7.1 and Fig. 7.2 for initial verification of the FP and channel hardening results, \( \beta_{ir} = 1/CL \), and phases are uniformly distributed, \( \phi_{ir} \sim U[0, 2\pi] \).
Akdeniz model remains almost the same, indicating convergence to a random variable. In contrast, with the random phase model of 3GPP the CDF converges to a step function indicating that $S$ converges to a constant. Hence, as shown in Sec. 7.3.1, channel hardening can occur for ray-based models but this depends on the models employed for the ray coefficients.

In Fig. 7.3, we show both the simulated and analytical results for $\mu_{\text{ULA}}$ with uniform and VM distributions using the results in Sec. 7.3.3. We also show simulated values of $\mu_{\text{ULA}}$ by adopting the angular parameters of the 3GPP model in [35] as in Fig. 7.1. The number of antennas and users are growing at the same ratio $N/K = \alpha = 2$, while $\phi_{ir} \sim U[0, 2\pi]$ for the uniform model and $\kappa = 4.23$ (for $30^\circ$ angle spread) and $\mu = 0$ for VM. From Fig. 7.3 we can see that the analysis agrees well with simulation for both uniform and VM models. We also notice that the growth rates of $\mu_{\text{ULA}}$ are different for all three models, due to the differences in the AoA distributions. In the following figure, we
Figure 7.2: Channel hardening for two types of channel models.

give more details of the growth rate with regard to angular distributions.

In Fig. 7.4, we demonstrate the logarithmic growth rate of $\mu_{ULA}$ against the number of antennas, $N$, for VM and uniform models with different parameters as shown in the legend. The analytical results in Sec. 7.3.3 were used in generating $\mu_{ULA}$ for the uniform and VM distributions, respectively. Note that although the analysis in Theorem 1 predicted logarithmic growth for $\mu_{ULA}$, this is hard to verify from Fig. 7.3. Hence, we substitute (7.10) into (7.9) and identify the dominant component of $\mu_{ULA}$ giving $\mu_{ULA} \sim m_{slope} \log(N) + C_0$, where $C_0$ is a constant and

$$ m_{slope} = \frac{2(f_\phi^2(\frac{\pi}{2}) + f_\phi^2(\frac{-\pi}{2}))}{d}. \quad (7.25) $$

Hence, $m_{slope}$ determines how quickly $\mu_{ULA}$ will grow. The uniform distribution has the highest interference growth rate, which is $m_{slope}^{uniform} = (\pi^2d)^{-1}$. For
the VM model, the slope depends on $\kappa$ and $\mu$. In Fig. 7.4 we observe that $\mu_{ULA}$ is clearly logarithmic in $N$, as predicted, and that the slope is correctly identified by (7.10), as shown by the dotted lines which have slope $m_{slope}$.

As well as verifying the logarithmic growth, Fig. 7.4 demonstrates some interesting angular properties. For both $\kappa = 4.23$ (angle spread = $30^\circ$) and $\kappa = 1.49$ (angle spread = $60^\circ$), $\mu_{ULA}$ decreases as $\mu$ is reduced from $\mu = 0.52$ ($30^\circ$) to $\mu = 0$. This is because shifting the mean towards broadside reduces the interference inflation that occurs near end-fire. Secondly, for both $\mu = 0$ and $\mu = 0.52$ there is a cross-over as $N$ increases. For small $N$, increased angular spread is beneficial as it spreads the rays and reduces the chance of high interference caused by rays in close proximity. However, for high $N$ the higher angular spread puts more probability near end-fire and this begins to dominate and causes higher interference.

In Fig. 7.5, we confirm via simulation for the 3GPP parameters and via
analysis for the uniform and VM models that the mean global interference term, $E[\eta_i]$, grows logarithmically as predicted by the analysis in Sec. 7.3.3. For the uniform case, $\phi_{ir} \sim U[0, 2\pi]$, for VM, $\kappa = 4.23, \mu = 0$, and for 3GPP we use the parameters considered in Fig. 7.1. For the uniform and VM models all user link gains and ray powers are equal, $\beta_{ir} = (CL)^{-1}$. For the 3GPP parameters, we also consider unequal ray powers and unequal user link gains. To avoid the substantial extra variation caused by shadowing models with large arrays we employ a simple deterministic model for these powers. The link gains decay exponentially from user 1 to user $K$ such that $\beta_K = \frac{1}{10}\beta_1$ and the cluster powers behave similarly. The desired user is then randomly allocated one of the $K$ distinct link gains. The levels are then adjusted to give the same total power as in the uniform and VM models, and subrays in a particular cluster all have the same power as assumed in [154]. Fig. 7.5 shows the same logarithmic growth as Fig. 7.3, confirming the analysis.
Figure 7.5: $E[\eta_i]$ vs $N$ for three angular distributions.

In Fig. 7.6, we show the variation of $E[\eta_i]$ with $N$ for the 3GPP channel model. The parameters are identical to Fig. 7.5 except the channel powers, $\beta_1, \beta_2, \ldots, \beta_K$, are chosen using the classic path-loss and shadowing model given in Sec. 4.4. The parameters used for the path loss and shadowing are: path loss exponent $\gamma = 3.5$ and the standard deviation of the shadowing is $\zeta = 6$ dB. Note that the Fig. 7.5 simulations for the 3GPP model already show simulation error. When the extra variation due to shadowing and path loss is added in, the simulations become extremely variable. In Fig. 7.6, 4000 simulations are run (as in Fig. 7.5) but this is far too small to see accurate results. In practice, extremely long simulation runs are required in this scenario.

In Fig. 7.7, we evaluate the channel hardening and FP results for a UPA with $K = 2$ and an increasing number of antennas. We adopt the angular models from [36]. The azimuth central angle follows a wrapped Gaussian distribution ($\phi_c \sim N(0^\circ, \sigma_c^2)$) with a Laplacian offset distribution ($\Delta_{c,s} \sim$...
Figure 7.6: $E[\eta_i]$ vs $N$ for the 3GPP model including the effects of shadowing for the users.

Both the central and offset angles for elevation have Laplacian distributions with $\theta_c \sim \mathcal{L}(1/\sigma_c)$ (centred on $90^\circ$) and $\delta_{c,s} \sim \mathcal{L}(1/\hat{\sigma}_s)$, respectively. We adopt the following parameters: the number of clusters is $C = 20$, the number of subrays within a cluster is $L = 20$, $\sigma_c = 31.64^\circ$ and $\sigma_s = 24.25^\circ$ from [154] and we use the upper 90% of the lognormally distributed values of $\hat{\sigma}_c$ and $\hat{\sigma}_s$ from [36] in order to give a wide angular spread, which is $6.12^\circ$ and $1.84^\circ$, respectively (Scenario Wide). As in Fig. 7.1 and Fig. 7.2, equal powers for subrays are assumed and $\beta_{ir} = 1/(CL)$ for simplicity. From Fig. 7.7, we see that, similar to ULA, FP and channel hardening also occur for the UPA structure. However, the gap between the 3GPP and Rayleigh channel in Fig. 7.7 is wider than for a ULA. Hence, the smaller azimuth footprint of the UPA slows down FP.

In Fig. 7.8, we show both the simulated and analytical results for $\mu_{\text{UPA}}$.
with a uniform angular distribution for both azimuth \((U[0, 2\pi])\) and elevation angles \((U[0, \pi])\). The analytical results are from Secs. 7.4.3. We can see that the analysis agrees well with the simulation. We also show the simulated values of \(\mu_{UPA}\) for two scenarios. Scenario Wide uses the angular parameters in Fig. 7.7. Scenario Narrow uses \(C = 3, L = 16, \sigma_c = 14.4^\circ\) and \(\sigma_s = 6.24^\circ\) and the lower 10% of the lognormally distributed values of \(\hat{\sigma}_c\) and \(\hat{\sigma}_s\) from [36]. As with the ULA, the growth rates of \(\mu_{UPA}\) are different for all three models, due to the differences in both the azimuth and elevation angular distributions.

In Fig. 7.9, the logarithmic growth of \(\mu_{UPA}\) with different angular spreads in both azimuth and elevation angles is presented. As we can see, the narrower the angular spread is, the quicker \(\mu_{UPA}\) grows. Note that the lower curves show reasonably clearly that growth is linear in \(\log(N)\), logarithmic in \(N\). Even here, the simulation errors obscure the linearity a little. For the narrow scenario, up to the number of antennas shown, the curve is still in its
Figure 7.8: $\mu_{UPA}$ vs $N$ for wide and narrow angular distributions for UPA.

initial stage before the linearity (the high N regime) begins. Given that the graph already goes up to over 1000 antennas ($\log_{10}(N) > 3$), the x-axis was stopped here as it is already a large number of antennas and simulations for large arrays take a very long time due to the large variability of interference.

In Fig. 7.10, we confirm via simulation for the 3GPP parameters (adopting Scenario Wide and Scenario Narrow parameters in Fig. 7.8) that the mean global interference term, $E[\eta_i]$, grows logarithmically as predicted by the analysis in Sec. 7.4.3. We consider unequal ray powers and unequal user link gains as in Fig. 7.5. The results in Fig. 7.10 are also shown on a logarithmic scale in Fig. 7.11. Again, note that the wide scenario shows clearly that growth is linear in $\log(N)$. For the narrow scenario, the curves is still in its initial stage before the linearity begins.

In Fig. 7.12, we show the instantaneous behavior of $\eta_i$ that causes $E[\eta_i]$
to grow. A simple channel is assumed with 20 paths, half-wavelength antenna spacing in a ULA, unit power rays, $\alpha = 10$ and all rays have a $U[0, 2\pi]$ distribution. With no control over the users entering the system, occasional large interference values occur as interfering user rays nearly align with the desired user. This is demonstrated by the spikes in the curve labelled as “no scheduling.” Note that these spikes keep occurring even for massive antenna numbers, up to 2000. In contrast, we also show that the trivial scheduling scheme introduced in Sec. 7.3.4 with a protection target of $\epsilon = 0.1$, equivalent to an angular separation of $0.57^\circ$. Here, the value of $\eta_i$ is well-behaved and decays to zero.

Figure 7.9: Logarithmic growth of $\mu_{UPA}$ for UPA.
Figure 7.10: $\mathbb{E}[\eta_i]$ vs $N$ for two angular distributions.

7.6 Conclusion

The fundamental properties of massive MIMO have been identified with great generality for a broad class of ray-based models with a ULA or a UPA at the BS. The generality and insight possible is considerably greater than can be achieved with statistical channel models. In particular, we show that channel hardening may or may not occur depending on the model used and FP is guaranteed for all continuous angular distributions. Although LSP will not normally hold, as the mean interference grows logarithmically relative to the desired channel, the implications for massive MIMO are excellent. As the number of users grows, the mean interference does grow relative to the desired channel but extremely slowly and this is further reduced by practical considerations, such as the attenuation of end-fire radiation caused by typical array patterns. In addition, we prove that this mean interference growth can
be avoided by trivial scheduling schemes.
Figure 7.12: \( \eta_i \) vs \( N \) with and without scheduling.
This chapter summarizes the research work presented in this thesis, and then provides several future research directions.

8.1 Conclusions

This thesis analyses the system performance of MU-MIMO wireless communication systems using a variety of linear processing schemes based on analog MRC and digital MRC. The analysis caters for a variety of channels including i.i.d Rayleigh and correlated Rayleigh. Numerical results are also given for Ricean channels. In addition, the fundamental properties of FP and channel hardening are considered, both in terms of asymptotic massive MIMO behaviour as well as MRC behaviour, where we employ a very general class of ray-based models. These topics are important for understanding next generation wireless communication systems as future systems are likely to operate with large antenna arrays employing low complexity processing techniques. A number of analytical, simulated results, and useful insights are presented, leading to an improved understanding for future system implementation. Specific conclusions are given in the following.
8.1.1 Distributed Antenna Systems

Chapter 4 and Chapter 6 analyse the system performance for various distributed BS layouts. Chapter 4 compares the system performance of digital and analog MRC/MF in both centralized and distributed systems. We show that digital MRC benefits from distributed clusters and analog MRC has a relatively good performance in a centralized system. The impact of Rice K factors is analysed, showing that the gap between digital MRC and analog MRC shrinks with increasing Rice K factor in a centralized system but remains in distributed systems. Chapter 6 presents analytical expressions for the expected per user SINR in an uplink distributed MIMO system with two-stage beamforming techniques. Two- and four-cluster BS layouts are considered with four beamforming strategies (A-D, D-D, A-ZF and D-ZF). The first stage considers either analog or digital MRC, followed by the second stage of either digital MRC or digital ZF. We also present the asymptotic behaviour of A-D and D-D strategies. We show a \( \pi/4 \) performance ratio in a centralized configuration, while for the distributed layout, the relative performance of A-D and D-D varies depending on the distribution of interference among the base stations. Finally, we show that the performance gap between A-D and D-D increases with the number of BS clusters, which agrees with our analytical results in Chapter 4.

- Analog MRC has the benefit of low power consumption, low complexity, and hardware costs. It is an ideal candidate for massive MIMO systems if the performance gap between analog MRC and digital MRC is reasonable. In our work, we show that if only considering local processing for distributed clusters, the performance of analog MRC degrades compared with digital MRC when the number of clusters increases. Thus, analog MRC is more suitable in a centralized system.
when a strong Rice K factor is anticipated, in other words, in a more open environment.

• Two-stage processing makes the use of analog MRC at local processing even more promising. A-D only requires phase shifters in the local processing and one RF chain per cluster for central processing. Thus, A-D further reduces the complexity and hardware requirements compared with D-D and D-ZF for distributed systems. Furthermore, our results show that A-D can outperform D-D at lower SNR and even at moderate SNR levels the performance gap is small.

8.1.2 Spatial Correlation for Distributed and Centralized Systems

Chapter 4 and Chapter 5 consider the impact of correlation on MU-MIMO systems. Chapter 4 presents novel analytical expressions of expected per-user SINR for both centralized and distributed systems with arbitrary correlation models. Although distributed systems reduce the adverse impact of correlation by dividing the antennas into multiple clusters, the correlation within the cluster still exists. Thus, we extend our work in Chapter 4 to the analysis of various correlation models in a centralized system in Chapter 5. The analysis demonstrates that SIR decreases when the user correlation matrices are identical, but increases when they are different. Thus, the system performance is critically dependent on the correlation scenario. We have shown that for uncorrelated fading the SINR converges to a constant. For fully correlated channels SINR converges to zero for equal correlation matrices, whereas for unequal correlation matrices SINR converges to zero or a constant, depending on the correlation model.

• Novel insights are given that correlation can improve system perfor-
mance and users’ angular distribution is the key. Large amplitude correlation helps the signal relative to interference, thus enhancing SINR, unless the phases are very similar when the SINR is adversely affected by large interference. Hence, as long as there is diversity in the phase parameters, increasing correlation is beneficial to performance.

- In a centralized system, our analysis shows that analog MRC and digital MRC have the same asymptotic behaviour under the assumption of perfect correlation. This implies analog MRC will work well whereas digital MRC degrades when high correlation presents in the system. This further explains why a strong Rice K factor would help analog MRC.

- The interference behaviour under perfect correlation with two special correlation models, exponential and one-ring are studied. We find that the asymptotic behaviour of interference mainly depends on the angular distribution of users.

8.1.3 Asymptotic Analysis for Massive MIMO

There are two cases to distinguish when referring to asymptotic analysis for massive MIMO, single-sided massive MIMO and double-sided massive MIMO. If there is only a finite number of users to be served by increasing the number of antenna elements, we refer to this as single-sided massive MIMO. When growing the number of antennas, ideally, more users are likely to be served, leading to a system that becomes large both in users and antennas. This is referred as double-sided massive MIMO.

The effects of correlation on the asymptotic behaviour of double-sided massive MIMO for analog and digital MRC is analysed in Chapter 5. The findings suggest that the system performance is improved where there is perfect correlation within one user’s channel but a random phase distribution
among users. Thus, in some cases, correlation is beneficial and can help system performance. From the derived expression of SINR for i.i.d Rayleigh fading, around 21.5\% performance loss occurs with analog MRC compared with digital MRC. The system performance analysis under perfect correlation suggests that digital and analog MRC would have the same asymptotic behaviour.

Chapter 6 concerns the asymptotic behaviour of expected SINR for the two-stage processing techniques D-D and A-D in a single-sided massive MIMO system. The analysis shows that A-D has a performance loss of approximately 21.5\% compared to D-D in centralized systems. However, D-D performs significantly better when interference is scattered among clusters while A-D actually outperforms D-D when the dominant interferers coincide at one BS cluster.

Two key principles behind the success of massive MIMO are FP (single-sided massive MIMO) and channel hardening. With FP, the use of large numbers of antennas offers an implicit interference reduction mechanism, and enables the use of low complexity signal processing algorithms. The bulk of the theoretical work on FP and channel hardening has utilized classical statistical channel models. In Chapter 7, we analyse FP and channel hardening for ray-based channel models and, furthermore, we propose a novel system performance metric, LSP (for double-sided massive MIMO). The fundamental properties of massive MIMO have been identified with great generality for a broad class of ray-based models with a ULA or a UPA at the BS. The generality and insight possible is considerably greater than can be achieved with statistical channel models. In particular, we show that channel hardening may or may not occur depending on the model used and FP is guaranteed for all continuous angular distributions. Although LSP will not normally hold, as the mean interference grows logarithmically relative to the desired
channel, the implications for massive MIMO are excellent. In a double-sided massive MIMO system, the mean interference does grow relative to the desired channel but extremely slowly and this is further reduced by practical considerations, such as the attenuation of end-fire radiation caused by typical array patterns. In addition, we prove that this mean interference growth can be avoided by trivial scheduling schemes.

- For ray-based models, we show that channel hardening may or may not occur depending on the nature of the model and FP is guaranteed for all models where the ray angles are continuous random variables (as assumed by all models to date).

- For LSP, we derive remarkably simple expressions which relate the asymptotic interference behavior to system size, antenna spacing the ray distribution. We demonstrate that LSP will not normally hold as the mean interference power grows logarithmically relative to the mean power of the desired user channel as the system size increases. Although the interference eventually dominates the desired channel, the growth is very slow and is further attenuated by practical factors such as the likely propagation environment and the typical array patterns employed. In addition, we prove that trivial scheduling schemes can retain LSP, and thus increase the robustness of massive MIMO performance.

8.2 Future Work

In this section, we propose the following research areas for further exploration:
8.2.1 Multi-user Scheduling for Massive MIMO

In Chapter 7, it was shown that simple scheduling can force LSP to hold. Hence, it is expected that scheduling could have a large impact on ray-based channels. However, choosing the optimal scheduling method is a polynomial time hard problem, and has a computational complexity of $O\left(\frac{K}{N_{\text{user}}}\right)$, where $N_{\text{user}}$ is the number of potential users and $K$ is the number to be selected. For large systems, this complexity quickly becomes infeasible. Also, considering the computational time for measuring the system performance based on the chosen users, the computational burden is even heavier. Thus, the design of efficient scheduling methods for ray-based channels is in high demand.

8.2.2 Multi-cell Interference Analysis for Two-stage Hybrid MRC

In Chapter 6, we only consider the system performance of two-stage hybrid MRC, with A-D and D-D in a single cell. Since MRC does not have the ability to mitigate interference, it would be useful to analyse the system performance when taking the adjacent cells’ interference into consideration. The same research interest also applies in Chapter 5.
Appendix

The work in these appendices is taken from [149].

9.1 Proof of Theorem 1

We note that

\[ \mathbb{E}[e^{-j\phi_{i\varphi}}] = \int_{-2\pi d}^{2\pi d} e^{-jsx_f \hat{\phi}(x)} dx, \]  

(9.1)

where \( f_{\hat{\phi}}(\cdot) \) is PDF of \( \hat{\phi}_{i\varphi} \). Now, \( \hat{\phi}_{i\varphi} = 2\pi d \sin \phi_{i\varphi} \) is a non one-to-one transformation of \( \phi_{i\varphi} \). Using standard transformation theory, we obtain

\[ f_{\hat{\phi}}(x) = \frac{p(x)}{\sqrt{l^2 - x^2}}, \quad -l \leq x \leq l, \]  

(9.2)

where \( l = 2\pi d \) and

\[ p(x) = \begin{cases} f_{\phi} \left( \sin^{-1} \left( \frac{x}{l} \right) \right) + f_{\phi} \left( \pi - \sin^{-1} \left( \frac{x}{l} \right) \right), & x \geq 0 \\ f_{\phi} \left( \sin^{-1} \left( \frac{x}{l} \right) \right) + f_{\phi} \left( -\pi - \sin^{-1} \left( \frac{x}{l} \right) \right), & x < 0. \end{cases} \]  

(9.3)
Hence, (9.1) is rewritten as

\[ \mathbb{E}[e^{-js\hat{\phi}_{ir}}] = \int_{-l}^{l} e^{-jsx} \frac{p(x)}{\sqrt{l^2 - x^2}} dx. \]  

(9.4)

Using the notation in [155, Eq.1, p. 15], the Fourier transform (FT) of a function \( f(x) \) can be written as

\[ g(y) = \int_{-\infty}^{\infty} f(x) e^{-j2\pi xy} dx. \]  

(9.5)

If we set \( y = \frac{s}{2\pi} \), then

\[ g \left( \frac{s}{2\pi} \right) = \int_{-\infty}^{\infty} f(x) e^{-jsx} dx. \]  

(9.6)

Using the Heaviside function, \( H(x) \), we can write (9.4) as a FT in the same format as (9.6) as follows,

\[ \mathbb{E}[e^{-js\hat{\phi}_{ir}}] = \int_{-\infty}^{\infty} e^{-jsx} (H(x + l) - H(x - l)) \frac{p(x)}{\sqrt{l^2 - x^2}} dx. \]  

(9.7)

Hence, defining \( f(x) = (H(x + l) - H(x - l)) \frac{p(x)}{\sqrt{l^2 - x^2}} \), allows \( \mathbb{E}[e^{-js\hat{\phi}_{ir}}] \) to be computed as the FT of \( f(x) \).

This formulation is particularly useful as we can now leverage known results on the asymptotics of FTs as \( s \to \infty \) [155]. These results depend on the singularities of \( f(x) \) so we first discuss the nature of these singularities. Clearly, \( f(x) \) has singularities at \( x = \pm l \) and at any singularities of \( p(x) \). Note that the singularities at \( x = \pm l \) are infinite discontinuities (indicating that the value of \( f(x) \) will grow infinitely large as \( x \) approaches \( \pm l \)). In contrast, the singularities of \( p(x) \) are never infinite discontinuities for any proposed, practical angular distribution models. Models such as the wrapped Gaussian have no singularities inside \((-l, l)\) while the Laplacian has only a non-differentiable
point at the peak. Hence, the singularities at \( x = \pm l \) are the worst. The general principle presented in [155, p. 55] is that the ‘worst’ singularity\(^1\) of a function contributes the leading term to the asymptotic expression for its FT. Thus in our case, we only need to consider the two singularities at \( x = \pm l \). Near \( x_1 = -l \), \( f(x) \) behaves like \( F_1(x) = H(x + l)p(-l)(2l(l + x))^{-1/2} \) and similarly near \( x_2 = l \), \( f(x) \) behaves like \( F_2(x) = (1 - H(x - l))p(l)(2l(l - x))^{-1/2} \).

Rewriting, we obtain

\[
F_1(x) = \frac{H(x + l)p(-l)}{\sqrt{2l}}|x + l|^{-\frac{1}{2}}, \tag{9.8}
\]

\[
F_2(x) = \frac{p(l)}{\sqrt{2l}}|x - l|^{-\frac{1}{2}} - \frac{H(x - l)p(l)}{\sqrt{2l}}|x - l|^{-\frac{1}{2}}. \tag{9.9}
\]

From [155, Theorem 19, p. 52], we know that if a generalised function, \( f(x) \), has a finite number of singularities at \( \{x = x_1, x_2, x_3, ..., x_m\} \), and for each of them \( f(x) - F_m(x) \) has absolutely integrable \( N^{th} \) order derivatives in an interval including \( x_m \), where \( F_m(x) \) is a linear combination of functions of type \( |x - x_m|^{\beta} \), \( |x - x_m|^{\beta}\text{sgn}(x - x_m) \), \( |x - x_m|^{\beta}\text{log}|x - x_m| \), \( |x - x_m|^{\beta}\text{log}|x - x_m|\text{sgn}(x - x_m) \), and if \( f^{(N)}(x) \) is well behaved at infinity, then \( g(y) \), the FT of \( f(x) \), satisfies \( g(y) = \sum_{m=1}^{M} G_m(y) + o(|y|^{-N}) \), as \( |y| \to \infty \), where \( G_m(y) \) is the FT of \( F_m(x) \). Using this, we have

\[
g\left(\frac{s}{2\pi}\right) \sim G_1\left(\frac{s}{2\pi}\right) + G_2\left(\frac{s}{2\pi}\right), \tag{9.10}
\]

where \( G_1 \) and \( G_2 \) are the FTs of \( F_1(x) \) and \( F_2(x) \) in (9.8) and (9.9) and \( \sim \) denotes asymptotic equivalence defined in [132, p. 15]. From [155, Table 1, p. 43], the

\(^{1}\)The singularity \( x = x_m \) of a function, \( f(x) \), is worst if \( f(x) \) is of order \( |x - x_m|^{\beta} \) near \( x_m \) and \( \beta \) is the smallest value for all singularities [155, p. 55].
FTs required are
\[ \mathcal{F}(|x - l|^{-\frac{1}{2}}) = e^{-2\pi j y |y|^{-\frac{1}{2}}}, \]
\[ \mathcal{F}(H(x + l)|x + l|^{-\frac{1}{2}}) = e^{2\pi j y - \frac{1}{2} j\pi \text{sgn}(y)|2y|^{-\frac{1}{2}}}, \]
\[ \mathcal{F}(H(x - l)|x - l|^{-\frac{1}{2}}) = e^{-2\pi j y - \frac{1}{2} j\pi \text{sgn}(y)|2y|^{-\frac{1}{2}}}. \] (9.11)

Using (9.11), we obtain
\[ g \left( \frac{s}{2\pi} \right) \sim G_1 \left( \frac{s}{2\pi} \right) + G_2 \left( \frac{s}{2\pi} \right) \]
\[ = \sqrt{\frac{\pi}{ls}} \left( \frac{p(-l)}{\sqrt{2}} e^{j(ls - \frac{\pi}{4})} + p(l) e^{-jls} - \frac{p(l)}{\sqrt{2}} \sqrt{\frac{\pi}{s}} e^{-j(ls + \frac{\pi}{4})} \right). \] (9.12)

Substituting \( p(l) = 2f_\phi \left( \frac{\pi}{2} \right) \), \( p(-l) = 2f_\phi \left( -\frac{\pi}{2} \right) \) and \( l = 2\pi d \) into (9.12), and after some simplification we obtain the result in Theorem 1.

### 9.2 Proof of Theorem 2

We drop the subscripts to re-express \( M_{v,w} \) as follows,
\[ M = \mathbb{E}_\theta \left[ \mathbb{E}_{\tilde{\phi}} \left[ e^{-j2\pi v \sin\theta \sin\tilde{\phi}} \right] \right], \]
where \( \tilde{\phi} = \phi - \Delta + \frac{\pi}{2} \). We get
\[ M = \int_{-\frac{\pi}{2}}^{0} \left\{ \mathbb{E}_{\tilde{\phi}} \left[ e^{-j2\pi v \sin\theta \sin\tilde{\phi}} \right] \right\} f(\theta) d\theta + \int_{0}^{\frac{\pi}{2}} \left\{ \mathbb{E}_{\tilde{\phi}} \left[ e^{-j2\pi v |\sin(\theta)| \sin\tilde{\phi}} \right] \right\} f(\theta) d\theta, \] (9.13)
where \( \tilde{\phi} = -\tilde{\phi} \). Setting \( s = v, d = |\sin\theta| \), allows us to use Theorem 1 to give
the asymptotic version of the expected values in (9.13). Hence,

\[
M \sim \int_{-\pi}^{\pi} \frac{f(0)}{\sqrt{\nu|\sin\theta|}} \left\{ f_{\phi}(-\frac{\pi}{2}) e^{j(2\pi\nu|\sin\theta| - \frac{\pi}{2})} d\theta \right. \\
+ \int_{-\pi}^{\pi} \frac{f(0)}{\sqrt{\nu|\sin\theta|}} \left\{ f_{\phi}(\frac{\pi}{2}) e^{-j(2\pi\nu|\sin\theta| - \frac{\pi}{2})} d\theta \right. \\
+ \int_{0}^{\frac{\pi}{2}} \frac{f(\theta)}{\sqrt{\nu|\sin\theta|}} \left\{ f_{\phi}(\frac{\pi}{2}) e^{j(2\pi\nu|\sin\theta| - \frac{\pi}{2})} d\theta \right. \\
+ \left. \left. \int_{0}^{\frac{\pi}{2}} \frac{f(\theta)}{\sqrt{\nu|\sin\theta|}} \left\{ f_{\phi}(\frac{\pi}{2}) e^{-j(2\pi\nu|\sin\theta| - \frac{\pi}{2})} d\theta \right. \right\} \right) \\
(9.14)
\]

Substituting \( f_{\phi}(-\frac{\pi}{2}) = f_{\phi}(\Delta), f_{\phi}(\frac{\pi}{2}) = f_{\phi}(\Delta - \pi), f_{\phi}(-\frac{\pi}{2}) = f_{\phi}(\Delta - \pi), \) and \( f_{\phi}(\frac{\pi}{2}) = f_{\phi}(\Delta) \) into (9.14), we have

\[
M \sim \frac{f_{\phi}(\Delta) e^{-j\frac{\pi}{4}}}{\sqrt{\nu}} I_1 + \frac{f_{\phi}(\Delta - \pi) e^{j\frac{\pi}{4}}}{\sqrt{\nu}} I_2 + \frac{f_{\phi}(\Delta - \pi) e^{-j\frac{\pi}{4}}}{\sqrt{\nu}} I_3 + \frac{f_{\phi}(\Delta) e^{j\frac{\pi}{4}}}{\sqrt{\nu}} I_4,
\]

where \( I_1^* = I_2 = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{f(\theta) e^{j2\pi\nu|\sin\theta|}}{\sqrt{|\sin\theta|}} d\theta \) and \( I_3^* = I_4 = \int_{0}^{\frac{\pi}{2}} \frac{f(\theta) e^{-j2\pi\nu|\sin\theta|}}{\sqrt{|\sin\theta|}} d\theta. \)

Hence, we only need to compute \( I = \int_{0}^{\frac{\pi}{2}} g(\theta) e^{j2\pi\nu|\sin\theta|} d\theta, \) where \( g(\theta) = f(\theta) \) for \( I_3 \) and \( I_4 \) and \( g(\theta) = f(-\theta) \) for \( I_1 \) and \( I_2. \) Let \( X = \sin\theta \) and rewrite \( I \) as

\[
I = \int_{0}^{1} g(\sin^{-1}(x)) e^{-j2\pi\nu x} \sqrt{x \sqrt{1 - x^2}} dx = \int_{0}^{1} e^{-j2\pi\nu x} q(x) dx,
\]

where \( q(x) = \frac{g(\sin^{-1}(x))}{\sqrt{x \sqrt{1 - x^2}}} [H(x) - H(x - 1)]. \) As in Theorem 1, \( q(x) \) has its worst singularities at \( x \in \{0, 1\}. \) Using [155, p. 55] again, we have \( q(x) \sim F_1(x) = g(0) H(x) |x|^{-\frac{1}{2}}, \) when \( x \to 0, \) and \( q(x) \sim F_2(x) = -\frac{1}{\sqrt{2}} g(\frac{\pi}{2}) |x - 1|^{-\frac{1}{2}} + \frac{1}{\sqrt{2}} g(\frac{\pi}{2}) |x - 1|^{-\frac{1}{2}} H(x - 1), \) when \( x \to 1. \) Thus, according to [155, Theorem 19, p. 52], we have \( I \sim G_1(y) + G_2(y), \) where \( G_i(\cdot) \) is the Fourier transform of \( F_i(\cdot) \) and \( y = \nu/2\pi. \) Hence,
\[ I \sim g(0) e^{-\frac{j \pi}{4} \text{sgn}(y)} \sqrt{\frac{1}{2}} |y|^{-\frac{1}{2}} - g\left(\frac{\pi}{2}\right) e^{-j2\pi y} \sqrt{\frac{1}{2}} |y|^{-\frac{1}{2}} + g\left(\frac{\pi}{2}\right) e^{-\frac{j \pi}{2} \text{sgn}(y)} \sqrt{\frac{1}{2}} |y|^{-\frac{1}{2}}. \tag{9.17} \]

Substituting \( \nu = 2\pi y \) in (9.17) and noting that \( \nu > 0 \) gives

\[ I \sim \frac{g(0)e^{-\frac{j \pi}{4}}}{\sqrt{2\nu}} - \frac{g\left(\frac{\pi}{2}\right)e^{-j2\pi \nu}e^{-\frac{j \pi}{4}}}{\sqrt{2\nu}} + \frac{1}{\sqrt{\nu}} \left\{ g(0)e^{-\frac{j \pi}{4}} - \frac{g\left(\frac{\pi}{2}\right)e^{-j2\pi \nu + \frac{j \pi}{4}}}{2}\right\}. \tag{9.18} \]

Substituting (9.18) into (9.15) we get

\[ M \sim \frac{f_\phi(\Delta)e^{-\frac{j \pi}{4}}}{\nu} \left\{ \frac{f_\theta(0)e^{j \frac{\pi}{4}}}{\sqrt{2}} - \frac{f_\theta\left(-\frac{\pi}{2}\right)e^{j2\pi \nu - \frac{\pi}{4}}}{2}\right\} \]

\[ + \frac{f_\phi(\Delta - \pi)e^{j \frac{\pi}{4}}}{\nu} \left\{ \frac{f_\theta(0)e^{-j \frac{\pi}{4}}}{\sqrt{2}} - \frac{f_\theta\left(-\frac{\pi}{2}\right)e^{-j2\pi \nu - \frac{\pi}{4}}}{2}\right\} \]

\[ + \frac{f_\phi(\Delta)e^{j \frac{\pi}{4}}}{\nu} \left\{ \frac{f_\theta(0)e^{-\frac{j \pi}{4}}}{\sqrt{2}} - \frac{f_\theta\left(\frac{\pi}{2}\right)e^{j2\pi \nu - \frac{\pi}{4}}}{2}\right\}, \]

\[ = \frac{j}{2\nu} \left\{ -f_\phi(\Delta - \pi)f_\theta\left(-\frac{\pi}{2}\right)e^{-j2\pi \nu}\right\} \]

\[ + \frac{j}{2\nu} \left\{ f_\phi(\Delta - \pi)f_\theta\left(\frac{\pi}{2}\right)e^{j2\pi \nu}\right\} + \frac{j}{2\nu} \left\{ f_\phi(\Delta)f_\theta\left(-\frac{\pi}{2}\right)e^{j2\pi \nu}\right\}, \]

\[ - \frac{j}{2\nu} \left\{ f_\phi(\Delta)f_\theta\left(\frac{\pi}{2}\right)e^{-j2\pi \nu}\right\} + \frac{\sqrt{2}f_\theta(0)}{\nu} (f_\phi(\Delta) + f_\phi(\Delta - \pi)) \triangleq \frac{\alpha(\nu, \Delta)}{\nu}. \tag{9.19} \]

According to a two-dimensional version of the integral test (a one-dimensional version of the integral test can be found in [156, Theorem 9.10, p. 619]), (7.21) converges if and only if the following expression converges as \( N_x \to \infty \),
\[ N_y \to \infty, \]

\[ Z_0 = \int_{-N_x}^{N_x} \int_{y \in \mathcal{Y}} \left( 1 - \frac{|x|}{N_x} \right) \left( 1 - \frac{|y|}{N_y} \right) |M_{x,y}|^2 dy dx. \]  

(9.20)

where \( \mathcal{Y} = (-N_y, -1) \cup (1, N_y) \). Note that the interval \([-1, +1]\) has been cut out of the integration zone for \( y \). This is valid as it simply reflects that the first few terms indexed by \( w \) in (7.21) are finite. As \( M_{x,y} \sim \frac{\alpha(\nu, \Delta)}{\nu} \), we have

\[ Z_0 \sim \int_{-N_x}^{N_x} \int_{y \in \mathcal{Y}} \left( 1 - \frac{|x|}{N_x} \right) \left( 1 - \frac{|y|}{N_y} \right) \frac{1}{x^2 + y^2} dy dx. \]  

(9.21)

Since \(|\alpha(\nu, \Delta)|^2\) is bounded and non-vanishing, the limit of \( Z_0 \) exists if and only if the limit of \( Z_1 \) exists, where

\[
Z_1 \sim \int_{-N_x}^{N_x} \int_{y \in \mathcal{Y}} \left( 1 - \frac{|x|}{N_x} \right) \left( 1 - \frac{|y|}{N_y} \right) \frac{1}{x^2 + y^2} dy dx,
\]

\[
= 4 \int_0^{N_y} \int_0^{N_x} \left( 1 - \frac{x}{N_x} \right) \left( 1 - \frac{y}{N_y} \right) \frac{1}{x^2 + y^2} dy dx = I_A + I_B + I_C + I_D,
\]

(9.22)

where \( I_A = \int_0^{N_x} \int_1^{N_y} \frac{1}{x^2 + y^2} dy dx, \)

\( I_B = -\int_0^{N_x} \int_1^{N_y} \frac{1}{x^2 + y^2} dy dx, \)

\( I_C = \int_0^{N_x} \int_1^{N_y} \frac{1}{N_x N_y x^2 + y^2} dy dx, \)

and \( I_D = -\int_0^{N_x} \int_1^{N_y} \frac{y}{N_x x^2 + y^2} dy dx. \) Using the integral result \( \int_0^\infty (x^2 + y^2)^{-1} dx = \pi/2y \) [130, Eq. 2.124.1, p. 71], we are able to investigate the limits of \( I_A, I_B, I_C \) and \( I_D \). First, we consider \( I_D \):

\[
\lim_{N_x \to \infty, N_y \to \infty} I_D = -\lim_{N_y \to \infty} \int_1^{N_y} \frac{y}{N_y} \int_0^\infty \frac{y}{x^2 + y^2} dx dy = -\lim_{N_y \to \infty} \int_1^{N_y} \frac{\pi}{2N_y} dy = -\frac{\pi}{2},
\]

which is finite. Similarly, \( I_B \) and \( I_C \) are also finite in the limit. Thus, the limiting behavior of (7.21) depends on \( I_A \), and we have

\[
\lim_{N_x \to \infty, N_y \to \infty} I_A = \lim_{N_y \to \infty} \int_1^{N_y} \int_0^\infty \frac{1}{x^2 + y^2} dx dy = \lim_{N_y \to \infty} \int_1^{N_y} \frac{\pi}{2y} dy = \lim_{N_y \to \infty} \frac{\pi}{2} \log(N_y).
\]
Hence, \( I_A \) grows logarithmically and (7.21) grows logarithmically as desired.

### 9.3 Derivation of \( \mu_{\text{UPA}} \) for Uniform Angular Distributions

In this scenario, beginning with the basic definition of \( \mu_{\text{UPA}} \), we have

\[
\mu_{\text{UPA}} = \frac{1}{N} \mathbb{E} \left[ |a_{ir}^* a_{js}^2| \right]
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} \sum_{l=1}^{N} \mathbb{E} \left[ a_{ir}^* a_{js} a_{jsl}^* a_{irl} \right]
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} \sum_{l=1}^{N} \mathbb{E} \left[ a_{ir}^* a_{irl} \right] \mathbb{E} \left[ a_{js}^* a_{jsk} \right],
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} \sum_{l=1}^{N} |\mathbb{E} \left[ a_{ir}^* a_{irl} \right]|^2 \quad (9.23)
\]

\[
= \frac{1}{N} \sum_{k_x=1}^{N_x} \sum_{k_y=1}^{N_y} \sum_{l_x=1}^{l_y} \sum_{l_y=1}^{N_y} \mathbb{E} \left[ a_{irx}^* a_{iry}^* a_{irx} a_{iry} \right]^2. \quad (9.24)
\]

The expectation in (9.23) is given by

\[
I_1 = \mathbb{E} \left[ \exp \left\{ j2\pi \sin \theta (d_y (k_y - l_y) \sin \phi + d_x (k_x - l_x) \cos \phi) \right\} \right], \quad (9.25)
\]

Taking expectation over \( \phi \) first gives an integral of the form

\[
\frac{1}{2\pi} \int_0^{2\pi} \exp \left\{ jz (\alpha \sin \phi + \beta \cos \phi) \right\} d\phi
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} \exp \left\{ jz (\sqrt{\alpha^2 + \beta^2} \sin (\phi + \Delta)) \right\} d\phi
\]

\[
= J_0(z \sqrt{\alpha^2 + \beta^2}), \quad (9.26)
\]
where $\Delta = \tan^{-1}(\beta/\alpha)$. Hence,

$$I_1 = \mathbb{E} \left[ J_0 \left( 2\pi \sin \theta \sqrt{d_y^2(k_y - l_y)^2 + d_x^2(k_x - l_x)^2} \right) \right],$$

$$= \frac{1}{\pi} \int_0^\pi J_0(\chi \sin \theta) d\theta, \quad (9.27)$$

where $\chi = 2\pi \sqrt{d_y^2(k_y - l_y)^2 + d_x^2(k_x - l_x)^2}$.

From [130, Eq.6, p. 724], we have

$$\int_0^\pi J_0(2z \sin x) \cos(2nx) dx = \pi J_n^2(x). \quad (9.28)$$

Thus

$$\int_0^\pi J_0(2z \sin x) dx = \pi J_0^2(z), \quad (9.29)$$

and we can rewrite $I_1$ as

$$I_1 = J_0^2(\pi \sqrt{d_y^2(k_y - l_y)^2 + d_x^2(k_x - l_x)^2}). \quad (9.30)$$

Then, substituting $I_1$ into (9.23) allows $\mu_{UPA}$ to be written as in (7.22).

### 9.4 Logarithmic growth of $\mu_{UPA}$ for Uniform Angular Distributions

A simple change of indices, $m = r_y - s_y$, $n = r_x - s_x$ in (7.22) gives

$$\mu_{UPA} = \sum_{m=1-N_y}^{N_y-1} \sum_{n=1-N_x}^{N_x-1} \left( 1 - \frac{|m|}{N_y} \right) \left( 1 - \frac{|n|}{N_x} \right) J_0^4(A(m, n)), \quad (9.31)$$
where \( A(m, n) = \pi \sqrt{m^2 d_y^2 + n^2 d_x^2} \). The sum in (9.31) is dominated by

\[
\mu_1 = \sum_{m=1-N_y}^{N_y-1} \sum_{n=1-N_x}^{N_x-1} J_0^4(A(m, n)),
\]

and it is straightforward to show that the remaining terms in (9.31) are finite as \( N \to \infty \). Hence, the asymptotic behavior of \( \mu_{UPA} \) is the same as for \( \mu_1 \).

Similarly, the sum in (9.32) is dominated by

\[
\mu_2 = 4 \sum_{m=1-N_y}^{N_y-1} \sum_{n=1-N_x}^{N_x-1} J_0^4(A(m, n)),
\]

using the fact that \( A(m, n) \) is an even function of \( m \) and \( n \) and neglecting terms which can be shown to be finite. Again, the asymptotic behavior of \( \mu_{UPA} \) is the same as for \( \mu_2 \). Using the asymptotic equivalence [129, Eq. 10.17.3],

\[ J_0(z) \sim \sqrt{\frac{2}{\pi z}} \cos(z - \pi/4), \]

we see that \( \mu_{UPA} \) behaves like

\[
\mu_3 = 16 \sum_{m=1-N_y}^{N_y-1} \sum_{n=1-N_x}^{N_x-1} \frac{\cos^4(A(m, n) - \pi/4)}{\pi^2 A^2(m, n)} = \frac{16}{\pi^4} \sum_{m=1-N_y}^{N_y-1} \sum_{n=1-N_x}^{N_x-1} \frac{\cos^4(A(m, n) - \pi/4)}{m^2 d_y^2 + n^2 d_x^2}. \]

(9.34)

Application of a two-dimensional version of the integral test (one-dimensional version of the integral test can be found in [156, Theorem 9.10, p. 619]) and some further analysis to handle the oscillations in the \( \cos^4(\cdot) \) function via upper and lower bounds shows that the asymptotic behavior of \( \mu_3 \) is the same as that of

\[
\mu_4 = \int_1^{N_y-1} \int_1^{N_x-1} \frac{1}{x^2 d_x^2 + y^2 d_y^2} d_x d_y \int_1^{(N_y-1)d_y} d_y \int_1^{(N_x-1)d_x} d_x \frac{1}{u^2 + v^2} dudv.
\]

(9.35)
Converting to polar coordinates, a simple upper bound on (9.35) is

$$\mu_4 \leq \int_0^{\pi/2} \int_{\rho_{\min}}^{\rho_{\max}} \frac{1}{\rho^2} \rho d\rho d\theta = \frac{\pi}{2} (\log(\rho_{\max}) - \log(\rho_{\min})),$$

(9.36)

where $\rho_{\min} = \min(d_x, d_y)$ and $\rho_{\max} = \sqrt{2} \max((N_x - 1)d_x, (N_y - 1)d_y)$. Hence, the upper limit on $\mu_4$ grows logarithmically with $N$ as $N^{1/2} \leq \max(N_x, N_y) \leq N$, so that $\frac{1}{2} \log N \leq \log(\max(N_x, N_y)) \leq \log N$. Similarly, when $N_x \to \infty$, $N_y \to \infty$ as $N \to \infty$, $\mu_4$ can be lower bounded by a logarithmic function of $N$ by integrating over a sector of an annulus contained inside the integration region of (9.35). Hence, $\mu_{\text{UPA}}$ grows logarithmically with $N$ as required.


[154] 3GPP, “Study on channel model for frequencies from 0.5 to 100 GHz,” Tech. Rep. TR 38.901 (V14.0.0), 3rd Generation Partnership Project (3GPP), Mar. 2017.
