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Abstract.

Multiple sclerosis (MS) is an immune-mediated neurodegenerative disorder that is distinguished by neuroinflammation and demyelination. MS is severely debilitating and remains the most common cause of disability arising from non-traumatic brain and CNS damage in adults. In its progressive phase there are no effective treatments, so new therapy options are an urgent research priority. Extensive work has been done on the role of the adaptive immune system in contributing to the disease pathology and on the effects of therapies targeting lymphocytes in relapsing-remitting MS. Fewer studies have examined innate immune cells in people with progressive MS. This thesis addresses that gap by profiling monocyte phenotype and function in response to new and repurposed drugs that may provide benefit in progressive MS. This was achieved by modelling the drugs’ effects in vitro using peripheral blood cells from people with progressive MS and healthy subjects.

Clozapine is an atypical antipsychotic with broad receptor affinity that is primarily used to treat refractory schizophrenia. In addition to is antipsychotic action through dopamine receptor (DR) D2, its broad neuro-immune receptor affinity is thought to dampen inflammatory responses in the CNS. This thesis highlights clozapine’s anti-inflammatory effect by demonstrating a reduction in the expression of pro-inflammatory cytokines that are associated with MS pathology in treated monocytes. Clozapine also induced a significant increase in the expression of D1. We observed that D1 expression changes happened alongside alterations to immune cell activity and that MS participant monocytes were much more susceptible to DR expression changes compared to healthy people. Together this data substantiates clozapine as a potential treatment for progressive disease.

MIS416 is a large, non-soluble microparticle suspension that induces nuclear factor kappa B (NFkB) dependent cytokine induction. We show here that monocytes are key cytokine responder cells to MIS416 and explore the molecular mechanism by demonstrating its effects on transcription factor activity. Our data showing increased production of cytokines by MIS416 suggests a route of treatment efficacy through tolerisation mechanisms, and by reducing inflammation through upregulation of anti-inflammatory cytokines and negative feedback from pro-inflammatory cytokine
release. Furthermore, we demonstrate how disease heterogeneity, phenotype, and genotype could significantly affect drug response outcomes in patients who received the drug as part of a phase 2 clinical trial.

Much of this work was done using new spectral cytometer technology. Its use allowed for the novel approach that enabled the subtraction of autofluorescent noise from our data, and we demonstrate its efficient functioning, ease of use, and utility in acquiring high dimensional datasets. The resulting large dataset allowed us the opportunity to interrogate it using bioinformatics tools, and we show their utility as adjunct tools to conventional methods of gating and statistical analysis. These analyses help demonstrate that monocytes are a heterogeneous immune cell subset that is functionally distinct in people with progressive MS when compared to monocytes from healthy individuals.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATP</td>
<td>Adenosine Triphosphate</td>
</tr>
<tr>
<td>AC</td>
<td>Adenyl Cyclase</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Analysis of variance test</td>
</tr>
<tr>
<td>APC</td>
<td>Antigen Presenting Cell</td>
</tr>
<tr>
<td>AHSCT</td>
<td>Autologous Haematopoietic Stem Cell Transplant/Therapy</td>
</tr>
<tr>
<td>Bcl</td>
<td>B-cell lymphoma</td>
</tr>
<tr>
<td>BCR</td>
<td>B-cell Receptor</td>
</tr>
<tr>
<td>BBB</td>
<td>Blood brain Barrier</td>
</tr>
<tr>
<td>BM</td>
<td>Bone Marrow</td>
</tr>
<tr>
<td>Ca</td>
<td>Calcium</td>
</tr>
<tr>
<td>CREB</td>
<td>cAMP response element-binding</td>
</tr>
<tr>
<td>CNS</td>
<td>Central Nervous System</td>
</tr>
<tr>
<td>CSF</td>
<td>Cerebrospinal Fluid</td>
</tr>
<tr>
<td>CIS</td>
<td>Clinically Isolated Syndrome</td>
</tr>
<tr>
<td>Cloz</td>
<td>Clozapine</td>
</tr>
<tr>
<td>CRISP</td>
<td>Clozapine and Risperidone for the Treatment of Progressive Multiple Sclerosis</td>
</tr>
<tr>
<td>CD</td>
<td>Cluster of Differentiation</td>
</tr>
<tr>
<td>$R^2$</td>
<td>Coefficient of Determination</td>
</tr>
<tr>
<td>CV</td>
<td>Coefficient of Variation</td>
</tr>
<tr>
<td>CI</td>
<td>Confidence Interval</td>
</tr>
<tr>
<td>cAMP</td>
<td>Cyclic Adenosine Monophosphate</td>
</tr>
<tr>
<td>CS&amp;T</td>
<td>Cytometer Setup and Tracking</td>
</tr>
<tr>
<td>CTL</td>
<td>Cytotoxic T cells</td>
</tr>
<tr>
<td>DC</td>
<td>Dendritic Cells</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic Acid</td>
</tr>
<tr>
<td>DMF</td>
<td>Dimethyl Fumarate</td>
</tr>
<tr>
<td>DMT</td>
<td>Disease Modifying Therapies</td>
</tr>
<tr>
<td>DR</td>
<td>Dopamine Receptor</td>
</tr>
<tr>
<td>D1</td>
<td>Dopamine Receptor D1</td>
</tr>
</tbody>
</table>
D2  Dopamine Receptor D2
D3  Dopamine Receptor D3
D4  Dopamine Receptor D4
D5  Dopamine Receptor D5
DMEM  Dulbecco’s Modified Eagle Medium
EM  Effector Memory
EMRA  EM re-expressing CD45RA
EGF  Epidermal Growth Factor
EBV  Epstein Barr Virus
EAE  Experimental Autoimmune Encephalomyelitis
FTY720  Fingolimod
FACS  Flow Cytometry
FMO  Fluorescence Minus Control
FoxP3  Forkhead Box P3
FSC  Forward Scatter
gMFI  Geometric Mean Fluorescence Intensity
GA  Glatiramer Acetate
HC  Healthy Control
HLA  Human Leukocyte Antigen
Ig  Immunoglobulin
INF  Interferon
IL  Interleukin
ICC  Intracellular Cytokine
LPS  Lipopolysaccharide
MRI  Magnetic Resonance Imaging
MHC  Major Histocompatibility Complex
MIS  MIS416
MAPK  Mitogen-Activated Protein Kinases
MAIT  Mucosal Associated Invariant T cells
MS  Multiple Sclerosis
MDP  Muramyl Dipeptide
mDC  Myeloid DC
NTZ  Natalizumab
NK cells  Natural Killer cells
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>NKT</td>
<td>Natural Killer T-cells</td>
</tr>
<tr>
<td>NLR</td>
<td>NOD-Like Receptors</td>
</tr>
<tr>
<td>NFκB</td>
<td>Nuclear Factor Kappa B</td>
</tr>
<tr>
<td>NOD</td>
<td>Nucleotide-binding Oligomerization Domain-containing protein</td>
</tr>
<tr>
<td>PAMP</td>
<td>Pathogen Associated Molecular Patterns</td>
</tr>
<tr>
<td>PRR</td>
<td>Pattern Recognition Receptor</td>
</tr>
<tr>
<td>PDG</td>
<td>Peptidoglycan</td>
</tr>
<tr>
<td>PBMC</td>
<td>Peripheral Blood Mononuclear Cell</td>
</tr>
<tr>
<td>PMT</td>
<td>Photon Multiplier Tube</td>
</tr>
<tr>
<td>pDC</td>
<td>Plasmacytoid DC</td>
</tr>
<tr>
<td>PPMS</td>
<td>Primary Progressive MS</td>
</tr>
<tr>
<td>PMS</td>
<td>Progressive MS</td>
</tr>
<tr>
<td>PML</td>
<td>Progressive Multifocal Leukoencephalopathy</td>
</tr>
<tr>
<td>QC</td>
<td>Quality Control</td>
</tr>
<tr>
<td>Treg</td>
<td>Regulatory T cell</td>
</tr>
<tr>
<td>RRMS</td>
<td>Relapsing-Remitting MS</td>
</tr>
<tr>
<td>ROR</td>
<td>Retinoid-related Orphan Receptor</td>
</tr>
<tr>
<td>SPMS</td>
<td>Secondary Progressive MS</td>
</tr>
<tr>
<td>STAT</td>
<td>Signal Transducer and Activator of Transcription</td>
</tr>
<tr>
<td>Na</td>
<td>Sodium</td>
</tr>
<tr>
<td>SPADE</td>
<td>Spanning-tree Progression Analysis of Density-normalized Events</td>
</tr>
<tr>
<td>S1P</td>
<td>Sphingosine-1-phosphatase</td>
</tr>
<tr>
<td>SD</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>TfH</td>
<td>T follicular Helper</td>
</tr>
<tr>
<td>Th</td>
<td>T Helper</td>
</tr>
<tr>
<td>TCR</td>
<td>T-cell Receptor</td>
</tr>
<tr>
<td>t-SNE</td>
<td>T-distributed Stochastic Neighbour Embedding</td>
</tr>
<tr>
<td>TLR</td>
<td>Toll-Like Receptors</td>
</tr>
<tr>
<td>TF</td>
<td>Transcription Factor</td>
</tr>
<tr>
<td>TNF</td>
<td>Tumour Necrosis Factor</td>
</tr>
<tr>
<td>VCAM-1</td>
<td>Vascular Endothelium Cell Adhesion Molecule-1</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>VLA-4</td>
<td>Very Late Antigen-4</td>
</tr>
</tbody>
</table>
Chapter 1. General Introduction.

1.1 The immune system.

The mammalian immune system functions to distinguish self from non-self, aiming to remove infections caused by pathogenic, parasitic, and opportunistic organisms that occupy and harm the body. This function includes the removal of autologous cells in which a loss of homeostatic control has occurred (e.g. cancer) and the clearing up of debris from senescent or dying cells. Overall, the system is highly complex, comprising many distinct structures, cells, and molecules that mount and execute the immune response. In classifying the system, we commonly refer to two complementary arms, namely, the adaptive and the innate immune systems.

1.1.1 The adaptive immune system.

Adaptive processes are targeted responses that are also engaged with building and executing immune memory. These processes facilitate what is initially a slow but specific response to non-self antigen, with a more rapid response on subsequent repeat antigen exposure. Specificity is developed during immune cell maturation, where bone marrow (BM) derived lymphoid precursor cells mature through a process that generates vast numbers of potential antigen receptors that can bind an estimated $10^{16}$ different molecules (Robins et al., 2009). The two major adaptive immune cell types are B cells, which have B-cell receptors (BCR), and T cells, which have T-cell receptors (TCR).

1.1.1.1 Adaptive receptors.

Receptor diversity is generated through a process where gene segments are rearranged to produce a combination of variable (V), diversity (D), and joining (J) segments called VDJ recombination (Tonegawa, 1983). VDJ recombination, together with a combination of subsequent diversity generating processes, form the antigen receptor
sequences that comprise the adaptive immune repertoire. Each daughter cell that survives selection is unique and has the capacity to expand clonally upon antigenic stimulation. The rapidity of response is established by memory lymphocyte subsets that have had previous antigen exposure. Antigen binding stimulates lymphocytes to proliferate, generating effector, and longer-lived memory subsets that persist long after the antigen has been eliminated. Memory cells, upon a second exposure to antigen, begin clonal expansion that results in a rapid and specific response to infection.

1.1.2 B cells.

B cells function to produce cytokine and antibodies. Antibodies, also known as immunoglobulin (Ig), are secreted BCR. Their functions include roles such as complement activators, acting as toxin and pathogen neutralising agents, or as opsonisation agents to direct phagocytosis (Casadevall and Pirofski, 2004). B cells mature in the BM, and usually undergo clonal selection in the secondary lymphoid organs (e.g. spleen or lymph nodes). Most B cells develop into antibody secreting cells by first differentiating into plasma blasts and then into long lived Ig-secreting plasma cells (Zinkernagel et al., 1996). Plasma cells are established primarily in the BM, or at sites of inflammation, while a small proportion also develop into memory B cells (Murphy, 2012). B cells can also have a significant impact on inflammation by producing pro-inflammatory (e.g. IL-6) as well as anti-inflammatory (e.g. IL-10) cytokines and by acting as regulatory cells (Barr et al., 2012, Iwata et al., 2010, Fillatreau et al., 2002).

1.1.3 T cells.

T cells also arise in the BM but their maturation occurs in the thymus. The three main sub-populations of T cells are cytotoxic (CD8+), helper (CD4+), and regulatory (FOXP3+) T cells. These subsets have distinct roles in directing, regulating, and enacting immune responses, although not exclusively so (Murphy, 2012). Unlike in B cells, TCR recognition of antigen only occurs when an antigen has been pre-processed.
by antigen presenting cells (APC) and presented via major histocompatibility complex (MHC) molecules.

1.1.3.1 CD4+ T helper (Th).
As the name suggests this subset functions primarily to support the actions of other immune subsets. Th cells were initially subcategorised into only two polarising subsets, namely Th1 & Th2, as based on distinct cytokine production (Mosmann et al., 1986), but due to the range of functions and plasticity of this subset we now appreciate this was insightful, but overly simplistic.

Th1 were one of the original subsets described by Mosmann et al. They arise following infection by intracellular bacteria and viruses. Th1 produce INFγ and are identified by the transcription factor Tbet (Szabo et al., 2000). Th1 cells are involved in cell-mediated immunity and the elimination of bacterial infected cells. Th2 were the second subcategory and they function to support the induction of B cell activation, antibody production, and class switching, so are often described as central to the elimination of extracellular pathogens. Th2 are identified by the transcription factor GATA3, and produce IL-4, IL-5 and IL-13 (Zhu et al., 2006).

Th17 are distinct from Th1 and Th2 (Harrington et al., 2005). Th17 act as mucosal surface and barrier defenders, and recruit and induce neutrophil production. Their differentiation requires expression of the retinoid-related orphan receptor gamma t (ROR-γt) (Manel et al., 2008), that is also used to identify this subset. IL-17 is the main effector cytokine for this subset and the subset functions to protect against extracellular bacteria and fungi (Tesmer et al., 2008).

1.1.3.2 T follicular helper (Tfh).
Tfh cells are a specialised subset of helper cells aiding B cell function. They are characterised by the expression of the transcription factor B-cell lymphoma 6 (Bcl6). Tfh cells home to B-cell follicular structures where they play an essential role in the establishment and formation of germinal centres. As germinal centres are where plasma and memory B cells develop, Tfh cells play an essential role in effective B cell function.
1.1.3.3 Regulatory T cells (Treg).
Processes during T-cell maturation aim to eliminate most self-reactive cells (see section 1.1.6 Tolerance). Some TCR with low self-reactivity escape deletion and must be regulated. Treg act to maintain and regulate these autoreactive cells, and to temper immune responses. Treg are distinguished from other Th cells by their expression of the transcription factor Forkhead Box P3 (FoxP3) (Sakaguchi, 2005; Sakaguchi et al., 2008). Their regulatory capacity is centred around their ability to suppress the immune function of other T cells through the production of cytokines such as IL-10 (Annacker et al., 2003). They also function to prevent autoimmunity through processes like the impeding of co-stimulation of self-recognising T-cells (Walker and Sansom, 2011).

1.1.3.4 CD8+ Cytotoxic T cells (CTL).
CTL are cytokine producing cells that act to kill other cells bearing their antigenic target. CD8 is a glycoprotein expressed on the CTL surface that is essential for the interaction of a CTL with MHC class I on the target cell (Milstein et al., 2010). CTL are central to the body’s defence against intracellular pathogens, cancer, and viral infections. Upon activation, CTL release cytotoxins that induce apoptosis of the target cell. One way this is achieved is via the presence of vesicular perforin stored and released by CTL. Perforin makes the target cells permeable to other CTL cytotoxins (e.g. granzyme) that have serine protease activity (Liu et al., 1995). Serine protease can trigger a caspase cascade, resulting in protein cleavage and cell disassembly, and ultimately in cell death (Nagata and Suda, 1995). Alternatively, CTL can also act on their targets through Fas-Fas interactions which are direct contact processes also mediated by caspase action (Rouvier et al., 1993).

The adaptive immune system is not an isolated system. Clonal activation of naïve adaptive immune cells requires signals in addition to activation through the BCR or TCR. These additional signals, in the case of T cells, often come from dendritic cells, while for naïve B cells these signals often come from helper T cells. Such signals, termed co-stimulation and antigen presentation (see section 1.1.5 APC), are regulated by the innate immune system (Murphy, 2012). Co-stimulation encompasses those secondary signals that are essential for the activation of immune cells. Generally, co-stimulation occurs in the presence of antigen presenting cells (APC), that then together with an antigen specific signal, results in immune cell activation. For T cells, these two
signals come from the TCR ligating to its target antigen that is presented by and APC, and from activation of a co-stimulation receptor expressed on the T cell ligated to a ligand that is present on the APC surface. T-cell proliferation, differentiation and survival are highly dependent on these co-stimulation signals. Furthermore, innate system factors such as cytokines can prime the response of adaptive cells and act as attractive agents that induce the migration and transportation of immune cells to the sites of inflammation and damage.

1.1.4 Innate immune system.

The innate immune system can be described as the initial reflexive response to immunological challenge that usually precedes an adaptive response. Innate reactions recruit, activate and mediate cellular responses, and prevent entry of pathogens through barrier mechanisms and structures. Barrier structures like the skin form the first line of defence and include mucosal tissues and the action of cilia in the gut and respiratory tracts that prevent and remove infectious agents. Innate responses also include the complement pathway, and the functions of secreted immune factors such as cytokines and chemokines.

1.1.4.1 Innate receptors.

In contrast to the generation of novel lymphocyte receptors described for the adaptive system, innate cells possess germline encoded, evolutionarily conserved pattern recognition receptors (PRR). PRR survey for highly conserved pathogen antigens termed pathogen associated molecular patterns (PAMP). These include molecules such as bacterial DNA, lipopolysaccharide (LPS), and bacterial cell wall constituents including peptidoglycan (PDG) (Meylan et al., 2006). PRR are both intra and extracellular receptors that span a broad range including a collective of inflammasome-activating proteins, toll-like receptors (TLR), and NOD-like receptors (NLR). Of these, a range of TLR and NOD1 & NOD2 have best been described. Each TLR functions in the detection of different PAMP antigens (Akira and Hemmi, 2003), while NOD1 and NOD2 are best described as crucial to the detection of bacterial cell wall constituent muramyl dipeptide (MDP), a subunit of peptidoglycan (Franchi et al., 2009). The activation of PPR induces the activation of transcription factors that lead
to the production of cytokines, chemokines, adhesion molecules and enzymes that act as part of the host defence. These factors are produced following receptor activation and downstream signalling though the nuclear factor kappa B (NFκB), mitogen-activated protein kinases (MAPK), and type I interferon pathways that result in inflammation, immune factor production, and cell death responses (Meylan et al., 2006).

The cells of the innate system include those subsets that present antigen or produce mediators like cytokines, as well as cells that have phagocytic functions (e.g. monocytes) and regulatory roles (e.g. NK cells). They also include macrophages, dendritic cells, and large granulocytes (neutrophils, eosinophils, basophils).

1.1.5 Monocytes.

Monocytes are the largest of the leukocytes and are short-lived granulocytic responder cells. They comprise roughly 10% of the peripheral leukocyte population, with this proportion increasing during infection. Their common precursors are long term multipotent haematopoietic stem cells (HSC) that are resident in the BM. HSC give rise to common a myeloid progenitor, the myeloblast, that precedes all peripheral granulocytes, including monocytes (Monie, 2017). The BM is therefore the primary source for peripheral monocytes, ensuring continual replenishment of this short-lived subset. The BM and spleen further act as a cellular reservoir, facilitating the rapid release of monocytes during infection and tissue damage (Rees, 2010). Once released from the BM monocytes tend to stay in circulation for up to three days, although most have a short lifespan (<24h) and are removed by apoptosis. Some monocytes may migrate into tissues or sites of damage and differentiate into macrophages and DC (Peters et al., 1991).

Peripheral monocytes are highly heterogeneous but can be broadly characterised into three subsets (classical, intermediate, nonclassical) by their expression of CD14 and CD16 (Table 2-6). Recently, this phenotypic distinction has been substantiated using extensive gene expression studies (Cormican and Griffin, 2020). While there is some overlap, the three subsets are functionally distinct: classical cells comprise the majority (>80%) being highly effective phagocytic scavenger cells; intermediate
monocytes are effective antigen presenting cells that produce the most reactive oxygen species (ROS); and non-classical cells may be anti-inflammatory and engage in T-cell proliferation and stimulation (Sampath et al., 2018). These subsets have also been demonstrated to show differential outcomes in their responses to stimulation, gene expression, and activation (Portevin et al., 2015; Smedman et al., 2012).

The role of monocytes during the immune response relate to their aforementioned functions. All monocytes express PRR that enable pathogen identification. Following activation, monocytes can also mediate inflammation through the release of cell signalling molecules and cytokines, and are known to affect a broad range of interactions in response to stimulation (Smedman et al., 2012). Furthermore, monocytes are also highly effective at T-cell co-stimulation, for example in presenting peptide in association with MHC to induce T cell mediated cytotoxic killing (Abeles et al., 2012; Ziegler-Heitbrock, 2006).

Monocytes well known for their pathogenic role as inflammatory mediators in autoimmune diseases (Cormican and Griffin, 2020). Conversely, they have an important functional role as immune regulators and in tissue repair, making these cells essential in resolving inflammation (Ma et al., 2019). Monocytes have been shown to infiltrate the CNS (Burdo et al., 2010), and are known to cause nerve damage upon activation and differentiation (Pulliam et al., 1997). In progressive MS, widespread activation of CNS mononuclear phagocytic cells, including monocytes, macrophages, and microglia is characteristic (Mallucci et al., 2015). In MS, these activated cells show strong associations with tissue damage, atrophy, impaired neuronal function, and decreased regenerative capacity (Ma et al., 2019). From this, it has been suggested that monocytes are key to the development of autoimmune disorders, specifically MS (Chuluundorj et al., 2014).

1.1.5.1 Macrophages

Furth et al. were the first group to describe the interrelationship between peripheral circulating monocytes and their tissue resident counterparts called macrophages (Furth et al., 1972). Together with other phagocytic cells, monocytes and macrophages form a group called mononuclear phagocytic cells with common morphology, function, and origin. Macrophages tend to be tissue resident, having been established
before birth or can differentiate from monocytes at the sites of inflammation (Ovchinnikov, 2008). They have the same biology and functional capacity as monocytes and are often referred to interchangeably. Furthermore, macrophages have additional functions and names based on their anatomical location (e.g. microglia in the brain, osteoclast in bone etc.), for example in maintaining tissue homeostasis (Davies et al., 2013; Rees, 2010).

1.1.5.2 Dendritic cells (DC).
DC are very potent APC (see section 1.1.5 APC). DC in the periphery are as yet not fully categorised, but from their expression and function we can divide DC into three subclasses. These subclasses include a plasmacytoid (CD303+) and two myeloid subsets (CD1c+ and CD141+ respectively) (Ziegler-Heitbrock et al., 2010). DC development occurs in the BM, from both myeloid and lymphoid precursors, or they may differentiate from monocytes (Peters et al., 1991). DC themselves may also differentiate into macrophages (Robinson et al., 1999). Despite this high degree of inter-relation DC are as distinct a cellular population as macrophages with respect to their tissue resident specificity (Chen et al., 2016). Furthermore, DC are distinct from monocytes/macrophages in their surface protein and gene expression which, together, supports their position as a unique terminal lineage subset (Robbins et al., 2008).

Monocytes, macrophages and DC are present both at the sites of inflammation and in peripheral circulation. As discussed, all three subsets have overlapping innate responder functions that include phagocytosis of targets by direct binding of their PRR, cytokine production of both a pro- and anti-inflammatory nature, and as APC. Together, these cells represent typical innate system archetypes that span the gap between innate and adaptive processes.

1.1.5.3 Natural Killer cells (NK cells).
NK cells are cytotoxic cells that target and kill virally infected and cancer cells through overlapped mechanisms as seen in B and T lymphocytes, but without previous sensitisation. These include direct lysis using exocytosis of perforin and granzyme, as well as antibody-dependent cytotoxicity against IgG coated targets (Moretta et al., 2007). NK cells differentiate from the same lymphoid progenitor as B and T lymphocytes (Murphy, 2012). Unlike T cells, most NK cells do not express CD3, so
recognition of target molecules (i.e. PAMP) is through innate PRR. Furthermore, NK cell activity is in turn regulated through activator and inhibitory receptors that recognise MHCI like molecules or by cytokines (Murphy, 2012). NK cells also mediated cytokine production and have a central role in shaping the innate immune milieu by facilitating DC maturation as well as in the reciprocal activation of DC, mast cells, monocytes and large granulocytes (Parolini et al., 2007).

1.1.5.4 Large granulocytic cells.
As with monocytes - neutrophils, basophils, and eosinophils arise in the BM and originate from the myeloblast. Of these, neutrophils form the most abundant leukocyte in the blood, while basophils are the largest. Neutrophils are short-lived (~8h) phagocytic cells that secrete a range of anti-microbial factors (Witko-Sarsat et al., 2000). These factors include cytokines that act as effector molecules for other immune cells (Ear and McDonald, 2008), and include the contents of cellular granules (Koenig et al., 2017). Basophils are the least common granulocyte and behave similarly to mast cells, a tissue resident granulocyte, in that they release histamine, serotonin, and heparin when stimulated. These agents increase vascular permeability and recruit other immune cells (Stone et al., 2010). Basophils, alongside eosinophils, are key mediators in responding to parasitic infection, as well as in the allergic response (Voehringer, 2009).

Common to all granulocytic cells are the presence of cellular granules. Granules contain myeloperoxidase, hydrolases, defensins & permeability increasing protein and complement activators. Together, these agents target pathogens engulfed by phagocytosis using a membrane permeabilisation and oxidative killing strategy (Faurschou and Borregaard, 2003). Some granules also contain plasma proteins and membrane receptors that, when fused with the granulocyte surface, rapidly increase their density to facilitate transmigration and phagocytosis (Koenig et al., 2017).

1.1.6 Antigen presenting cells (APC).

APC are present in both adaptive (e.g. B cells) and innate (e.g. dendritic cells) immune systems. APC are so named because they process and present antigen to T cells. T
cells require pre-processing of their antigenic targets and expression of these processed epitopes to facilitate recognition (Murphy, 2012). APC process fragments of antigens and display them to T cells using the two classes of human MHC I & II. Both classes of MHC proteins are encoded by the highly polymorphic human leukocyte antigen (HLA) genes. The first class, MHCI, is ubiquitously expressed by nucleated cells and present protein fragments of internal origin that have been degraded by the proteasome. MHCI associated antigens are therefore of intracellular bacterial, or viral origin but can also originate from the host cell itself. Processing includes catalytic fragmentation and transportation to the APC surface where it is presented to CD8+ T cells in association with MHCI (Vyas et al., 2008). The second class, MHCII, present antigen that is exogenous in origin primarily to CD4 T cells. MHCII associated antigen is therefore present on phagocytic cells such as dendritic cells (DC), B cells, and macrophages (Jensen, 2007). DC divert somewhat from the two methods described above due to their ability to cross present exogenous antigen to CD8 T cells using the MHCI. Conventionally only endogenous antigen is presented to CD8+ T cells, but DC are phagocytic cells that can engulf infected cells and fragments, that is then delivered to the MHCI pathway for presentation (Bevan, 1976; Jensen, 2007). Each individual person expresses at least three and up to six different MHCI, and at least three to four MHCII molecules on the cell surface. Different types of MHC molecules are better suited to presenting different antigens (Murphy, 2012). The MHC system and the HLA genes that encode it are central to the immune system’s response capacity and diversity. This diversity also generates the unique genetic fingerprint that distinguishes individuals. Together, defects or subversion of these systems may result in autoimmune disease, transplantation rejection, and cancer.

1.1.7 Tolerance.

Massive immune diversity is required to recognise a broad range of antigenic targets but must also limit a self-directed response. The random nature of genetic rearrangement in the VDJ process of lymphocyte receptors invariably give rise to receptors that will recognise self-antigen. Cells expressing highly reactive self-directed receptors must be eliminated or, for less reactive types, restricted as some pathogenic antigens may have a high degree of similarity to self-epitopes. The process by which this is achieved is collectively termed immune tolerance. Tolerance functions to
restrict the identification of self-antigen (Palmer, 2003), and to remove non-functional cells (Starr et al., 2003). There are two main processes, termed central and peripheral tolerance. Central processes are engaged in the primary lymphoid organs (thymus and BM), where lymphocyte maturation occurs. Central tolerance arises from the negative selection of self-recognising receptors expressed by lymphocytes in these lymphoid organs. High and sustained concentrations of antigen also induce tolerogenic processes in lymphocytes (Iezzi et al., 1998), thereby avoiding damage to many tissues and cells of the body. Peripheral tolerance restricts immune activity outside primary lymphoid tissues, as well as limiting reactions to commensal organisms and other non-pathogenic molecule such as food, gut bacteria, pollens and dust.

1.1.8 Autoimmunity.

Distinguishing self from non-self is not always executed successfully. Such failure can result in a breakdown where the immune system targets host tissues for immune mediated removal (i.e. autoimmunity). Autoimmune reactions usually target self-antigens, or the antigens of commensal microbiota (Tlaskalová-Hogenová et al., 2004), and characteristically, results in tissue damage. The main method of action is through autoantibodies, but auto-reactive T cells are also involved (Firestein et al., 2014). The pathology of autoimmune reactions is diverse, and it is in the combination of the method and target epitopes that the mechanism of an autoimmune condition derives. It is from this that we can define autoimmunity as an adaptive-immune system mediated disease.

Somewhat distinct from autoimmune diseases are the autoinflammatory disorders. These are commonly monogenic disorders classically observed as a pathology of the innate immune response. However, the close interface between adaptive and innate arm functions mean that autoimmunity spans a range of disorders of both an auto-immune and -inflammatory nature.

Several factors contribute to the likelihood of autoimmune disease. These risk factors are collated into genetic and environmental factors. Genetic predisposition and phenotype describe the contribution of the genetic background to autoimmune
disease. This is commonly studied in large association studies that identify genetic regions or risk loci associated with a disease phenotype (Inshaw et al., 2018). Commonly, risk loci fall in the non-coding region of the genome, thought to be regulatory in function, which limits our understanding of their mechanistic contribution to autoimmune disease (Dendrou et al., 2018). Large cohort studies can also identify environmental risk factors for autoimmunity, such as lifestyle, behavioural, and even geo-locational, as exemplified by multiple sclerosis – the central topic of this thesis.
1.2 Multiple Sclerosis (MS).

MS is an immune mediated neurodegenerative disorder of the brain and CNS. Other neurodegenerative disorders such as Huntington’s, Alzheimer’s and Parkinson’s diseases, where neuroinflammation is a key component, contrast distinctly with MS (Bar-Or, 2008). In MS neuroinflammation is also present, though focal plaques of demyelination form the primary feature of MS pathology. This trifecta of inflammation, neurodegeneration, and demyelination, combined with an underlying autoimmune disorder, distinguishes MS from other neurodegenerative diseases (Fischer et al., 2013). MS is the most common cause of disability arising from non-traumatic brain and CNS damage in adults (Oh et al., 2019). Furthermore, nearly all genetic regions identified in genome wide association studies of MS are involved with immune mechanisms, underpinning the disease as primarily an immune mediated disorder (Lassmann, 2019).

The autoimmune component of MS is thought to be driven by autoreactive T cells that target epitopes present on the myelin sheath that surrounds axons of the brain and CNS. The T-cell attack of myelin causes the destruction/disruption of the myelin sheath, and by extension, nerve conduction. The symptoms of MS, while highly polymorphic, collectively deduce from the disruption of nerve conduction, from nerve damage, and from plaque formation. Symptoms may include: a loss of vision, fatigue, altered tactile and pain sensations, muscle pain and spasm, loss of motor-, bladder-, and bowel control, and cognitive impairment.

1.2.1 MS aetiology and epidemiology.

The cause of MS is unknown. Several risk factors for the disease have been identified that include both environmental and genetic components. These risk factors are believed, in combination, to cause MS (Olsson et al., 2016).

1.2.1.1 MS Risk factors.
Four key observations support the premise that environmental risk factors contribute significantly to MS aetiology: a latitude gradient of increased MS risk (Alla et al., 2016;
Simpson et al., 2011), migration affecting MS risk (BMJ, 2019; Gale and Martyn, 1995; Kurtzke et al., 1985), an observed increase in the prevalence of MS likely attributable to lifestyle factors (Alla et al., 2014; Olsson et al., 2016), and the premise of the environment being a major driver of the adaptive immune repertoire. Recent evidence supporting environmental risk factors comes from data by Belbasis et al. They analysed 44 unique meta analyses and found three environmental risk factors that showed convincing evidence of an association with MS: Epstein Barr virus (EBV) nuclear IgG seropositivity, history of infectious mononucleosis (caused by EBV infection), and smoking (Belbasis et al., 2015). Further risk factors such as adolescent obesity, vitamin D deficiency, and organic solvent exposure also show evidence of an association (Olsson et al., 2016). Furthermore, clinical data underpins these association factors, with incident case controls demonstrating that both smoking and low sun exposure significantly increased the risk of onset of CNS demyelination (van der Mei et al., 2015).

1.2.1.2 Genetic risk factor for MS.
The strongest genetic risk factors for MS identified so far occur within the HLA gene region. The first of these was identified using linkage analysis by researchers in California in 1972 (Naito et al., 1972). The identification of other, non-random associations within the HLA region eventually revealed the DRB1*1501 locus as having a primary role in MS susceptibility (Oksenberg et al., 2004). DRB1*1501 is an HLA class II variant and the most common of this subtype found in Europeans with white ancestry (Sawcer, 2008). Genetic loci may also offer protection from the disease, an example of which comes from a class I variant HLA-A*02. Furthermore, disease risk can also be modified through the presence, lack of, or from a combination effect for some MHC haplotypes (Olsson et al., 2016).

1.2.1.3 MS disease distribution and prevention.
The prevalence of MS is unequally distributed around the globe and holds to a pattern whereby rates are significantly higher in low latitudes such as in North America and Europe. In 2013 there were an estimated 2.3 million people living with MS and the global median prevalence stood at 33 persons per 100,000, up from 30 in 2008 (MSIF, 2013).
The relatively low incidence of MS in the population as a whole (1:1000) severely limits the epidemiological study of the disease. Study tools require very large population cohorts (i.e. statistical power) to be effective, and confounding bias factors contribute and hamper accurate population frequency determinations and obscure the extent to which environmental factors contribute to disease (Sawcer, 2008). There is currently not enough evidence of the causes of MS to instigate an effective program of prevention (Ascherio et al., 2012).

1.2.2 MS pathophysiology.

MS pathophysiology is a highly heterogeneous process. Disrupted physiology in MS and the resulting symptoms are primarily caused by disrupted nerve condition (Smith and Macdonald, 1999). This disruption stems from inflammation, demyelination, plaque formation, and CNS damage that are all mediated by the breakdown of the blood brain barrier. Recovery from relapse occurs due to remyelination, the expression of ion channels on denuded axon, and the resolution of inflammation.

1.2.2.1 Demyelination.
Removal of the myelin sheath from an axon results in the exposure of the underlying axonal plasma membrane (i.e. axolemma), which has far fewer ion channels with which to conduct an action potential, and results in the loss of signal conduction for which the extent of the loss is dependent on the site and the extent of demyelination (Smith and Macdonald, 1999). Remyelination may occur on remission that restores conduction (Chari, 2007), or it may be restored due to axonal expression of voltage-gated ion channels in the exposed plasma membrane. Axons also degenerate during MS, primarily thought to be due to persisted Na\(^+\) influx following demyelination that reverses Na\(^+\)-Ca\(^{2+}\) exchanger channels that then pumps damaging levels of Ca\(^{2+}\) into the axon (Stys et al., 1992). This channel activity results in non-remitting pathological damage (Chari, 2007).

1.2.2.2 The MS plaque.
In the brain and CNS, focal plaques of demyelination caused by inflammation are identifiable as a key feature of MS. These sclerotic plaques are the sites of disease
activity, and based on the area affected, may relate to disease symptoms (Confavreux et al., 2000). Within the MS plaque a diverse array of processes contributes to the collective effects that are demyelination, glial scarring, and axonal loss, while the cellular inflammatory contribution come from infiltrating reactive lymphocytes and macrophages (Bobermin et al., 2018). These plaques are not stationary lesions but an evolving process that may show deposits of IgG (i.e. complement), oligodendrocyte/neuronal/astrocyte loss, and may present with or without remyelination (Wu and Alvarez, 2011). Plaques may appear as both white and grey matter lesions. The localisation in either grey or white matter may be due to distinct disease processes, as grey matter lesions commonly present with lower levels of leukocyte infiltration (Peterson et al., 2001), are more common in progressive disease (Kutzelnigg et al., 2005), and correlate with the presence of cognitive disability better than white matter lesions (Amato et al., 2007). Another distinctive feature of MS pathology is the destruction of myelin and oligodendrocytes without immediate axon loss, that has been suggested as being primarily driven by a demyelinating agent (Lassmann, 2014).

1.2.2.3 The blood brain barrier (BBB).

Infiltration of peripheral leukocytes into the CNS is a critical component of MS pathology that is facilitated by a breakdown of the blood brain barrier (BBB) (Correale and Villa, 2007). The BBB comprises an endothelia cell layer between the brain parenchyma and vascular system that limits the entry of cells and proteins into the CNS, unless it is disrupted, or where distinct transport mechanisms exists (i.e. extravasation) (Zlokovic, 2008). Transport mechanism that facilitate leukocyte entry in the CNS regulate immune response mechanisms that are a critical part of CNS immune surveillance. BBB breakdown is also a common feature in neurodegenerative disorders. This breakdown can be a disruption that occurs at selective diffusion barrier proteins, known as tight junctions in the epithelia. Breakdown may also occur from a subversion of the immune privilege that usually excludes pathogens. In MS both forms of BBB breakdown are thought to contribute, and extravasation of self-recognising T cells into the CNS may be a crucial initiating factor in MS (Minagar and Alexander, 2003; Ortiz et al., 2014; Ransohoff et al., 2003). Once in the CNS immune cells trigger inflammation factors that are known to mediate MS, and further exacerbate BBB breakdown (Minagar and Alexander, 2003).
1.2.2.4 CNS damage.
In addition to demyelination and plaque formation, profound neurological damage occurs through neuronal, axonal and synapse degeneration (Dutta and Trapp, 2010). This degeneration is one of the hallmarks of progressive disease (Brück, 2005). What drives this tissue damage in MS is yet unknown, but oxidative force from mitochondrial damage may be a contributing cause (Lassmann, 2014). As discussed, the demyelinated axon detects an increase in Na+ influx that requires active extrusion. Active extrusion eventually can result in ATP (i.e energy) insufficiency and oxidative damage (Brown and Bal-Price, 2003; Kapoor et al., 2003). This damage theory is substantiated by gene expression data that indicates decreased ATP production in chronically demyelinated neurons (Dutta et al., 2006), and from immunohistochemistry studies that showed functional defects in respiratory chain proteins in MS lesions (Mahad et al., 2008). Lastly, there are significantly more oxidatively damaged neurons present in MS lesions over other neurodegenerative disease controls (Fischer et al., 2013).

![Figure 1-1 The evolution of MS.](image)

The light blue area indicates progression, with bars representing relapses. Arrows indicate detection of inflammation by MRI. Adapted from Olsson et al., 2016 Reused with permission.
1.2.3 MS presentation and phenotype.

Initial symptoms of MS are highly varied but clearly reflect CNS involvement, with optical neuritis, ataxia, motor weakness and general heat intolerance being common. MS is generally a long-term chronic disease that is not immediately life threatening but mortality is significantly higher than the general population due to compounding factors that result from long term disability (Scalfari et al., 2013). MS disease phenotype is either relapsing or progressive depending on the current stage and disease process. Three general phenotypes are used to distinguish disease phases: initial presentation, early stage intermittent disease that may span decades, and an end stage progressive course.

1.2.3.1 Clinically isolated syndrome (CIS).

CIS is defined as an initial presentation of symptoms of inflammatory demyelination that could be MS (Lublin et al., 2014). CIS presentation may also be classified directly as MS based on MRI scan criteria (Polman et al., 2011). Treatment with MS disease modifying agents following CIS presentation significantly reduces the risk of a second exacerbation that would then define a definite diagnosis of MS (Comi et al., 2001).

1.2.3.2 Relapsing-Remitting MS (RRMS).

Most patients present with a relapsing remitting disease course (Figure 1-1) that over time sees neurological disabilities accumulate. During this early phase, disease processes fluctuate with relapse and remitting periods. These may resolve completely, or such periods may lead to the accumulation of relapse induced damage and neurological disability from incomplete recovery that compounds to worsening disability. This early phase is often distinguished by the appearance of new, or the reactivation of old lesions in the brain and spinal cord.

1.2.3.3 Progressive MS (PMS).

Compounding damage and disability is unfortunately the outcome for the majority of RRMS patients. It may be that the functional capacity to resolve relapsing attacks diminishes, or the accumulating damage reaches a tipping point. Irrespective, eventually a progressive phase of the disease, termed secondary progressive MS
(SPMS) starts. People with MS may also present with a progressive course although this is uncommon and occurs in only 10-15% of MS presentations (Lublin et al., 1996, 2014). A progressive presentation is termed primary progressive MS (PPMS) and is defined as a presentation of MS in the absence of prior disease exacerbations (unremitting). The basic pathology of relapsing and progressive MS is, however, the same but occurs at a higher frequency in the progressive phase.

1.2.4 Treatment with disease modifying therapies (DMT).

While symptomatic treatment can alleviate some the disease effects, no cure for MS is available. Significant advances in reducing relapse rates have been made in the use of disease modifying therapies for RRMS. However, once the disease advances to the progressive stage it becomes refractive to therapy, limiting options to symptomatic treatment (Lassmann et al., 2012).

Sequestration in the periphery, to prevent immune cells from moving into the CNS, is the premise for many DMT used in MS. Some of the currently licensed therapies available in RRMS often target the migratory capacity of peripheral lymphocytic cell populations (fingolimod and natalizumab) or eliminate specific subsets such as CD20 expressing cells (rituximab and ocrelizumab). The complex interplay of immune cell subsets and their interactions, abrogated through therapy, can together be considered broadly immunomodulatory with both treatment benefit and risk. Here we outline these drug induced changes where known, with a focus on the most common and broadly prescribed agents and their impact in the peripheral immune compartment, followed by the most promising treatment option – haematopoietic stem cell transplant therapy (see 1.2.4.7).

1.2.4.1 Interferon Beta (INFβ).
INFβ was one of the first DMT for MS and remains a current therapeutic option. It is a recombinant protein product with longstanding evidence of moderately reducing disease activity in RRMS. While the therapy aims to emulate the endogenous product, there are some unresolved questions on the impact and potential risks of disease exacerbation from therapy (Sellebjerg et al., 2012). The impact of INFβ on PB T-cells
has been well defined (Chiarini et al., 2011; Praksova et al., 2012), yet few authors report the impact on other immune subsets, specifically innate immune cells. INFβ mechanistic action is diverse and impacts on myeloid cell co-stimulatory molecule expression, with treatment non-responders profiled with higher expression of activation markers like CD86 on myeloid cells prior to induction of therapy (Comabella et al., 2009). Compared to other DMT, INFβ may be a cost-effective option that limits the risk of annual relapse (Hamidi et al., 2018), but it has not been shown to limit the rate of progression in MS (Mantia et al., 2012).

1.2.4.2 Glatiramer acetate (GA).
GA was another early DMT that remains a treatment option. GA is a random polymer of four amino acids found in myelin basic protein that can effect a more anti-inflammatory T-cell repertoire and inhibit T-cell activation in MS (Dhib-Jalbut, 2002). Furthermore, treatment results in a shift of the PB T-cell compartment towards an antigen inexperienced population (i.e. naïve) with a concomitant decrease in the memory T-cell compartment (Praksova et al., 2012). This change offers insight into the efficacy of the drug in MS in that it reduces antigen-experienced T cells where the bulk of autoreactive cells may reside (Praksova et al., 2012). The drug also induces an alteration of monocyte subsets and activation markers that include the expansion of transitional CD14+CD16+ monocytes and sees the normalisation of innate activation markers on monocytes from MS patients compared to those seen in healthy controls (Chuluundorj et al., 2016). Specifically, the proportion of the co-stimulatory marker CD40 expression on DC is noted to be lower in GA treated MS patients (Sellebjerg et al., 2012a), while homing and activation markers CCR5 and CD86 expression is also reduced in GA treatment on DC and monocytes (Sellebjerg et al., 2012b). CD40 expression on DC also showed a relationship with the rate of relapse in treatment cohorts on GA and INFβ, where lower CD40 expression levels correlated with longer relapse free days (Sellebjerg et al., 2012b, 2012a). As with INFβ, GA has no beneficial effects on progression and only offers a slight reduction of the annual rate of relapse (Mantia et al., 2010).

1.2.4.3 Fingolimod.
Fingolimod (a.k.a FTY720) is an oral immunosuppressive therapy for RRMS and structural analog of sphingosine. It acts as an agonist to bind and internalise the
sphingosine-1-phosphatase (S1P) receptor that modulates trafficking of lymphocytes (Brinkmann et al., 2002). Reduced S1P expression impairs lymphocyte exit from the lymph nodes (Teniente-Serra et al., 2016). Fingolimod therefore acts to directly impact immune phenotype and has a disease modifying effect through reducing the CCR7+ population of central memory T-cells, including Th17 cells, those putative drivers of autoimmune inflammation in MS (Hla and Brinkmann, 2011; Teniente-Serra et al., 2016). T-cell subsets have been well defined in the context of this therapy (Mehling et al., 2010). Specifically, treatment effects an early 60% reduction in total lymphocyte count after induction, which was maintained during a four week follow up, mostly in B cells, while Th1 and Th2 subsets showed an increase, while overall the Th17 compartment and NK cell populations remained unaffected (Sato et al., 2014). Treatment also impacts innate cells, including a down-regulation of activation markers in myeloid DC (CD1c+) and monocytes, and an increase in the proportions of monocytes, DC, and subset specific cytokine positive T-cells (Thomas et al., 2017). While treatment may increase the likelihood of patients being relapse free at 24 months, and efficacy is improved when compared to GA and INFβ, there is no effect on preventing the worsening of disability (Mantia et al., 2016).

1.2.4.4 Dimethyl fumarate (DMF).
The methyl ester of fumaric acid, DMF, is as a first line therapy that results in broad lymphocyte depletion that is effective in MS due to collaterally depleting CD8+ autoreactive T-cells present in the PB (Longbrake et al.; Spencer et al., 2015). Drug induced leukopenia was noted in initial trials of DMF, and it also effects B-cell subset composition by specifically depleting mature B-cells through apoptosis while also decreasing pro-inflammatory activity (Li et al., 2016). The depletion effect from DMF therapy is akin to that seen in fingolimod, which may explain why the drug’s effects in MS are similar and attributable to a reduction in the autoreactive T-cell burden (Longbrake et al., 2015). Treatment reduces the number of relapse events after two years, and there is minimal evidence that treatment can reduce disability worsening (Xu et al., 2015).

1.2.4.5 Natalizumab (NTZ).
NTZ is a monoclonal antibody (anti-CD49d) targeting the alpha-4 subunit of the very late antigen-4 (VLA-4), negating the binding of VLA-4 with vascular endothelium cell
adhesion molecule-1 (VCAM-1) on the surface of the vascular endothelium (Sellebjerg et al., 2012a; Wipfler et al., 2010). Treatment prevents peripheral leukocytes from crossing the BBB into the CNS and results in their accumulation in the PB (Polman et al., 2006). Due to this effect NTZ is one of the first anti-inflammatory treatments for MS. Treatment further compounds the PB leukocyte burden due to the mobilisation of CD34+ progenitor cells, also known as haemopoietic stem cells (Mattoscio et al., 2015; Zohren et al., 2008). The reduction of extravasation of inflammatory leukocytes into the CNS and modulation in peripheral immune homeostasis from an altered subset composition is thought to jointly result in a reduction of pathological MS brain lesions and relapses (O'Connor et al., 2005; Skarica et al., 2011). Treatment with NTZ can reduce relapse and disability progression (Filippini et al., 2013), and NTZ remains one of the best treatments for the prevention of relapse (Tramacere et al., 2015).

1.2.4.6 Anti-CD20 therapy.

B-cell depletion through anti-CD20 monoclonal antibodies result in a decrease in RRMS relapse rate and offers a compelling insight into the role of B-cells in MS relapse (Montalban et al., 2017). It has been suggested that the efficacy of B-cell depleting agents is due to the presence of a soluble disease-causing demyelinating agent that is produced by B cells (Lassmann, 2014). Two such therapies, ocrelizumab and rituximab, selectively activate complement mediated NK cell targeted depletion of CD20 expressing cell subsets (Palanichamy et al., 2014). Many of these deleted cells are B-cells, but the drug also targets a minor yet diverse T-cell population. Rituximab decreases disease in RRMS by reducing brain inflammatory lesions and moderately reduces the risk of relapse as compared to placebo (Hauser et al., 2008). While rituximab does not decrease the time to confirmed disease progression in PPMS, stratification into younger disease cohorts and those with more inflammatory lesions may moderate disease progression (Hawker et al., 2009). Ocrelizumab therapy showed very good results in a comparative analysis phase III trials of RRMS: lower rate of relapse, disease activity, and disability progression over INFβ (Hauser et al., 2017). Results in PPMS was however only very modest, showing reduced MRI and clinically measured progression rates (Montalban et al., 2017). The risk of infection while on these agents is acute and is further compounded as infection is also a late stage MS co-morbidity. This means full immune monitoring is needed as part of the dosing regimen for anti-CD20 therapies.
1.2.4.7 Autologous haematopoietic stem cell transplant.
Unfortunately, despite the significant advances and benefit of DMT for some patients, others continue to experience relapse and disability progression while on treatment. Autologous haematopoietic stem cell transplant/therapy (AHSCT) is a one-off treatment procedure that aims to reset the haematopoietic cell compartment. It is mainly used in haematological malignancy but has seen adoption as therapy for highly aggressive and treatment resistant autoimmune conditions such as MS (Passweg et al., 2017; Snowden et al., 2018). The treatment regimen generally consists of four stages: stem cell mobilisation and harvest, a BM ablation and conditioning regimen, an infusion of autologous haematopoietic cells, and long-term follow-up care to monitor for transplant efficacy and prevent infection or malignant cancers. AHSCT aims to eradicate pathogenic autoimmune cells and repopulate the BM with a more tolerogenic immune compartment thereby resolving underlying autoimmune driven neuroinflammation (Ismail et al., 2019).

Several studies have been undertaken that show a high degree of clinical efficacy and treatment outcome success (Bose et al., 2018; Burt et al., 2019; Das et al., 2019). While safe and effective delivery of this treatment in MS is possible, it requires a multidisciplinary team approach, significant follow up care, and education for neurological communities to identify and support suitable patients (Ismail et al., 2019). Due to its success in some centres, MS is currently the biggest clinical indicator for BM transplant therapy in Europe (Sharrack et al., 2019; Snowden et al., 2017).

1.2.4.8 Immune monitoring for DMT in MS.
Long term monitoring of leukocyte subsets in MS patients on some DMT, especially NTZ, is considered required practice as these patients are at severe risk of developing progressive multifocal leucoencephalopathy (PML) due to reduced CNS immune surveillance. PML is caused by the JC virus, which under reduced immune surveillance reactivates and causes damage and inflammation of the white matter of the brain. This then makes studies of NTZ therapy a good reference for experimental designs aiming to monitor immunomodulation in the MS therapy milieu (Mattoscio et al., 2015; Mellergard et al.). PML has also been reported in fingolimod and DMF treatment regimens, further substantiating the need for routine leukocyte monitoring.
in MS patients on DMT (Doshi and Chataway, 2016). Such data collection, facilitated by cytometry tools, has the added potential to reveal additional features of MS immune pathology.

1.3 Immunophenotyping in MS.

Immunophenotyping is the technique of profiling cellular markers and characteristics by flow cytometry. It is particularly useful in diseases where the cells of the peripheral blood are involved as these are readily accessible and their investigation may offer insight into disease pathology. It has great utility at rapid single cell discrimination and enables rare subset monitoring. In MS, the disease processes, progression and presentation are highly diverse. This results in a large dynamic range for leukocyte population numbers in the blood, and when coupled with the lack of a known disease-causing cell, restricts the utility of PB phenotyping as a diagnostic tool. However, there is some longstanding evidence of PB phenotypic alterations in MS, such as an increase in CD4/CD8 ratio for T cells (Bach et al., 1980) likely due to a decrease in CD8+ T cells (Pender et al., 2014). This starts to suggest a profile of alterations may exist and, as advances in technology facilitate more detailed subset monitoring, further changes have come to light (Posová et al., 2017). Even with highly specialised phenotyping techniques the heterogeneity inherent to MS can confound immunophenotyping data, yet accurate diagnosis and MS subtyping can help resolve differences in group comparisons. This type of monitoring is therefore essential when assessing risk and benefit for patients before and on DMT (Mattoscio et al., 2015; Ontaneda et al., 2014).

1.3.1.1 The phenotype of T cells in MS.
The T-cell compartment in the PB is the best-defined immune cell subset in MS. As mentioned, a general theme in MS pathology is the persistent reduction of CD8+ T cells, independent of disease process, that is present at onset through to the progressive phase, and is seen as a primary defect rather than as being secondary to the disease (Pender et al., 2014). The ratio of CD4/CD8+ T cells is therefore often skewed (Bach et al., 1980), and is suggestive of aberrant immune homeostasis. Flow cytometry has been used to show that this ratio change results from the decrease in CD8+ effector memory (EM) and EM re-expressing CD45RA (EMRA) CD8+ T cells.
Advances in cytometry technology have also allowed for a clarification of the T-cell changes in MS pathology. Examples from the literature demonstrate T-cell subsets and their activation state in MS, and showed Tfh cells, which are often implicated in autoimmune disease development, as being activated in MS (Fan et al., 2015; Simpson et al., 2010). Cytometry analysis has also been effective at identifying Th17 cells and how different treatment regimens affect specific T-cell subsets (Negrotto et al., 2015).

1.3.1.2 The phenotype of B cells in MS.

As with T-cell work, phenotypic profiling of minor B-cells has offered insights into disease processes in MS, such as changes in the proportion and number of cells in the periphery correlating with disease progression and duration (Christensen et al., 2013; Seidi et al., 2002). Historically, the total number of B cells was not known to vary significantly in MS patients when compared to HC (Jones et al., 2016; Seidi et al., 2002), although no longer conclusively so as some authors show regulatory B cells subset in MS to be altered (Niino et al., 2012). Such work has only recently been possible due to the application of detailed multicolour phenotyping. Profiling B cells in MS pathology has only in the last decade become commonplace – an unfortunate oversight. We now know that in active disease, the total frequency of B cells in the periphery decrease due to the loss of memory and class switched subsets from circulation (Haas et al., 2011). Periods of remission and treatment with fingolimod for example can redress this shift (Haas et al., 2011; Schwarz et al., 2016). Immunophenotyping has also been used to show that MS disease shifts the relative frequency of B-cell subsets to increase naïve and reduce the switched memory subset during active disease (Schwarz et al., 2016). This relationship and the proven efficacy of leukopenia inducing therapy (e.g. NTZ, see 1.2.4), adds substantial weight to the use of B-cell depleting monoclonal therapies (anti-CD20) in MS.

Unfortunately, a large gap still exists in the analysis of the impact of progressive disease on B-cell subsets. This information gap is exasperated by a lack of full spectrum B-cell phenotyping from most experimental designs.
1.3.1.3 The phenotype of monocytes in MS.

Monocytes are often overlooked in MS phenotyping studies, but they are key players in the disease pathogenesis as they act to promote inflammation (Bar-Or et al., 2003). By showing the up-regulation of markers such as HLA-DR, CD40, CD86, CD64, detailed phenotyping of monocytes has revealed that these cells in MS are classically activated (Chuluundorj et al., 2014, 2016). Monocytes in MS also show altered cytokine expression (Chuluundorj et al., 2016; Waschbisch et al., 2016) which in turn effects Th1 and Th17 cells, which are known to promote disease process in MS (Rostami and Ciric, 2013).

Data from phenotyping studies on the monocyte compartment has shown that CD16+ monocyte subsets together comprise about 10% of total peripheral compartment, but that they are expanded in autoimmune diseases including MS (Waschbisch et al., 2016). Data from our own lab has shown that in MS, CD16+ monocytes are pro-inflammatory and secrete higher levels of IL-6 with significantly less IL-10 compared to the CD14+ subset (Chuluundorj et al., 2014). Coupled with an increased infiltrating capacity through preferential recruitment to endothelial lined vessel walls, CD16+ monocytes drive inflammatory processes (Ancuta et al., 2003). Cytometry studies have facilitated the identification of the altered phenotype and function of these cells in MS and implicates this subset as an early infiltrating cell in MS development, with some treatments normalising the activation profile to that seen in HC populations (Chuluundorj et al., 2016; Waschbisch et al., 2016).

Unfortunately, there is limited information on monocyte subsets in MS disease and in studies of therapy response. Closing this gap offers the potential to dramatically expand the scope of our understanding of these innate immune cells.

1.3.1.4 Dendritic cell profiles in MS.

Given their low abundance in the PB, DC studies are limited by the need for more specialised equipment, such as high flow rate cytometers. The lack of literature citing treatment impacts on DC subset composition in MS is acute, likely due to technical limitations. What data is available shows that DC numbers are not known to vary to a significant degree in MS compared to HC (Han et al., 2014; Sellebjerg et al., 2012a), but DC do show an increased proportion of co-stimulatory marker expression (e.g.
CD86 and CD80) (Comabella et al., 2009; Thewissen et al., 2013). The future work on this subset will likely highlight their complex interaction of T-cells and their role in driving inflammation in MS.

1.3.1.5 NK cells.
Insufficient data is available to justify what, if any, alterations there are in the NK cell proportional makeup of the PB in MS. NK cells are usually omitted from whole blood analysis in MS and are only described when there is an anticipated therapeutic impact on the subset. What limited data there are show no known variation to any degree of significance in NK cell numbers in MS when compared to control populations that comprise other inflammatory and non-inflammatory disease cohorts (Rodríguez-Martín et al., 2015). A single study by Jager et al. has however described a substantive decrease in MS patients’ total NK cell population compared to HC (Jager et al., 2008).

1.3.1.6 NKT cells
Natural killer T-cells (NKT) are a further NK-like subset where data indicate their numbers are reduced and their cytokine production is impaired in MS (Berzins et al., 2011). Innate-like NKT are a further specialised subset of innate-like lymphocytes that have been found in some SPMS disease course patients to have higher IL-17 production compared to control and PPMS, suggesting NK cell have a more inflammatory phenotype in MS disease (Biasi et al., 2016).

Using the background described in the preceding sections it becomes clear that progressive MS patients have very limited treatment options. Furthermore, innate immune cell profiles and function are an overlooked research topic in MS. From this then stems the practical work for this thesis in profiling the effects on innate immune cell phenotype and function of two potential drugs in progressive MS.

1.4 Clozapine.

Clozapine is an atypical antipsychotic primarily used for the treatment of refractory schizophrenia. It works by suppressing psychosis through a transient and comparative antagonism of dopamine at the dopamine receptor D2 (D2) (Schrader et
Clozapine also binds and antagonises a wide range of other neuroreceptors including serotonin and other dopamine receptors. Furthermore, clozapine is an effective immunomodulatory agent capable of altering T-cell differentiation and cytokine expression (Chen et al., 2012), specifically following whole blood in vitro stimulation (Himmerich et al., 2011). Because of its immunomodulatory action and the low affinity to a broad range of receptors, it was posited that clozapine treatment may result in the dampening of the pro-inflammatory immune responses present during neuroinflammation (Ribeiro et al., 2013).

The parallels between CNS inflammation in schizophrenias and MS, and the efficacy of clozapine in redressing and modulating the immune system, led our group to investigate the impact of clozapine in an animal model of MS. We found that clozapine could ameliorate disease severity in a dose-dependent manner and detected lower T cell and myeloid cell CNS infiltration (Green et al., 2017; O'Sullivan et al., 2014). This work also characterized clozapine’s immunomodulatory effects by showing its ability to modify bone marrow-derived macrophage responses in vitro and determined that the activity was independent of type 2 dopaminergic antagonism (O'Sullivan et al., 2014). In a second study, our group went on to assess the impact of clozapine treatment on remyelination and functional outcomes in a cuprizone model (Templeton et al., 2019). This showed that clozapine administration improved functional recovery following cuprizone withdrawal, with recovery outcomes correlating with decreased microglial and astrocyte activation and increased myelination in the corpus callosum. From this success in animal models, a small clinical trial (i.e. CRISP study) was undertaken to assess whether the administration of clozapine during progressive MS would be suitable and appropriate.

1.5 MIS416.

MIS416 is a large, non-soluble microparticle that induces a characteristic cytokine response in human peripheral blood mononuclear cell (PBMC) cultures in vitro (Girvan et al., 2010). The molecular structure of MIS416 comprises two PAMP, namely CpG and MDP, targeting TLR9 and NOD2 respectively. TLR9 agonism from CpG results in TNFα and IL-6 induction via nuclear factor kappa B (NF-κB) activation.
and associated transcripational activity (Tsujimura et al., 2004). NOD2 agonism induces IL-10, also in response to NF-κB activation (Macho Fernandez et al., 2011). It has been suggested that MIS416 as a therapeutic agent would induce an altered immune state through the activation of the NF-κB mediated signalling responses. It has been observed that MIS416 administration results in elevated serum INFγ in humans (White et al., 2014), and in animal models that it affects T-cell responses and alters immune cell subpopulations though cytokine production and phenotypic changes (White et al., 2018). MIS416 can also result in T-cell differentiation and DC maturation in vitro (Girvan et al., 2010).

It was therefore suggested that if used in chronic progressive MS, that the drug would upregulate innate driven anti-inflammatory responses with a potential therapeutic benefit. In line with this postulation our lab showed the efficacy of MIS416 in suppressing CNS disease in animal models of MS through suppressing Th1, Th2, and Th17 cell responses and by inducing serum INFγ (White, 2015; White et al., 2014).

Based on this data, MIS416 was used as a therapeutic intervention in humans under a compassionate use program (section 25 and 29 of New Zealand (NZ) medicines Act 1981). Eight progressive MS participants received drug intravenously weekly for twelve weeks. The drug was well tolerated, and participants self-reported an improvement in symptoms with the majority requesting continued use after the initial program concluded (private communication, Dr. Gill Webster). MIS416 was then formally evaluated for dosing safety and tolerability in humans through a phase 2 dose escalation trial (Luckey et al., 2015). The drug was deemed safe and well tolerated in an MS cohort. Modest adverse events following treatment were anticipated due to NF-κB mediated signal transduction that resulted in flu like symptoms (pyrexia, headache, fatigue etc.), while no disease exacerbation was observed. The drug then proceeded through to phase 2 testing but failed to show “clinically meaningful or statistically significant differences in measures of neuromuscular function or patient reported outcomes” (Quinn, 2019).
1.6 Overall aims and objectives.

The work is based on the broad hypothesis that peripheral blood immune cells, specifically monocytes, in untreated patients with progressive multiple sclerosis will differ significantly from those of a healthy comparison group, and that treatment with immunomodulatory agents in vitro will have a modest but demonstrable effect in changing phenotype and other immune factors such as cytokines and phosphoproteins.

Our specific aims with which to test our hypothesis are as follows:

1.6.1.1 Compare whole blood phenotyping data from people with progressive MS to a healthy control (HC) cohort and establish whether MS specific features are present.

1.6.1.2 To study the effect of clozapine on the innate immune response by demonstrating its effects on phenotype, cytokine, and dopamine receptor expression of monocytes in vitro.

1.6.1.3 To determine the specific effects of MIS416 treatment on PBMC transcription factor and cytokine responses in vitro with a particular focus on the effects on monocytes, and observe if there are inherent differences in the innate response to MIS416 during MS.

To achieve our aims for this thesis, we set out by profiling the peripheral immune cell compartment of untreated patients with progressive MS using multicolour flow cytometry.
Chapter 2. Immune phenotyping of whole peripheral blood in progressive multiple sclerosis.

2.1 Introduction.

MS disease processes are diverse, being highly varied in clinical presentation and progression rates (Doshi and Chataway, 2016). This disease heterogeneity result in significant variation of leukocyte populations in the peripheral blood (PB) and central nervous system (CNS), and restricts the utility of immune phenotyping as a diagnostic tool for MS (Jones et al., 2017). As such, no characteristic peripheral immune cell phenotype for MS has been identified. Some features are however present, with an increase in the CD4/CD8 ratio for T cells being common (Bach et al., 1980). This change in ratio is primarily caused by a decrease in CD8$^+$ T cells and is noted in many patients (Polman et al., 2011). Some patients also have decreased proportions of B cells and NK cells (Posová et al., 2017). Analysing PB immune cells with flow cytometry is an excellent way for compiling in-depth phenotyping profiles. Its utility at single cell discrimination helps with rare subset identification, enables the monitoring of the peripheral response during trials of immunomodulatory therapies in MS (Ghadiri et al., 2017; Li et al., 2017; Lieberman et al.; Plavina et al., 2017; Teniente-Serra et al.), and aids in the assessment of risk for patients on treatment (Ontaneda et al., 2014). Furthermore, the populations of circulating PB immune cells often reflect those present in the CNS where proportional alterations can suggest a change in inflammatory state, or where the functional defects of regulatory cells can suggest a loss of control over self-targeting T-cells (Jones et al., 2017).

The CRISP trial (CRISP; Clozapine and Risperidone for the Treatment of Progressive Multiple Sclerosis; ACTRN12616000178448) (La Flammé et al., 2020), was a blinded, randomized, placebo-controlled clinical trial conducted at Wellington Hospital (Wellington, NZ). The trial aimed to assess the safety and suitability of two atypical antipsychotics, clozapine and risperidone, as possible treatments for people with progressive MS. The trial was based on pre-clinical results from two animal model studies done by our group, the first of which showed that clozapine and risperidone
effected a dose dependent reduction in disease severity, while clozapine treatment was also able to resolve disease (O’Sullivan et al., 2014). In the second study, our group went on to assess the impact of clozapine treatment on remyelination and functional outcomes in a cuprizone model (Templeton et al., 2019) and showed that clozapine administration improved functional recovery following cuprizone withdrawal, with recovery outcomes correlating with decreased microglial and astrocyte activation and increased myelination in the corpus callosum. The CRISP trial was a natural next step in moving our work from animal models into patients. The trial set out to repurpose clozapine and risperidone in MS, with a primary endpoint aimed to assess their safety and acceptability. The trial reached this primary endpoint early as it was observed, from an increase in adverse events and participant drop-out, that PMS patients showed heightened sensitivity to clozapine. The trial therefore recruited only nine of a planned thirty-six participants. Concurrently, we recruited a cohort of healthy participants (HC), also from the Wellington region, to act as a control cohort for our laboratory-based work.

Our work in this chapter focusses on PB immune phenotyping of participants enrolled in the CRISP trial. This chapter outlines a freestanding but also introductory project for the rest of this thesis. It contains all the relevant technical, method, and optimisation steps as they were not repeated for any other project. We initially aimed to compile a longitudinal profile over six months of participant in vivo treatment, but the early termination of the CRISP trial limited our dataset to baseline (untreated) samples. With this smaller than anticipated cohort, we focussed our efforts to conducting an exploratory study of immune phenotyping in MS. We set out to determine whether baseline phenotyping could discriminate MS participants from HC, and what value longitudinal blood sample analysis, using only HC, could yield. We further wanted to compile a dataset with which to test alternative cytometry data analysis methods. Unconventionally, we profiled adaptive and innate immune cells as targets for our analysis, as phenotyping of innate cells has often been overlooked in studies of MS pathology.
2.2 Aims.

Our aim for this work was to profile the peripheral immune cell compartment of untreated patients with progressive MS using multicolour flow cytometry. To achieve this aim we compared peripheral blood immune cell numbers, proportion, and phenotype of MS patients with healthy subjects. The work is based on the hypothesis that the PB phenotype in untreated patients with MS will differ significantly from those of a HC comparison group. These differences should be observable as changes in the total number and the proportion of some immune cell subsets. We further posit that while the immune system is flexible allowing it to respond, and three sequentially sampled blood draws over a consecutive six-month period should yield highly similar numbers and proportions for each of the immune cell populations monitored in healthy people.

2.2.1 Specific aims.

2.2.1.1 Compare whole blood phenotyping data of absolute count and proportion of immune cells from people with MS to a HC cohort and establish whether MS specific features are present.

2.2.1.2 Assess the stability of the healthy immune system by profiling PB immune subsets at three time-point intervals and assess what if any variation can be detected.

2.2.1.3 Explore the use of spanning-tree progression analysis of density-normalized events (SPADE) plots to analyse high dimensional single cell data.
2.3 Methods.

2.3.1 Study participants.

The study comprised two cohorts: a progressive MS group (n = 9) and a healthy control group of age- and sex-matched individuals (n = 15). All MS participants were screened and enrolled as previously described (La Flamme et al., 2020; Luckey et al., 2015), and had either primary or secondary progressive disease with no significant confounding comorbidities and were not receiving any disease-modifying therapies.

2.3.1.1 Ethical approval.

Full ethical approval was in place before we commenced any experiments, with the CRISP trial being approved by the Central Health and Disability Ethics Committee (15/CEN/216) and the Standing Committee on Therapeutic Trials (15/SCOTT/177).

2.3.2 Experimental procedures.

We compiled standardised whole blood processing and immunophenotyping protocols for use during the study. These are detailed in the subsequent sections. Briefly summarised: individual participant blood samples were collected and stored in a Cyto-chex BCT (Streck, US) tube. For each panel stain, 100 μl of blood was aliquoted into a 1.5 ml polystyrene FACS tube (Falcon, US) and stained with a prepared combination of antibodies for 15 minutes in the dark at room temperature. Next, 2 ml FACS lyse/fix (BD, US) was added, the sample mixed and allowed to lyse in the dark at room temperature for 15 minutes. The tubes were then centrifuged to pellet the cells, and 1.5 ml supernatant was aspirated and discarded. The cells were then resuspended in the remaining supernatant and stored at 4°C protected from light until flow cytometric acquisition the next day.

2.3.2.1 Sample collection.

Peripheral blood was collected from consented participants by a phlebotomist using standard aseptic techniques from the median cubital, cephalic or basilic vein. On
average, participants donated 10 ml of whole blood of which 2 ml was collected into a Cyto-chex BCT tube (Streck, 2019) for whole blood immunophenotyping and 8 ml for isolation and storage of peripheral blood mononuclear cells (PBMC).

2.3.2.2 Cyto-chex BCT tube.
Samples for immunophenotyping analysis on whole blood was collected and stored for up to one week after isolation in a Cyto-chex tube. The Cyto-chex BCT tube is a CE marked, US FDA cleared product for clinical immunophenotyping on human peripheral white blood cells subsets (Streck, 2019). Samples are considered stable, retaining morphology and surface antigens thereby enabling consistent recovery of immune cells subsets for up to two weeks post collection.

2.3.2.3 Whole blood staining.
Antibody cocktails were prepared fresh each day in a 1.5 ml polystyrene tube (Table 2-1). One test volume (100 µl) of peripheral blood from a Cyto-chex tube was aliquoted into a separate polystyrene flow cytometry tube (FACS) tube for each panel stain and a test volume of each respective antibody cocktail added. Prepared antibody cocktails included 50µl Brilliant Stain buffer (BD, US) to avoid staining artifacts that may arise from the use of multiple BD Horizon Brilliant dyes in the cocktails. In total, each participant was stained for 4 panels. Each tube was then briefly vortexed and incubated in the dark at room temperature for 15 minutes. 2000 µL of 1x FACS Lysis (BD, US) buffer was then added to each tube, mixed, and incubated at room temperature for 15 minutes. The tubes were then centrifuged at 300 g for 5 minutes and 1500 µl of the supernatant discarded. 50 µl of CountBright Absolute Counting Beads (Thermofisher, US) was then added to the cells and mixed.
Table 2-1 Whole blood cytometry antibody cocktails.

<table>
<thead>
<tr>
<th>T-cell Panel</th>
<th>DC, NK, Monocyte Panel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antibody Conjugate</td>
<td>Volume per test (μL)</td>
</tr>
<tr>
<td>CD25 BV421</td>
<td>5</td>
</tr>
<tr>
<td>CD8 BV510</td>
<td>5</td>
</tr>
<tr>
<td>CD4 FITC</td>
<td>20</td>
</tr>
<tr>
<td>CD197 (CCR7) PE</td>
<td>20</td>
</tr>
<tr>
<td>HLA-DR PerCP-Cy5.5</td>
<td>5</td>
</tr>
<tr>
<td>CD45RA PE-Cy7</td>
<td>5</td>
</tr>
<tr>
<td>CD127 Alexa 647</td>
<td>20</td>
</tr>
<tr>
<td>CD3 APC-H7</td>
<td>5</td>
</tr>
<tr>
<td>Brilliant Stain Buffer</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Test Volume</td>
<td>135</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B-cell Panel</th>
<th>Monocyte Activation Panel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antibody Conjugate</td>
<td>Volume per test (μL)</td>
</tr>
<tr>
<td>CD27 BV421</td>
<td>5</td>
</tr>
<tr>
<td>IgD BV510</td>
<td>5</td>
</tr>
<tr>
<td>CD20 FITC</td>
<td>16</td>
</tr>
<tr>
<td>CD38 PE</td>
<td>16</td>
</tr>
<tr>
<td>CD3 PerCP-Cy5.5</td>
<td>4</td>
</tr>
<tr>
<td>CD19 PE-Cy7</td>
<td>5</td>
</tr>
<tr>
<td>CD24 Alexa 647</td>
<td>5</td>
</tr>
<tr>
<td>CD45 APC-H7</td>
<td>3</td>
</tr>
<tr>
<td>Brilliant Stain Buffer</td>
<td>50</td>
</tr>
<tr>
<td>Total Test Volume</td>
<td>109</td>
</tr>
</tbody>
</table>

The Total Test Volume of each panel was for a single 100 μl whole blood test, with this volume scaled to accommodate staining of multiple tubes.
2.3.2.4 Conventional multicolour cytometry.

All whole blood analyses were performed with conventional cytometry methods on a FACS Canto II (BD, US). The Canto II setup comprised a three-laser system (4-2-2 configuration), facilitating eight colour cytometry runs. All whole PB samples were processed and acquired within a twelve-month period.

2.3.2.5 Panel design.

Optimal panel design was based on the sample source: red cell lysed peripheral blood (PB). Our aim for participants from the CRISP study was to get an overview of all the major immune cell subsets present in PB, and to enumerate each subset accurately. Significant efforts have been made to standardise reagents and markers in clinical cytometry, but research data often lack standardisation (Hasan et al., 2015; Streitz et al., 2013). To ensure reproducibility over the course of our clinical trial sampling period we based our PB panel on optimised and validated markers published by the Human Immunology Project (Maecker et al., 2012).

Table 2-2 FACS Canto II whole blood cytometry panel design.

<table>
<thead>
<tr>
<th>Excitation Source</th>
<th>405 nm Violet Laser</th>
<th>488 nm Blue Laser</th>
<th>633 nm Red Laser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emission/Detector</td>
<td>450/50</td>
<td>510/50</td>
<td>530/30</td>
</tr>
<tr>
<td>BD Fluorochromes</td>
<td>BV421</td>
<td>BV510</td>
<td>FITC</td>
</tr>
<tr>
<td></td>
<td>585/42</td>
<td>530/30</td>
<td>PE</td>
</tr>
<tr>
<td></td>
<td>670 LP</td>
<td>585/42</td>
<td>PerCP-Cy5.5</td>
</tr>
<tr>
<td></td>
<td>780/60</td>
<td>780/60</td>
<td>PE-Cy7</td>
</tr>
<tr>
<td></td>
<td>660/20</td>
<td>660/20</td>
<td>AF647</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>APC-H7</td>
</tr>
<tr>
<td>Panel 1: T Cell</td>
<td>CD25</td>
<td>CD8</td>
<td>CD4 FITC</td>
</tr>
<tr>
<td>Panel 2: B-cell</td>
<td>CD27</td>
<td>IgD</td>
<td>CD20 FITC</td>
</tr>
<tr>
<td>Panel 3: DC/NK/Mono</td>
<td>CD1c</td>
<td>CD16</td>
<td>CD14 FITC</td>
</tr>
<tr>
<td>Panel 4: Monocyte</td>
<td>CCR2</td>
<td>CD16</td>
<td>CD14 FITC</td>
</tr>
</tbody>
</table>

2.3.2.6 Marker selection.

The total number of immune subsets that can be delineated in a single tube is limited by the number of makers included in the panel stain. With our instrument restricted to 8-colour panels, we required several tubes (panels) to capture data on a range of specialised cells subsets (Table 2-2). We selected a dim channel (APC-H7) in the far-
red spectrum for CD45 as a common and overlapping feature. This antigen is reliably detected on most PB subsets and facilitated total cell count enumeration. CD45 was however not incorporated into the T-cell panel, as CD3 was a reliable T-cell discriminator. With three tubes we were able to characterise the majority of PB subsets, so we included an additional fourth tube focussing solely on monocyte activation.

Panel 1: T cells.
For this panel we implemented CD3 only acquisition using an APC-H7 channel threshold that ignored most non-T cells but allowed a minimal number of negative events through to discriminate a positive and negative population. Mostly, CD3 positive events were recorded into the raw cytometry files, with any non-T-cell excluded with subsequent gating. The major T-cells subsets delineated are outlined in Table 2-3.

Table 2-3 Major T-cell fractions enumerated in Panel 1.

<table>
<thead>
<tr>
<th></th>
<th>CD3</th>
<th>CD4</th>
<th>CD8</th>
<th>CCR7</th>
<th>CD45RA</th>
<th>CD127</th>
<th>CD25</th>
<th>HLA-DR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve</td>
<td>+</td>
<td>+ / -</td>
<td>+ / -</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>§</td>
</tr>
<tr>
<td>TCM</td>
<td>+</td>
<td>+ / -</td>
<td>+ / -</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>§</td>
</tr>
<tr>
<td>Teff</td>
<td>+</td>
<td>+ / -</td>
<td>+ / -</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>§</td>
</tr>
<tr>
<td>TEM</td>
<td>+</td>
<td>+ / -</td>
<td>+ / -</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>§</td>
</tr>
<tr>
<td>Activ</td>
<td>+</td>
<td>+ / -</td>
<td>+ / -</td>
<td>§</td>
<td>§</td>
<td>§</td>
<td>§</td>
<td>+</td>
</tr>
<tr>
<td>Treg</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+ / -</td>
<td>+ / -</td>
<td>+</td>
<td>+</td>
<td>+ / -</td>
</tr>
</tbody>
</table>

TCM = central memory, Teff = effector, TEM = effector memory, Activ = activated, Treg = regulatory T cells. § not used to delineate the subset.

Panel 2: B cells.
B cells were discriminated by scatter, CD45 and CD19 positivity while being negative for CD3.
We typed all the major subsets commonly found in the PB as outlined in Table 2-4.
Table 2-4 Major B-cell fractions enumerated in Panel 2

<table>
<thead>
<tr>
<th></th>
<th>CD45</th>
<th>CD3</th>
<th>CD19</th>
<th>CD20</th>
<th>CD38</th>
<th>CD27</th>
<th>IgD</th>
<th>CD24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tran</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>§</td>
<td>§</td>
<td>+</td>
</tr>
<tr>
<td>Plasb</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>§</td>
<td>-</td>
</tr>
<tr>
<td>Mem</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+ / -</td>
<td>§</td>
</tr>
<tr>
<td>Naive</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>§</td>
</tr>
</tbody>
</table>

Tran = transitional, plasb = plasma blast, mem = memory B cells. § not used to delineate the subset.

Panel 3: DC/NK/Granulocytes.
This more complex panel required the use of a combined ‘dump’ channel containing three antibodies to which all cells of interest would be negative (Lin-: CD3-CD19-CD20-). This effectively excluded all lymphocyte subsets, limiting the cells of interest in this panel to those cells of the innate immune system (Table 2-5).

Table 2-5 Innate cell subsets enumerated in Panel 3.

<table>
<thead>
<tr>
<th></th>
<th>CD45</th>
<th>Lin</th>
<th>CD14</th>
<th>CD16</th>
<th>HLA-DR</th>
<th>CD303</th>
<th>CD1c</th>
<th>CD56</th>
<th>SSC-H</th>
</tr>
</thead>
<tbody>
<tr>
<td>pDC</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>§</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>§</td>
</tr>
<tr>
<td>mDC</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>§</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>§</td>
</tr>
<tr>
<td>Mono</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+ / -</td>
<td>+</td>
<td>§</td>
<td>§</td>
<td>+ / ++</td>
<td>§</td>
</tr>
<tr>
<td>NK</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>§</td>
<td>§</td>
<td>+ / ++</td>
<td>§</td>
</tr>
<tr>
<td>Neut</td>
<td>+</td>
<td>-</td>
<td>§</td>
<td>++</td>
<td>±</td>
<td>§</td>
<td>§</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Eosin</td>
<td>+</td>
<td>-</td>
<td>§</td>
<td>§</td>
<td>§</td>
<td>§</td>
<td>§</td>
<td>=</td>
<td>++</td>
</tr>
</tbody>
</table>

pDC = plasmacytoid dendritic cell (DC), mDC = myeloid DC, mono = monocyte, neut = neutrophil, eosin = eosinophil. § marker not used to delineate the subset. SSC-H = side scatter height. Lin = (CD3/CD19/CD20 mix)

Panel 4: Monocytes.
We were interested in profiling PB monocytes in more detail. Commonly, three subsets of monocyte are present in the PB as outlined in Table 2-6.
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Table 2-6 Monocytes cell subsets enumerated in Panel 4.

<table>
<thead>
<tr>
<th></th>
<th>CD45</th>
<th>HLA-DR</th>
<th>CD14</th>
<th>CD16</th>
<th>CCR2</th>
<th>CXCR3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Inter</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>§</td>
<td>§</td>
</tr>
<tr>
<td>Non-c</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>++</td>
</tr>
</tbody>
</table>

Class = classical, inter = intermediate, non-c = non-classical monocytes. § not used to delineate the subset.

We also aimed to establish the potential impact of our drugs in monocytes, so included two activation markers (CD40 & CD85k) commonly expressed by monocyte subsets. Unfortunately, early trial termination limited the utility of these markers.

ILT3/CD85k
The expression of ILT3 on antigen presenting cells (APC) is linked to graft acceptance in transplantation. CD8+ tolerogenic T cells (from transplant accepting donors) can cause up regulation of ILT3 expression on APC. In MS, CD8+ CD28- T-cell function, especially during relapse, is significantly compromised yet reverts to normal during remission (Jensen et al., 2009). Numerous approved RRMS therapies increase ITL3 expression. In vitro interferon β stimulation of cultured monocytes, DC and macrophages has been shown to increase ILT3 expression, while those isolated from untreated RRMS patients show decreased levels of expression when compared to treated patients in remission and healthy controls (Jensen et al., 2009).

CD40
To activate T cells through the TCR, a second signal is needed (co-stimulation). Co-stimulatory molecules are either positive or negative in their effect on T-cell signalling, and CD40 is a positive co-signalling molecule. It is primarily expressed by B-cells and APC. In animal models of MS, the positive/negative co-signalling of T cells have been shown to have an important role in the pathophysiology of the disease, and in vivo up-regulation of CD40 is associated with treatment response in RRMS (Wiesemann et al., 2007).
We included CD85k and CD40 in our monocyte panel to allow us to assess if either of the drugs from the CRISP study could alter their expression while also keeping a view to future work to assess the impact of CRISP study protocols.

2.3.2.7 Gating.
Our PB gating strategy are based on the lineage phenotyping methods published by the Human Immunology Project (Finak et al., 2016; Maecker et al., 2012). We used hierarchical and Boolean gating to ensure that terminal lineage subsets would only include events that also met the full phenotypic designation. Full hierarchical gating strategies for each tube using representative data is depicted in Figures 2-1 through 2-4.

2.3.2.8 Assay settings and instrument setup.
Correct instrument setup verifies the optimal running capacity of a cytometry platform and calibrates the instrument detectors to ensure reproducible data across a longitudinal acquisition period (Maecker and Trotter, 2006). Optimal gain settings for detectors enable the operator to distinguish low dim staining populations from background noise (Maecker and Trotter, 2006). To ensure reproducibility we used FACSDiva v8.0 (BD, US) application settings. During setup, channel voltages were adjusted so that negative populations were within or above the 97th percentile of the dim cytometer setup and tracking (CS&T) bead set (lot# 910858_77840). This allowed for maximum low-end resolution sensitivity (Mukherjee et al., 2015) and was achieved by using a sample as an unstained control and a fully stained panel set from an individual donor to determine the optimal PMT voltages for each respective panel stain. These settings were then saved to use in future applications. Saving and reusing experiment settings is possible as the software links experiment settings to the daily CS&T calibration thereby maintaining consistent values irrespective of daily changes to the instrument.

2.3.2.9 Thresholding.
Each signal detected by the cytometer is scrutinised by the various detectors to determine whether, based on intensity, the signal is recorded. User-assigned thresholds were applied to all acquisitions to limit events to those that would be relevant. Often this is set as a base level of forward scatter (FSC), correlating to just
below the size of the cell subset of interest. While suitable for several applications, FSC thresholding should be avoided when absolute counting beads are used. These particles are much smaller than most cell subsets and setting low FSC thresholds will effectively cause those events to be ignored by the system.

It was therefore appropriate to include a second parameter, namely fluorescence thresholding. This type of threshold limits the instrument to recording events that are above a minimum level of fluorescence intensity. Commonly, CD45 was used for this limit, with the exception of Panel 1 where we used CD3 for T-cells.

2.3.2.10 Instrument maintenance and longitudinal quality control.
The FACS Canto was maintained according to manufacturer’s recommendations and covered under a continual service contract. The instrument’s longitudinal controls were maintained using single lot of CS&T bead (BD, US) over the duration of the experimental use. This ensured that the set PMT voltages for our acquisitions remained near constant.

2.3.2.11 Cytometry Controls.
The use of isotype controls is common in research data. Their use is however only appropriate to determine the amount of background staining from an antibody to a target epitope and should only be used where there is a suspicion of non-specific binding (Andersen et al., 2016; Hulspas et al., 2009). There are many limitations in their use, mostly due to the inability to find a perfect matched isotype. The need for isotypes can also be completely negated by effective blocking of Fc receptors (Andersen et al., 2016). We did not include isotype controls for any lineage marker in our panels as our samples contained autologous serum, containing IgG. To confirm that any changes were not due to non-specific binding we included isotype controls for CD40 and CD85k.

Essential controls for multicolour panels are those that help limit errors from channel spill-over, namely compensation controls. Fluorophores emit light over a range of wavelengths, with an optimal peak. Detectors are designed to detect the emission for their respective fluorophore at that optimal peak as it is where the signal intensity is best. However, fluorophore emission is not just detectable at their peak, but tails off,
extending the range of emission over a spectrum. Spill-over occurs when that tail end of signal is detected in an adjacent detector, giving false signal. Compensation controls are single stain reference emission controls that allows for a mathematical subtraction of such false signal (Maecker and Trotter, 2006). We prepared a weekly set of single stain compensation controls in FACS buffer using Ultracomp eBeads (Thermofisher, US) according to manufacturer’s instruction. Compensation was performed and subtracted automatically in FACS Diva.

Correctly identifying positive and negative populations in our panels was always clear, owing to the confidence inherent in the bimodal expression of most PB phenotyping markers (Hulspas et al., 2009). This was due to the presence of a biological non-staining subset for each epitope that could be used as a negative control. These ‘internal negative’ controls were used to accurately gate lineage subsets.

2.3.2.12 Data analysis. All raw cytometry data were recorded, stored and compensated in FACSDiva (BD, US). Compensated cytometry data was analysed in Flowjo v10 (BD, US), with output data stored in Excel (Microsoft, US) tables.
2.3.2.13 Absolute counting.

The addition of Countbright beads (ThermoFisher, US) facilitated absolute enumeration of immune subsets. This was done by relating cytometry events back to the absolute counts of cells present in the original blood sample using the formula below. All beads were from the same lot at 51000 beads per 50 μl (from stock), and all samples were stained using 100 μl of blood. Therefore B=510.

To simplify absolute counts, we divided the constant B by 1000 for result readouts in $10^3$ cell/μl. This may also be expressed as $10^9$ cell/L or $10^6$ cell/ml or $10^3$ cells/μl.

Absolute count (C) = A x B

[Where A = (events observed/bead events observed), and B = (Amount of beads added/volume of blood used per test)]

= events observed/beads observed x 0.510

= C (in $10^9$ cell/L, or $10^6$ cell/ml, or $10^3$ cells/μl)

The volume of antibody and lysis buffer did not impact the count and was not considered a dilution factor as the beads and cells were diluted equally by these volumes.
**Figure 2-1 T-cell (Panel 1) gating strategy.**

All, single, CD3+ lymphocytes were sequentially gated with Panel 1 markers to terminal T-cell subsets. Quadrant gates for CD4+ and CD8+ are listed but not depicted. Arrows indicate all subsequent events were from the parent plot. Plots are labelled for the terminally gated subset they depict. The legend lists the population hierarchy and subset names corresponding to the matching plot outline colour.
**Figure 2-2 B-cell (Panel 2) gating strategy.**

All, single, CD45+ events were hierarchically gated with Panel 2 markers to terminal B-cell subsets. Arrows indicate all subsequent events were from the parent plot. Plots are labelled for the terminally gated subset they depict. Memory/Naive plots were gated using Boolean gating for events not gated as plasmablasts. The legend lists the population hierarchy and subset names corresponding to the matching plot outline colour.
Figure 2-3 DC/NK/Neutrophil (Panel 3) gating strategy.
All, single, CD45+ events were hierarchically gated with Panel 4 markers to terminal subsets. Arrows indicate all subsequent events were from the parent plot. Plots are labelled for the terminally gated subset they depict. CD85k and CD40 are depicted as overlays with the respective isotype control. The legend lists the population hierarchy and subset names corresponding to the matching plot outline colour.
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DC/NK/Granulocyte Panel:
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Figure 2-4 Myeloid (Panel 4) gating strategy.

All, single, CD45+ events were hierarchically gated with Panel 4 markers to identify monocytes. Stepwise plots and arrows indicate all subsequent events were from the parent plot. Plots are labelled for the terminally gated subset they depict. The legend lists the population hierarchy and subset names corresponding to the matching plot outline colour.
2.3.3 Statistics.

Statistical analyses were performed in Prism 8 (Graphpad, US). We performed Spanning-tree Progression Analysis of Density-normalised Events (SPADE) using SPADE v3.0 (Qiu et al., 2011). All datasets were subject to the D'Agostino-Pearson test with some data normalised prior. We preferentially analysed normally distributed subsets using Welch’s T-test. Alternatively, Mann-Whitney was used. Given the exploratory nature of this type of investigation, we did not perform a correction for multiple comparisons except when we assessed an individual’s immune variation at different time-points using the Friedman’s test, and then corrected for multiple comparisons using the Holm-Sidak formula. For all instances p values at ≤ 0.05 were taken as statistically significant while results close to the threshold were interpreted as indicative of a ‘trend’ so as not to exclude potentially meaningful results. All graphically depicted data show group averages plotted as mean values while error bars represent standard deviation (SD).
2.4 Results.

2.4.1 Participant demographics.

The CRISP MS cohort comprised 9 participants, including secondary and primary progressive participants. 15 healthy persons were also recruited to act as a control cohort.

<table>
<thead>
<tr>
<th></th>
<th>Healthy Controls (n=15)</th>
<th>Multiple Sclerosis (n=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td>Female (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Age range</strong></td>
<td>34-64 (48)</td>
<td>45-69 (57)</td>
</tr>
</tbody>
</table>

2.4.2 Optimisation

Our panel optimisation aimed to limit the requirement for titration by using reagents from a supplier where the products were already optimised for *ex vivo* use. Titration experiments served only to establish the validity of the manufacturer's claims and single antibody titrations showed no staining quality improvement over the manufacturer’s recommendations (Figure 2-5, representative). Therefore, by limiting our antibody use to single batch numbers, we used the manufacturer’s recommended amounts for each antibody in our panels. Furthermore, we used established combinations of lineage markers and fluorochrome conjugates limiting the need for further optimisation.
Figure 2-5 Representative titration data from PB antibody panel titrations. Concentration at 1.0 times the manufacturer’s recommended volume of reagent per million cells. Stain index = \( \frac{\text{MFI}_{\text{positive}} - \text{MFI}_{\text{negative}}}{2 \times \text{SD}_{\text{negative}}} \).
2.4.2.1 Activation marker validation.

The level of activation marker expression was reported as the geometric mean fluorescence intensity (gMFI). We investigated expression of HLA-DR, CD40 and CD85k using internal negative staining and isotype controls. Ideally, a fluorescence minus (FMO) control would have had better utility as a gating control, but without it we calculated the expression of whole immune subsets (e.g. monocytes) to interrogate expression.

We collected isotype control data for CD40 and CD85k that were recorded in a separate panel with the same lineage markers but substituting CD40 and CD85k with their respective isotypes. CD40 expression is demonstrated in Figure 2-6. We calculated a significant difference in the gMFI of expression for the isotype control stain compared to fully stained monocytes (p = 0.0001) (Figure 2-6A) suggesting non-specific staining was not an issue. We also observed high levels of expression on B-cells compared to the negative expression expected on T-cells (Figure 2-6C).

Unfortunately, we could not validate the staining of the CD85k isotype control owing to very high levels of background interaction seen from this clone. CD85k is however expressed by a range of other immune subsets including neutrophils (Bankey et al., 2010), but generally not by the majority of healthy B-cells (Kang et al., 2015). The differential expression of this epitope allowed us to confirm its use for our monocyte data (Figure 2-7).

For HLA-DR expression we used expression from neutrophils as a gating control. These cells have a high degree of autofluorescence and showed very dim staining. This allowed us to use neutrophil expression of HLA-DR as a gating control (Figure 2-8). Unfortunately, the absence of a comparable subset for CD40 and CD85k, or an FMO, prohibited subset enumeration of CD40 and CD85k markers.
Figure 2-6 CD40 expression controls.

(A) Significant difference in the gMFI of isotype stained, compared to fully, stained monocytes.  (B) representative histogram of isotope (blue) vs fully stained monocytes (red) of CD40.  (C) Differential expression of CD40 in terminal immune subsets with B cells (green), T cells (orange), and monocytes (red).
Figure 2-7 Expression of CD85k.
(A) Expression in a minor population of positive staining B cells. 
(B) Differential expression in the PBMC (blue = B cells; red = monocytes; orange = neutrophils; green = eosinophils).

Figure 2-8 Gating control for HLA-DR.
Expression by monocytes (blue), using neutrophils (red) to account for autofluorescence that is absent in T cells (orange).
2.4.3 Absolute count comparison.

All CRISP trial participants had a baseline full blood count sample processed by the central hospital pathology laboratory and we performed absolute counting of whole blood by flow cytometry on our samples from the same timepoint. We performed a simple linear regression for five blood count output measures between our baseline absolute count data and the pathology data. We observed a good correlation between the two measures with neutrophils ($R^2 = 0.49; p = 0.034; \text{Figure } 2\text{-9B}$), eosinophils ($R^2 = 0.722; p = 0.0037; \text{Figure } 2\text{-9C}$) and total lymphocytes ($R^2 = 0.626; p = 0.012; \text{Figure } 2\text{-9E}$) indicating a good line of fit. For monocytes ($R^2 = 0.454; p = 0.080; \text{Figure } 2\text{-9D}$) and total leukocytes ($R^2 = 0.523; p = 0.087; \text{Figure } 2\text{-9A}$), the trend was just short of statistically significant.

2.4.4 Peripheral T cells in progressive MS.

We calculated both the absolute number of cells in the original samples, as well as the relative frequency of T cells, by subset. The frequency was calculated as the proportional makeup as a fraction of all CD3+ cells. Data are presented here from high (major) abundance to lowest (minor), based on absolute counts.

2.4.4.1 Major T-cell subsets differ in progressive MS.

We found that while the total number of CD3+ cells did not vary significantly, there was a strong trend toward fewer CD8+ T cells in MS individuals ($0.518 \times 10^3 \text{ cells/μl}$) compared to HC ($0.899 \times 10^3 \text{ cells/μl}; p = 0.083; \text{Figure } 2\text{-10A}$). Similar to the enumerated CD8 cells, a trend indicated lower CD8+ cell proportions in people with progressive MS (22.22%) compared to the HC (31.08%), although this also was just short of statistical significance ($p = 0.070; \text{Figure } 2\text{-10D}$). While enumerated CD4+ cells did not show a strong inter-cohort difference (Figure 2-10A), we observed a significant increase in the proportion of CD4+ cells in the MS cohort (MS 68.25% vs. HC 58.17%; $p = 0.0457; \text{Figure } 2\text{-10D}$)

Within the CD4 compartment naïve, memory and effector cell numbers showed a high degree of interpatient variability and no significant difference between cohorts (Figure
This variation was also reflected in the proportional data with the exception of the central memory subset for MS participants, which was significantly larger (HC: 5.86% vs. MS: 11.30%; p = 0.0177; Figure 2-10E.

Within the CD8 compartment the naïve cells appeared to be reduced in the MS cohort (0.127 x 10^3 cells/μl) when compared the HC (0.21 x 10^3 cells/μl; p = 0.052; Figure 2-10C), with the same shift again appearing over the effector cells but also failing to reach significance. Similarly, the proportion of CD8 naïve cells (5.06%) in MS appeared to be lower to the HC (8.59%; p = 0.052; Figure 2-10F), which was in line with the enumerated data.
Figure 2-9 Simple regression analysis of central pathology (path), and flow cytometry (flow) absolute count data sets.

All values are in $10^9$ cell/L.
Figure 2-10 Absolute number (A – C) and proportion (D – F) of major T-cell subsets in the PB.

Each data point represents an individual participant sample. Bars indicate mean and SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001). ns = not significant.
2.4.4.2 The minor T-cell compartment in MS was significantly altered. The data show that activated CD3+ cells and CD4+CD8+ double positive cell numbers did not vary to any degree of significance (Figure 2-11A), but MS participants had significantly fewer double negative T cells (0.087 x10^3 cells/μl) compared to their HC counterparts (0.157 x10^3 cells/μl; p = 0.015; Figure 2-11A). In contrast to the enumerated data, the difference in the proportion for double negative T cells did not reach the significance threshold, while the proportion of activated T cells (p = 0.031) were found to be significantly higher in the MS cohort (Figure 2-10C).

Within the Treg compartment we observed that the subset group average numbers between the cohorts were broadly similar, but that activated Treg (HLA-DR+) were significantly increased in the MS cohort (0.0283 x 10^3 cells/μl) over the HC (0.0161 x 10^3 cells/μl; p = 0.0251; Figure 2-11B). In the proportional distribution, the difference was also significant, with MS participants showing an increased proportion of activated Treg (MS 1.21% vs. HC 0.61%; p = 0.0017; Figure 2-11D).

2.4.4.3 The ratio of CD4 to CD8 in progressive MS.
Lastly, we calculated the ratio of CD4+ to CD8+ T cells and observed that this ratio was significantly altered in the MS cohort, with some MS participants showing values of up to 9.5:1 in favour of the CD4 compartment. This ratio was also significantly different in comparison to the HC (p = 0.0184; Figure 2-12).
Figure 2.11 Absolute number (A&B) and proportion (C&D) of minor T cell subsets in the PB.

Each data point represents an individual participant sample. Bars indicate mean and SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001)
Figure 2-12 Ratio of CD4 to CD8.
Data calculated from the enumerated cell values. Each data point represents an individual participant sample. Bars indicate mean and SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001)
2.4.5 Peripheral B cells in progressive MS.

From our B-cell panel data, we calculated the total B-cell, T-cell, and leukocyte (CD45+) cell numbers. We observed no significant difference in the total number of these cells between the cohorts. B cells showed very little difference between the means, which may be due to the wide range in the total numbers from individual participants (MS 0.371 x10^3 cells/μl vs HC 0.391 x10^3 cells/μl; Figure 2-13).

A detailed phenotypic breakdown of the B cell compartment and enumeration of the subsets did not reveal any difference in the average count per group, but we observed a trend where double negative B cells appeared less numerous (p = 0.0517), while transitional B cells appeared more common (p = 0.0848) in the PB of MS participants in contrast to HC (Figure 2-14). We then calculated the relative proportion of B-cell subsets as a fraction of all CD19+ events, allowing us to determine if the composition of the B-cell compartment was altered in MS. We observed differences in the switched memory subset, where MS participants (8.50%) had a significantly smaller proportion compared to the HC (15.75%; p = 0.0104). Similarly, double negative B-cell proportions were lower in MS participants (HC 20% vs. MS 10%; p = 0.0114) while the proportion of transitional B cells were significantly greater (HC 3.47 vs. MS 6.53; p = 0.0067; Figure 2-15). Together, these observations show that in progressive MS, the B-cell compartment is distinctly altered, with what is a larger transitional B-cell compartment, and fewer class-switched mature and double negative B cells (Figure 2-16).
Figure 2-13 Absolute number of B cells, T cells and leukocytes in the PB from B-cell panel data.
Each data point represents an individual participant sample. Bars indicate mean and SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001)

Figure 2-14 Absolute number of B-cell subsets in the PB.
Each data point represents an individual participant sample. Bars indicate mean and SD. ns. = not significant * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001)
Figure 2-15 The proportion of B-cell subsets relative to all CD19+ events. Each data point represents an individual participant sample. Bars indicate mean and SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).

Figure 2-16 Proportional composition of the B-cell compartment in HC and MS. Each section is representative of the group mean proportion for the relevant subset.
2.4.6 Peripheral myeloid cells in untreated MS.

We enumerated myeloid lineage cell subsets with our NK/DC/granulocyte panel to determine if any changes in their absolute numbers were present in the MS cohort. Neither of the lineage cell group averages varied to a degree that met the definition of statistically significance (Figure 2-17A-D). We did, however, observe that neutrophil numbers appeared elevated in the MS cohort when compared to the HC although this trend fell short of the significance threshold (p = 0.071; Figure 2-17A).

To determine the activation state of monocytes in our participants, we assessed expression of HLA-DR, CD40, and CD85k in our monocyte panel (Figure 2-18A-D). No significant differences in the expression of activation markers (Figure 2-18A-C) nor for the proportion of monocytes staining positive for HLA-DR (Figure 2-18D) were observed when the MS and HC cohorts were compared. Furthermore, no significant differences in expression of these markers was noted when we subdivided monocytes using CD14 and CD16 phenotypes, into classical, non-classical, and intermediate subsets (Figure 2-19).

We also calculated myeloid cell proportions in relation to the total cells commonly present in the peripheral blood mononuclear (PBMC) fraction thus excluding all large granulocytic cells. PBMC as a sample source is commonly used in immune research owning to the reliable long-term storage of such samples. We aimed to establish what the proportional makeup of the PBMC alone would show, and this would allow us to relate our data to previously published work. From this calculation we observed no trends and no significant inter-cohort variation (Figure 2-20).
Figure 2-17 Total number of myeloid cells by immune subset.
A: large granulocytes, B: monocytes, C: dendritic cells (DC) and transitional monocytes, D: NK cells. Each data point represents an individual participant sample. Bars indicate mean and SD. ns. = not significant. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001)
Figure 2-18 Expression (gMFI) of activation markers of all monocytes. (A) CD40, (B) CD85k, (C) HLA-DR and % of positive HLA-DR staining (D). Each data point represents an individual participant sample. Bars indicate mean and SD.
Figure 2-19 Expression (gMFI) of HLA-DR, CD40 and CD85k on monocytes by subset.

Each data point represents an individual participant sample. Bars indicate mean and SD.
Figure 2-20 Proportional makeup of the monocyte compartment relative to all PBMC.

Each data point represents an individual participant sample. Bars indicate mean and SD.
2.4.7 The proportional composition of the immune system in MS.

We pooled all T-, B- and myeloid cell panel data and calculated the relative proportion of each lineage subset as a percentage of the total leukocyte fraction (CD45+). The group average of each subset for MS and HC participants were then compared. We aimed to assess if there were any significant changes to the proportional makeup of the peripheral immune cell compartment as a whole, and to confirm alterations within the enumerated data. We depict in Figure 2-21 only those subsets that reached the definition of statistically significant or where a very strong trend presented.

Predominantly, T-cell subsets were affected, and we observed two trends whereby the proportion of CD3 T cells (p = 0.085; Figure 2-21A), as well CD8 effector cells (p = 0.083; Figure 2-21C) were lower in the MS cohort. For some subsets the fraction present in the MS cohort were significantly lower than the HC, and these include: CD8 T cells (p = 0.0104; Figure 2-21B), CD4 effector memory (p = 0.0491; Figure 2-21D), double negative T cells (p = 0.0212; Figure 2-21F), double negative B cells (p = 0.0113; Figure 2-21G), and plasmacytoid DC (p = 0.0212; Figure 2-21H). Conversely, we noted an increase in the proportion of activated Treg in untreated MS compared to HC (p = 0.0177; Figure 2-21E).
Figure 2-21 Total proportion of immune subsets relative to all CD45+ cells. Each data point represents an individual participant sample. Bars indicate mean and SD. ns. = not significant. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001)
2.4.8 Immune system stability over time.

To better relate our findings within the context of a dynamic system, we collected repeat samples at three-monthly intervals on 13 of the 15 participants of our HC. For each immune subset, we calculated the absolute number of cells present at the three timepoints (T0, T3 and T6). We collated this data into group averages to establish what variations occur naturally between the timepoints and to identify those immune subsets that may be prone to change. In total, thirty-nine terminally gated immune subsets were assessed. Given the large number of repeat tests, we corrected for multiple comparisons.

Overwhelmingly, we observed highly consistent numbers for the total number of cells within each subset (Figure 2-22A-E). We were not able to limit sample collection to a set time of day, which may have increased sampling variation. Only non-switched memory B cells numbers varied to the degree where a significant change between the time points could be described ($p = 0.0078$, corrected; Figure 2-22F). We observed an increase in total numbers in this subset between T0 and T6, with substantially more of this cell type present in the periphery at T6. No other subset showed changes that suggested a significant change in the number of cells over the course of the study.
Figure 2-22 Representative plots of immune cells subset variation in the HC.

Each graph depicts the absolute number of cells from a separate immune subset for individual participants.
2.4.9 SPADE analysis.

We performed an exploratory analysis on our dataset to establish the utility of high dimensional cytometry data analysis tools. While our dataset remained small, we aimed to establish what larger scale dataset handling would involve and understand the feasibility of alternative analytical methods. We further aimed to explore the combined use of classical and new techniques for data analysis to look for trends and verify the newer tools’ ability to display classically-derived observations.

We sought out tools that contrasted strongly with standard cytometry gating. Classical gating and analysis can be very subjective as it allows for only two parameter visualisations at a time, whereas the entire dataset is far more complex and exists in multidimensional space. Due to its subjective focus, standard cytometry analysis can result in information being lost, which contrasts to high dimensional cytometry tools that identify trends by visualising the dataset in its entirety (Lugli et al., 2010). The use of these tools however remains exploratory, with conventional data analysis forming the basis of good reporting.

We selected SPADE as it has been reported in the literature to be effective at discriminating different cell populations from flow cytometry data (Bendall et al., 2011). SPADE is a form of cluster analysis where subpopulations are generated based on the available expression of antigens on the surface of the cell and how well each cell relates to other cells within the same analysis (Qiu et al., 2011). It helps identify known subtypes while not excluding rare or unknown ones. Cells are structured in a branch like plot detailing cluster relationships using all measured protein markers from the different cell types across the data.

We focussed on T cell and B cell data as these subset changes were most prominent for the MS participants. All MS and all HC participant raw data files were collated after which a separate SPADE analysis run was performed on each collated group. The SPADE trees for each group was then depicted as heatmap overlays for each antibody marker. We sequentially exported selections of nodes based on the marker expression back into FlowJo to confirm positivity using conventional gating. We then compared
the proportion of nodes between HC and MS plots to illustrate the differences between the cohorts.

Together, the key subset alterations observed from our conventional analysis approach were also reflected in SPADE trees. We observed a smaller proportion of double negative T-cell nodes, a loss of CD8 cells (Figure 2-23), and an increase in CD4 memory cells (Figure 2-24) in the MS cohort. For B cells, the naïve compartment in MS was expanded and with a reduction in memory subsets observed (Figure 2-25), and transitional B cells in the MS participants were also expanded (Figure 2-26).
Figure 2-23 Heatmap of marker expression of SPADE tree plots for all T cells (CD4&CD8).

HC (top) vs. MS (bottom). Grey encircled events depict CD4-CD8- T cells (left) or the loss of CD8 events (right).
Figure 2-24 SPADE tree heatmap of marker expression of for all T cells (CD45RA&CCR7).
HC (top) vs. MS (bottom). Grey encircled events depict memory (left) or central memory T cell events (right).
Figure 2-25 SPADE tree heatmap of marker expression for all B-cells (CD27&IgD).
HC (top) vs. MS (bottom). Grey encircled events depict naïve (left) or memory B cell events (right).
Transitional B cells

(CD38++,CD24++)

Figure 2-26 SPADE tree heatmap of marker expression for all B-cells (CD38&CD24).

HC (top) vs. MS (bottom). Grey encircled events depict Transitional B cells by CD38 (left) or CD24 (right) expression.
2.5 Discussion.

Overall, our data showed changes to the peripheral immune compartment in people with progressive MS. Our work was focussed on \textit{ex vivo} peripheral immune cells from people with progressive MS, who were not on treatment, yet despite the broad scope of our phenotyping investigations, we found that the most substantive changes appeared in the T-cell compartment. T cells are a well-researched immune subset in MS, and this research has been aided by the available models for the disease in which the most commonly used, experimental autoimmune encephalomyelitis (EAE), is caused by autoreactive T cells. These models have been shown to be effective in drug discovery and determining treatment efficacy, although no single model can encompass all aspects of MS pathogenesis (Robinson et al., 2014). Furthermore, there is currently no model for progressive disease.

In expanding our investigation to all commonly present PB subsets, we aimed to form a complete picture of the peripheral immune compartment in MS. While we observed striking changes in the T-cell compartment, other subsets were also noteworthy. As such, these results warrant further discussion while some of our findings need to be contextualized in relation to previous literature.

2.5.1 T cells in the periphery.

Evidence suggests that the composition of T-, B- and regulatory cells are crucial in modulating the quality and magnitude of the immune response (Sakaguchi et al., 2008). Given the underlying pathophysiology of the untreated progressive MS cohort in this study, we hypothesised that we would observe significant changes to their immune subset composition. Indeed, we found substantial differences in cell numbers and percentages, particularly in the T-cell compartment.

We noted that in the CD8 compartment there were significantly fewer CD8+ cells in proportion to all CD45+ cells as well a trend toward fewer CD8+ cell numbers and a reduction in their proportion relative to all T cells. Within this subset, we further showed fewer CD8+ naïve cell numbers, underpinned by a reduction in their
proportion relative to all T cells, although this data failed to reach significance. Overall, we can conclude that the CD8+ T-cell compartment in MS appears contracted.

Within the CD4 compartment, we noted a significant increase in CD4+ cells in proportion to all T cells for MS. Looking more closely at whether one population contributed to this elevation, we found the proportion of CD4+ effector memory cells relative to CD45+ cells was lower while the proportion of CD4+ central memory relative to CD3 was increased. Effector memory cells are those that migrate to sites of inflammation and can have immediate effector function while central memory requires stimulation input to differentiate into effector cells (Sallusto et al., 2004). The imbalance within the CD4+ compartment speaks to a loss of effector cells from the periphery, which have likely migrated to sites of active inflammation.

Our study identified a significant imbalance between the CD4 and CD8 compartments as evidenced by a significant increase in the CD4:CD8 ratio for our MS cohort. Our HC participants had an average ratio of 2.32, contrasting to 4.47 in the MS cohort. This ratio can be described by the general loss of cells from the CD8 compartment, particularly naïve CD8+ cells, and an increase in the CD4+ cells, particularly the CD4+ CM subset. Our findings are supported by a report, which also measured the T-cell compartment in MS (Pender et al., 2014). Similar to our data, Pender et al. show an increased CD4:CD8 ratio due to a loss of CD8 cells from a decrease in naïve CD8+ cells, specifically for their progressive cohort. They also report an imbalance in the CD8+ EM and CM compartment, which we did not observe. They do, however, note that phenotyping with CCR7 as used in our panel, over their use of CD62L, resulted in less significant differences, which may explain the differences in our results.

Treg are T cells that are enriched in suppressor activity and thought to play a dominant role in the regulation of autoreactive T cells (Rudensky, 2005). Between 20-30 % of Treg are activated, expressing HLA-DR, and these cells are known to inhibit T cell proliferation and cytokine production (Baecher-Allan et al., 2006). Our data showed an increase in activated Treg in absolute count, and in the proportion relative to total CD3, and the proportion relative to CD45+ cells in the MS cohort. A report by Venken et al. found no significant difference in the proportion of Treg as they relate to total CD4 cells between HC, RRMS and SPMS patients (Venken et al., 2006). A direct
comparison of our whole blood data to theirs is not possible owing to their use of a CD4 bead separation, but we suggest that our absolute enumeration data are a better representation of the Treg population in the periphery.

Another T-cell subset we observed to be altered were double negative (DN) T cells: those expressing a TCR but lacking either CD4 or CD8. We could, however, not exclude the presence of other low frequency subsets, such as NK T cells, or mucosal associated invariant T cells (MAIT) from this population. In autoimmune lupus, DN T cells are expanded, and produced significant amount of IL-17 and INFγ and are considered to be contributing to disease pathogenesis (Crispín et al., 2008). In another report, for a cohort of individuals who had experienced a stroke, DN T cells were also found increased in the periphery, and observed to be associated with stroke lesions, enhancing neuroinflammation and contributing to brain injury (Meng et al., 2019). Our data showed a significant decrease in their numbers in the periphery and in the proportion to all cells in MS patients, which is in contrast to the changes reported during another autoimmune condition (i.e. lupus) and stroke. However, we could not find a report of their presence in MS in the literature but suggest that these cells may be involved in the disease or repair process and their contribution merits further exploration.

2.5.2 B cells in the periphery.

B cells (specifically plasma cells) produce oligoclonal immunoglobulin which are detected as bands in the cerebrospinal fluid (CSF) and are one of the most distinctive features of MS. B cell-targeting therapies are some of the more successful treatment options in MS, owing to their ability to drastically reduce the numbers of B cells in the periphery and by extension the CNS. However, because these therapies do not target plasma cells, oligoclonal bands persist in spite of the dramatic improvement in disease. B cells are very effective antigen presenting cells and are thought to contribute to MS by driving T-cell auto-reactive antigen responses (Jakimovski et al., 2017). B cells can also express a range of cytokines thus contributing to another key pathogenic process in MS and contributing to inflammation and innate immune activity (Staun-Ram and Miller, 2017).
To better understand whether cells of the B-cell compartment might contribute to MS pathogenesis, we determined total cell numbers of the most common subsets present in the peripheral blood. We observed no significant change in the number of B cells in our progressive cohort. This lack of change in enumerated B cells in MS compared to HC has previously been observed (Jones et al., 2017; Seidi et al., 2002), which is in line with our observations here.

B cell functions can be readily deduced by their expression of key markers of the subset’s maturation phases. Naïve B cells are antigen inexperienced and differentiate to memory cells or plasma cells on stimulation with antigen. Memory cells are the reactive cells of the B-cell lineage and can also mature to antibody secreting plasma cells on second stimulation. Class switching of memory cells is dependent on T-cell mediated activation, while unswitched memory B cells are T cell independent early responders (Haas et al., 2011).

The changes we observed were mostly in the proportional composition of the B-cell compartment and these changes suggest an altered functional capacity (Claes et al., 2015) in our MS cohort. Our data showed a contraction in the periphery of memory B cells, particularly the DN B cells and switched memory subsets with a corresponding expansion in transitional cells. Similarly, results by Haas et al. have shown an overall contraction in class switched and unswitched subsets, with a corresponding increase in naïve cells (Haas et al., 2011). It has been suggested that switched memory B cells, alongside plasmablasts and plasma cells have increased ability to cross the blood brain barrier (BBB) (von Büdingen et al., 2011; Niino et al., 2009). Even though the Haas et al. data was from untreated RRMS patients, the overlap in subset changes are worth noting particularly as others have also noted the increase in naïve cells, especially during active relapse (Niino et al., 2009). The increase in naïve cells for our cohort was not significant, possibly due to a lower power from a small sample number, as well as a single outlier participant with very low naïve cells numbers.

We further reported a contraction in DN B cells, and find this result also present in the literature but in an RRMS cohort (Haas et al., 2011). Lastly, we observed an increase in the absolute number and proportional compositional of transitional B cells in our
cohort. A report in the literature showed this subset to be unaltered in a cohort of mixed relapse and progressive subjects (Michel et al., 2014), while others report that therapeutic efficacy in MS can go hand in hand with an increase in this subset (Blumenfeld et al., 2016; Schubert et al., 2015). Because our understanding of this subset is still developing, it is unclear what the collective impact of the changes in the B-cell compartment will have at this time. Overall, we note substantive change to the composition of the B-cell compartment in MS with key changes reflecting those from other authors.

2.5.3 DC, NK cells and monocytes.

Dendritic cells (DC) are very low abundance (~13 cells/μl) in the peripheral blood and are innate immune antigen presenting effector cells. Their role in MS pathogenesis is thought to be to activate and steer autoimmune-mediated inflammatory responses (Karni et al., 2006). Their total numbers have not been reported to vary significantly in MS compared to HC (Han et al., 2014; Sellebjerg et al., 2012), and we observed similar results. DC have been shown to have an increased proportion of co-stimulatory marker expression such as CD86 and CD80 in MS (Comabella et al., 2009; Thewissen et al., 2014) as well as increased cytokine production in response to LPS stimulation (Karni et al., 2006). Although these markers were not part of our assay for this study, they speak to a change in DC function and activity that may be crucial in MS. In this study, the only significant change we observed was a reduction in the plasmacytoid DC (pDC) subset in relation to all CD45 cells. Such a reduction in pDC cell proportions in the periphery, particularly in progressive patients, has previously been observed (Thewissen et al., 2014), with others also noting a significant change in expression of activation markers, cytokine responses and an ability to induce T-cell proliferation (Gandhi et al., 2010).

NK cells act as cytotoxic cytokine-producing cells targeting virally-infected or malignant cells (Cooper et al., 2001). We investigated two distinct NK cell subsets based on the level of CD56 expression. Dim cells are primarily engaged with cytotoxic activity, while the bright CD56 expressing cells are believed to effect a more regulatory function through cytokine production (Cooper et al., 2001). Data on NK cells change in terms of number and composition in the periphery in MS yield conflicting reports.
We note a comment by Kastrukoff et al. suggesting disease heterogeneity, different disease course sampling, and technical limitations may limit accurate description of these cells in MS (Kastrukoff et al., 1998). Our data found no significant change in NK cells subset or proportions when compared to a HC. Furthermore, we note that some reports suggest substantive changes in the amount of bright NK cells subsets occurring alongside response to treatment, suggesting their enumeration during investigations for new immunomodulatory therapies as useful (Gandhi et al., 2010).

Monocytes are immune effector cells with three different subsets present in the periphery. Using a combination of overlapping markers to detect these subsets we observed no significant changes to either the absolute number or proportional composition in our MS participants when compared to HC. Our group had previously shown that the proportion of CD16+ monocytes as a proportion of PBMC increased in a cohort of untreated MS participants comprising primarily relapsing-remitting patients (Chuluundorj et al., 2014). Others have similarly shown that the composition of subsets of monocytes within the monocyte compartment may be altered in MS, noting that an increase in non-classical cells occurs with an associated reduction in classical cells (Gjelstrup et al., 2018). In contrast, some reports show an opposing reduction in CD16+ cells in the periphery of patients with MS (Waschbisch et al., 2016). As our data here focussed on a smaller cohort of only progressive phase patients, using absolute enumeration, our findings cannot be easily compared to these earlier works.

### 2.5.4 Immune system stability and SPADE analysis of whole blood.

We posited that our HC would show a high degree of stability in terms of the numbers and proportional composition of their peripheral immune cells over time. This was found to be the case, in that overwhelmingly, of the 38 terminal subsets analysed at three time points, only a single subset varied to the degree where the values differed enough to reach the definition of statistically significant. We would comment that for this analysis we corrected the data for multiple comparisons, ensuring a very high threshold for detectable differences. A well powered study (n = 638) has suggested that the overwhelming majority of variation that contributes to immune sampling readouts comes from interparticipant samples, whereas intrainindividual (repeat)
sampling has a very low level of variation, indicating that the longitudinal composition of the healthy immune system is highly stable (Carr et al., 2016). Collectively, this data supports high degree of stability in immune subset number and composition in the HC over time.

From our SPADE analysis we observed a high degree of overlap in the proportional makeup of the SPADE plots with those seen from conventional cytometry data. As our analysis was limited to only eight markers in each panel, we could not use this tool to identify new or unknown subsets. We conclude that the use here aids in whole subset visualisation, but that to get full use out of these tools, many more lineage markers, cytokines, and phosphorylation targets should be included in future work to aid in subset identification.
2.6 Conclusion.

Our detailed subset phenotyping highlighted phenotypic alterations in progressive MS. These observations raise the question of whether phenotypic changes are primarily due to MS or secondary to progressive disease processes. Certainly, our lymphocyte data, which was in agreement with previous reports by others, suggests these changes are stable and characteristic of progressive MS. In contrast, we found only limited changes in innate immune cell numbers and composition, observing only that the proportion of plasmacytoid DC was significantly reduced. One possibility for this difference is that lymphocytes have been more thoroughly classified phenotypically, allowing us to infer their function from surface marker expression while for the less well characterised innate cells, we are more limited.

The observations from our progressive cohort are also often noted in patients with a relapsing-remitting disease course. These immune subset changes therefore appear to have persisted from early relapsing disease, as most relapsing patients transition into a progressive disease course. Progressive patients are also refractory to therapy, suggesting that in progressive pathology, phenotypic alterations become secondary to progressive disease processes. Lastly, we observed that SPADE plots are an informative tool to represent the phenotypic hierarchy and marker expression in immune subsets and we advocate for the use of such tools to complement cytometry data analysis. Together, this work aligns with the many reports of an activated phenotypic composition in MS, and forms the basis from which to focus our work into the functional characteristics of innate cells in progressive MS.
2.7 Limitations.

Our control cohort was prospectively recruited with the aim of acting as a matched cohort to 36 MS CRISP participants. When the CRISP trial finished early, the age range and sex demographics of that cohort were not aligned well to the recruited HC. As such, these two factors may limit and add confounding variables to our dataset given that the heterogeneity of participants in terms of age and gender distribution, irrespective of disease phenotype, has been shown to contribute significantly to the compositional makeup of immune cells in a population (Aguirre-Gamboa et al., 2016; Carr et al., 2016).

Experimental based limitations that are worth noting are that the CD85k isotype control in our whole blood monocyte panel showed no difference in staining compared to its matched antibody. Therefore, non-specific binding of CD85k to its target epitope could not be excluded, although this was not anticipated. Also, our phenotyping of DN T-cells was limited by the lack of markers to correctly identify MAIT and NK T-cells (Juvet and Zhang, 2012) and speaks to a broader issue where very minor subsets of cells may be present in what are terminally gated populations. This issue is primarily due to a limitation inherent in phenotyping where restrictive numbers of lineage markers are used. Finally, SPADE trees were generated using separate data files for HC and MS participants. This limits the ability to interpret differences in nodes between the trees.

Lastly, instrument longitudinal controls used to maintain a cytometer over time are not always fully effective. While we tried to limit changes to our instrument over the duration of our study, we cannot determine what contribution variation in the instrument’s settings may have had on our data. Including a biological control with repeat analysis over the duration of future longitudinal acquisitions would be the way to control for variation and allow for manual adjustments to be made. At worse, a variation of up to the limit of acceptable detector fluctuation could be introduced into our data. We noted no significant change in instrument variation that could not be corrected with an engineering calibration. This puts the quality of our data on par with those from other publications.

This chapter lists the methods we used to obtain a dataset that is analysed and discussed in Chapters 4 and 5. The methods are presented together as they formed a reproducible and consistent approach to sample processing for all our in vitro cytokine, transcription factor, and dopamine receptor expression data. The use of these methods resulted in a dataset that comprised 36 samples with near identical processing, treatment, and staining conditions. To produce this final dataset, each revived participant sample was split into separate culture tubes so that each sample could be processed for all in vitro conditions and be stained for all output measures. The analysis of each sample spanned a three-day process, starting with PBMC revival on day 1, stimulation and staining over days 1 and 2, and cytometric data acquisition on day 3. Furthermore, we processed two samples per week and interspersed healthy and MS participant samples over the course of the experimental period. We acquired all 36 samples consecutively over a period of eight months. The collated data generated from the 36 participant samples was then divided into treatment response groups: clozapine treatment responses are reported in Chapter 4 and MIS416 treatment responses in Chapter 5. In presenting clozapine and MIS416 data separately, we aim to show the respective drugs’ immunomodulatory effects in progressive MS.

We further include in this chapter a section of results that validates the combination of participants from two separately recruited clinical trials into a single cohort. This validation includes cytokine and surface marker expression data. The 36 PBMC samples used in the in vitro analysis in this thesis were from the CRISP and MIS416 trials. The validation results are presented here to highlight any limitations that may arise from using participants from separately recruited cohorts, together.

Lastly, we introduce a new spectral cytometry platform used during the acquisition of our data, and detail its implementation, optimisation, and quality control. Autofluorescent noise has been a consistent issue in cytometry. With this new platform we demonstrate how it was effectively removed to improve the resolution of our cytometry data.
3.1 Sample collection and storage.

All participant samples were collected and extracted using two sets of standardised methods. All CRISP and healthy control participant samples were collected, stored and processed by the author in Wellington. The MIS416 participant samples were collected from Auckland and Wellington, processed to frozen PBMC centrally by the team at Innate Immunotherapeutics in Auckland, and then shipped to Wellington for *in vitro* culture and analysis by the author.

3.1.1.1 CRISP trial sample processing.
All CRISP samples were processed by the author. Blood was collected by venepuncture directly into a CPT tube with heparin (BD, US). This tube allowed for the closed separation of mononuclear cells using density gradient centrifugation (BD, 2019). These samples were collected and processed within two hours and PBMC isolation was performed per manufacturers’ instruction.

Upon processing the tube was centrifuged at 1800g at room temperature in a benchtop laboratory centrifuge. Following centrifugation, the plasma component was pipetted off and stored at -80°C. The PBMC fraction was pipetted off into 40 ml cold Dulbecco’s Modified Eagle medium (DMEM) (ThermoFisher, US) and a 50 μl aliquot was taken for microscopic cell count. The remainder was inverted to mix and centrifuged at 350g for 7 minutes. The supernatant was then discarded by decanting and cells gently resuspended up to $5 \times 10^6$ cells in the remaining supernatant. A dropwise addition of freezing media (80% FCS & 20% DMSO) at 1:1 ratio was added, and the total suspension then transferred into a labelled cryovial. The cryovial vial was placed into a foam slow freezing container and frozen at -80°C overnight. The following day, the vials of PBMC were transferred into liquid nitrogen for storage until use.

3.1.1.2 MIS416 trial sample processing.
All MIS416 trial participant samples were processed by technical staff from Innate Immunotherapeutics (Auckland, NZ) with blood samples collected at trial sites. Briefly, blood was collected by venepuncture into standard BD heparinised sample tubes. In
further contrast to CRISP samples, PBMC were separated by Ficoll (Sigma, US) density gradient separation. For this, 1:1 blood and PBS were combined, mixed by inverting and layered onto 3ml Ficoll media in a conical tube. The sample was then centrifuged at 400g for 30 minutes at room temperature with no break. Next, the buffy coat was washed with cold PBS and pelleted as above. Pelleted cells were resuspended in 1:1 Freezing medium and frozen overnight using a slow freezing container. The next day, cells were transferred into liquid nitrogen for long term storage.

3.2 PBMC processing, staining and data acquisition.

All PBMC were processed consecutively over an eight-month period using the standardised methods listed below. All in vitro culture, data acquisition and analysis were performed by the author.

3.2.1 PBMC culture and staining.

3.2.1.1 Culture Media.

All PBMC were cultured in complete media. Media was prepared using the volumes described below from stock reagents. Stock concentration indicated in brackets unless stated as final.

50 mL complete media – Stored at 4°C – contains:
- 43 mL DMEM (Gibco, US)
- 5 ml intact foetal calf serum (FCS) (heat inactivated and sterile filtered)
- 1 ml HEPES (1M) (Gibco, US)
- 0.5 ml Pen/Strep (5000 μg/ml)(Gibco, US)
- 0.5 ml non-essential amino acids (NEAA) (100x) (Gibco, US)
- 0.5 ml L-glutamine (200 mM) (Gibco, US)
- 18 μl B-mercaptoethanol (50 μM) (Gibco, US)

3.2.1.2 PBMC Thawing.

All participant PBMC were revived for in vitro culture by thawing cells rapidly in a water bath at 37°C. Thawed cells were transferred into 50 ml warmed complete media
containing DNase 1 (Invitrogen, US) (27.5 u/μl final). An aliquot was taken for microscopic cell count and viability check by trypan blue exclusion. All samples were recovered with greater than 85% of cells viable. Cells were then immediately centrifuged at 350g for 7 minutes, the supernatant decanted, and 50 ml fresh warmed complete media added. Cells were again pelleted as above and resuspended in 50 ml warm complete media and rested for 90 minutes at standard culture conditions (37°C; 5% CO₂). Finally, cells were pelleted and resuspended at 10⁷ cells/ml.

3.2.1.3 PBMC culture conditions.
450 µl warmed (37°C) complete media was aliquoted into polypropylene FACS tubes and stimulating and treatment agents added for final concentrations as follows: lipopolysaccharide (LPS; 0.1 ng/ml)(see 5.4.3.2), MIS416 (5 µg/ml)(see 5.4.3), and clozapine (40 nM)(see 4.4.2).

Into each stimulation tube we then added 0.5 x 10⁶ cells. Baseline (T0) cells were immediately viability stained and fixed (see 3.2.1.4), and then held at room temperature. All other tubes were incubated at standard in vitro conditions (37°C, 5% CO₂). After three hours (T3), tubes for phosphoprotein analysis were pelleted (450 g for 4 minutes), viability stained and fixed (see 3.2.1.4), and held at room temperature. We simultaneously added 0.25 µl GolgiPlug (BD, US) and 0.13 µl GolgiStop (BD, US) into tubes for cytokine analysis, followed by continuing overnight culture. To terminate the overnight cultures (T24) we added 50 µl of a 20 mM EDTA solution and pipetted the cultures to detach adherent cells. The tubes were then pelleted, viability stained, fixed and held at room temperature.

3.2.1.4 PBMC viability stain and fixation.
All PBMC samples for in vitro analysis were stained with a viability dye and fixed prior to any permeabilisation and antibody staining. With thawed PBMC as sample source, we though it pertinent to assess cellular viability on all our assays to limit the inclusion of dead or dying cells in the analysis. To this end, we included a viability dye in our cytometry panel. Live/Dead Fixable Yellow stain (Thermofisher, US) was user in all PBMC cytometry acquisitions follows.
Immediately following the separate incubations from our *in vitro* culture (see culture conditions 3.2.1.3), cells were washed with 500 μl cold phosphate buffered saline (PBS) (Gibco, US), pelleted and stained with Live/Dead Fixable Yellow (Thermofisher, US) using 0.4 μl of the reconstituted dye per 0.5 x 10⁶ cells in cold PBS for 15 minutes protected from light. The stained cells were then pelleted, washed with 500 μl cold PBS, pelleted again, and fixed with 500 μl pre warmed (37°C) 1x Lyse/Fix Buffer (BD, US) for 15 minutes at room temperature. All dead/dying cells were excluded from cytometry data using Live/Dead Fixable Yellow exclusion gating (Figure 3-2).

3.2.1.5 PBMC permeabilisation, blocking and antibody staining.

All cells for intracellular cytokine and transcription factor staining were permeabilised prior to staining. PBMC for dopamine receptor staining were not permeabilised prior to staining. Cells for permeabilisation were pelleted and washed cells with 1 ml FACS buffer (PBS with 2% FCS and 0.1% Sodium Azide (1M)) and then added 1 ml of cold Perm/Wash buffer (BD, US) for 15 minutes on ice. Following incubation, the permeabilised cells were pelleted, the supernatant decanted, and then held on ice protected from light.

As monocytes/macrophages contain high numbers of Fc receptors that may interact and bind non-specifically to monoclonal antibodies, all cells for all conditions/stains were subject to a blocking step to negate this non-specific interaction. Blocking also eliminated the need for isotype controls during our acquisition (Andersen et al., 2016). All cells were blocked with 2.5 μl Fc Block (BD, US) in 100 μl FACS buffer for 15 minutes on ice protected from light prior to any lineage, dopamine, transcription factor or cytokine staining.

All blocked cells were then stained with a cocktail of lineage markers and interest markers (Table 3-1) by adding the relevant test volume (for 0.5 x 10⁶ cells) of freshly made antibody cocktail, and then mix and hold the cells on ice protected from light for 15 minutes. Brilliant Stain buffer (BD, US) was added to all antibody cocktail tubes to prevent staining artefacts that can arise from the use of multiple BD Horizon dyes. All PBMC were stained with the PBMC lineage stain. In addition to the PBMC lineage stain, separate aliquots from the respective treatment conditions were stained with either tube 1, 2, 3 or 4 respectively. This resulted in a consistent lineage marker stain.
with only the reported dyes varying between the treatment conditions. All stained tubes were washed with 500 μl FACS buffer, the supernatant decanted, and cells stored overnight at 4°C protected from light. Cytometry was then performed the next day.

Table 3-1 Antibody cocktail mixture for in vitro PBMC staining.

<table>
<thead>
<tr>
<th>Tube 1</th>
<th>Tube 3</th>
<th>PBMC Lineage Stain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antibody Conjugate</td>
<td>Test (μl)</td>
<td>Antibody Conjugate</td>
</tr>
<tr>
<td>DR1 PE</td>
<td>1,5</td>
<td>TNF BV421</td>
</tr>
<tr>
<td>DR2 AF488</td>
<td>1,5</td>
<td>IL-6 PE-CF594</td>
</tr>
<tr>
<td>KO AF647</td>
<td>1,5</td>
<td>IL-10 PE</td>
</tr>
<tr>
<td>DR5 AF405</td>
<td>2,5</td>
<td>IL-1b AF647</td>
</tr>
<tr>
<td></td>
<td></td>
<td>INFγ AF488</td>
</tr>
<tr>
<td>Test Volume</td>
<td>7</td>
<td>Test Volume</td>
</tr>
<tr>
<td>Tube 2</td>
<td>Tube 4</td>
<td></td>
</tr>
<tr>
<td>Antibody Conjugate</td>
<td>Test (μl)</td>
<td>Antibody Conjugate</td>
</tr>
<tr>
<td>DR3 AF488</td>
<td>1,5</td>
<td>CREB AF488</td>
</tr>
<tr>
<td>DR4 AF647</td>
<td>1,5</td>
<td>STAT1 AF647</td>
</tr>
<tr>
<td></td>
<td></td>
<td>STAT3 PE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P65 PE-CF594</td>
</tr>
<tr>
<td>Test Volume</td>
<td>3</td>
<td>Test Volume</td>
</tr>
</tbody>
</table>

For antibody titrations optimisation see 3.3.3. All PBMC were staining with the PBMC lineage stain. Separate aliquots from the respective treatment conditions
3.2.2 Spectral cytometry.

Spectral cytometry platforms are based on the same principles as those used in conventional instruments, whereby fluorescence emission at single cell level is detected. Standard instruments utilise a single photon multiplier tube (PMT) channel to detect each fluorophore, limiting the total amount of conjugates in a standard cytometry panel to the number of PMT in the platform. In spectral cytometers, emission from each fluorophore is detected across all PMT (equivalent) channels and there are commonly many more channels in a spectral cytomter. The advances in the newer instruments allow for many more combinations of fluorophores in a single panel. For our PBMC assays we used the Aurora (Cytek, US) platform that could detect a combination of 28 fluorophores.

3.2.2.1 Panel design.

Our panel design strategy was based primarily on the sample source (e.g. PBMC) (Figure 3-1), and experimental conditions. Our first priority was to accurately detect and classify as many different immune subsets as reasonably practical. We used the same reference sources to select optimal lineage marker combinations as was used in our whole blood assays, settling on ten lineage markers to reliably discriminate all the major PBMC subsets (Table 3-2). As discussed, the use of revived PBMC as sample source required the inclusion of a viability marker to discriminate live from dead cells.

We further needed to detect phosphoproteins, cytokines, and dopamine receptors in all subsets in combination with the range of lineage markers. We determined that a consistent lineage marker approach would ensure inter-panel comparability, so settled on five channels for reporter marker expression, a single channel for viability staining, and ten lineage markers. This yielded four panel combinations to detect all output measures (Table 3-2). DR receptors were only available in a very limited set of conjugates, while phosphoprotein epitopes were selected based on their suitability for detection using Cytoperm buffer and the available conjugates (Cytobank, 2019). For cytokines a wider range was available, so we selected those based on the remaining panel slots.
Spectral cytometers are not immune to fluorescence noise (i.e. spread), wherein emission from highly similar fluorophores is detected non-specifically within another channel, reducing the ability to discriminate noise from signal. As with conventional cytometers, this was the major consideration when fluorophore conjugates were selected. With a spectral platform this issue is however less problematic. We utilised the manufacturer's spill-over reference guide (Cytek, 2019) to select a range of conjugates to minimise spread issues.

3.2.2.2 Gating.
PBMC analysis was performed in immune cells subsets identified by lineage phenotyping. All phenotyping was performed in Flowjo (BD, US). We based our gating strategy on the phenotypic gating hierarchy of Han and colleagues (Han et al., 2014). The standardised hierarchical lineage phenotyping used is depicted in Figure 3-2. Given the bi-modal nature of the majority of our lineage markers, we were able to accurately phenotype the PBMC subset with the use of internal negative controls and Boolean gating (Hulspas et al., 2009). For monocytes, we were not able to resolve the classical, intermediary or non-classical subsets commonly found in freshly isolated blood samples. The data here was on stored and thawed PBMC after substantial in vitro manipulation. We therefore gated monocytes as a single subset.
Terminal immune subsets are proportional to the total sample and are depicted as branched bars on the far right with parent subsets preceding. The top ~50% comprise T cells, with myeloid and B cells the remainder. CD11c was omitted from the final staining panel due to manufacturer supply restrictions.
Table 3-2 PBMC panel for all *in vitro* assays.

<table>
<thead>
<tr>
<th>Suggested Fluorochromes</th>
<th>405 nm Violet Laser</th>
<th>488 nm Blue Laser</th>
<th>640 nm Red Laser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excitation Source</td>
<td>V1</td>
<td>V4</td>
<td>V5</td>
</tr>
<tr>
<td>Virtual channel</td>
<td>BV421/AF405</td>
<td>BV480</td>
<td>BV500</td>
</tr>
<tr>
<td>Tube 1: DR</td>
<td>D5</td>
<td>CD14</td>
<td>CD4</td>
</tr>
<tr>
<td>Tube 2: DR</td>
<td>XXXX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tube 3: Cytokines</td>
<td>TNF-a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tube 4: Phosphoflow</td>
<td>XXXX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FMO</td>
<td>XXXX</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Excitation Source        | B2      | B5     | B6     | B8     | B14    | R2     | R5     | R8     |
| Virtual channel          | AF488  | PE     | PE-CF594 | PE-Cy5 | PE-Cy7 | AF647 | AF700 | APC-H7 |
| Suggested Fluorochromes  | PE      | PE-CF594 | PE-Cy5 | PE-Cy7 | AF647 | AF700 | APC-H7 |        |
| Tube 1: DR               | DR2     | DR1 | XXXX | CD8 | CD123 | KO | CD3 | CD45 |
| Tube 2: DR               | D4      | XXXX | XXXX | CD8 | CD123 | DR3 | CD3 | CD45 |
| Tube 3: Cytokines        | INF-g   | IL-10 | IL-6 | CD8 | CD123 | IL-1β | CD3 | CD45 |
| Tube 4: Phosphoflow      | CREB    | STAT1 | P65 | CD8 | CD123 | STAT3 | CD3 | CD45 |
| FMO                      | XXXX    | XXXX | XXXX | CD8 | CD123 | XXXX | CD3 | CD45 |
Figure 3-2 PBMC gating strategy.

All events were gated to be CD45+, single events and, viable. Using CD3 and HLA-DR yielded three populations containing 1: monocytes, DC and B cells; 2: T cells; and 3: NK cells. Legend indicates terminal immune subsets with colours corresponding to the subset population or gate colour.
3.2.2.3 Assay settings.

As with conventional cytometry, spectral instruments require an adjustment of detector voltages, or gains, to ensure optimal detection within each detector. There where 38 detectors in our spectral system that needed to be individually adjusted. As part of the Aurora setup the manufacturer provides a set of gains optimised for multicolour blood analysis. We based our gain settings on these ‘Instrument Settings’ as a starting point. Running sequentially an unstained and then a fully stained sample from a single participant with these settings required only minimal adjustments to ensure all events were on scale for each detector. There was no need for optimal peak positioning on the scale, as the detector range was entirely linear. We then saved the new settings as a set of ‘Application Settings’. Spectroflow v1.0 software (Cytek, US) allows for saved gain settings to be linked to daily quality control (QC) calibration. We could therefore use these parameters during each acquisition, thus ensuring near identical gains were used for each acquisition. While many factors may influence the intensity of the signal detected, the use of essentially identical gains between different acquisitions runs ensured that any changes in the detected emission for a sample where much more likely to be biological than from experimental variation.

3.2.2.4 Controls.

Spectral cytometers do not require compensation controls. Where a fluorophore with a broad emission range over multiple detectors is a disadvantage in conventional cytometry, for spectral instruments this feature of fluorophores offers an advantage to discriminate fluorescent signals. Each fluorophore is detected over the entire range of detectors on the instrument, and given their different excitation and emission properties, allows for each dye to be profiled to create a fingerprint of emission over the detectors. When a sample is run the full spectrum of emission is recorded, and the software can unmix the separate fingerprints of the dyes from the full sample emission. The unmixed data output is to a virtual channel, identical in the data format to that obtained from conventional cytometers. To enable spectral unmixing, we ran a daily set of individual reference controls for each unique fluorophore present in our full PBMC panel stains, and an unstained sample from each participant. These reference controls were then used by the software to unmix the raw sample data. The unstained sample further acted as a reference baseline of auto-fluorescent emission and acted as a reference for the positioning of unstained events for each detector.
The use of overlapping lineage markers between our four PBMC panels left 5 channels free to allow for the detection of reporter markers for cytokines, phosphoproteins and dopamine receptors (Table 3-2). As these reporters were central to our hypothesis, we included a fluorescence minus control (FMO) containing only lineage markers for each participant, to facilitate accurate reporting of expression in these channels. Panel stains with fewer than 5 reporter markers were also used as FMO. We used the FMO control during our gating of reporter channel expression to set a bisecting gate to delineate negative and positive signals for each reporter channel (Figure 3-3).

3.2.2.5 Maintenance.
The Aurora was maintained according to manufacturer’s recommendations and covered under a continual service contract. The instrument’s longitudinal settings were maintained using Spectroflow quality control beads (Cytek, US) from a single lot, over the duration of the experimental use. This maintained the Application Settings for our acquisitions at a constant, while comparable gains were being maintained and adjusted to a constant baseline, ensuring values remained near identical to those first recorded.

3.2.2.6 Data analysis.
All raw cytometry data were recorded and stored in Spectroflow (Cytek, US) in the .fcs file format. We also preformed all spectral unmixing and autofluorescence subtraction in the Spectroflow package. Cytometry data was then analysed in Flowjo v10 (BD, US), with output tables stored in Excel (Microsoft, US) tables.
Figure 3-3 FMO gating for cytokine expression from stimulated monocytes.

Representative data from a single individual. Red peak represents the FMO control, blue the unstained, and orange a sample of stimulated monocytes. The bisecting gate is representative of positive (right) and negative (left) data using the FMO as control.
3.3 Results.

3.3.1 Demographic data.

We assessed *in vitro*-stimulated monocytes in PBMC cultures from two clinical trial cohorts comprising untreated progressive MS participants. Concurrently, we compared responses in PBMC cultures from an age- and sex-matched group of healthy control participants recruited locally from the Wellington region (Table 3-3).

<table>
<thead>
<tr>
<th>Study Population</th>
<th>Healthy</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>27</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>54.33</td>
<td>56.07</td>
</tr>
<tr>
<td>Range</td>
<td>46-66</td>
<td>35-70</td>
</tr>
<tr>
<td>Gender</td>
<td>F:M (% F)</td>
<td>F:M (% F)</td>
</tr>
<tr>
<td></td>
<td>7:2 (77.8)</td>
<td>21:6 (77.8)</td>
</tr>
</tbody>
</table>

Table 3-3 Demographic distribution of all *in vitro* study participants.
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3.3.2 Combined cohort validation.

All the data for our *in vitro* experiments was obtained using the collated samples from two independently recruited cohorts (n=27). To establish whether the participants from the cohorts were inherently different, we performed an inter-cohort comparison of our cytometry output measures to demonstrate the suitability of this strategy and to identify which output measures could be limited by the collation. To obtain this dataset, we collated data from all the MS participants also present in all our in vitro work. We divided their data based on the respective trial where the sample originated. We then compared the common cytometry output measures of the grouped participants (CRIPS vs. MIS416) to determine if there were any data bias introduced due to the differences in trial recruitment and sampling.

We observed no difference in the age or gender distribution between the MIS416 and CRISP participants (Table 3-4).

Table 3-4 Demographic distribution of MS study participants.

<table>
<thead>
<tr>
<th></th>
<th>CRISP</th>
<th>MIS416</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>57.2</td>
<td>55.5</td>
</tr>
<tr>
<td>Range</td>
<td>45 - 69</td>
<td>35 - 70</td>
</tr>
<tr>
<td>Gender</td>
<td>F:M (%)</td>
<td>F:M (%)</td>
</tr>
<tr>
<td></td>
<td>7:2 (71.4)</td>
<td>14:4 (71.4)</td>
</tr>
</tbody>
</table>

3.3.2.1 Dopamine Receptor (DR) expression.
We observed no significant differences in the expression of D 1 - 5 between the CRISP and MIS416 cohorts (Figure 3-4), indicating the combination of the participants into a single group would not place any limitations on the data interpretation.

3.3.2.2 Cytokine expression.
In comparing the cytokine expression between the cohorts, we observed that the MIS416 cohort showed significantly increased levels of cytokine induction in comparison to the CRISP cohort. Specifically, there was a greater induction of pro-
inflammatory cytokine at baseline, with IL-1β (p = 0.0485), IL-6 (p = 0.0338) and TNFα (p = 0.016) comparisons being significantly higher (Figure 3-5A-C). This theme persisted for the LPS&cloz and LPS stimulation data, although IL-1β LPS stimulation fell short of the significance threshold (p = 0.0699). TNFα alone maintained this theme for the clozapine data also. Furthermore, we observed no difference between the cohorts for expression of IL-10 and INFγ for any in vitro condition (Figure 3-5).
Figure 3-4 Inter-cohort comparison of the average DR expression for D1 - D5.
Bars indicate mean, with error bars standard deviation. gMFI = geometric mean fluorescent intensity.
Figure 3-5 Comparison of the average intensity of cytokine expression between CRISP and MIS416 trial participants.

Bars indicate mean and SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
3.3.2.3 Phosphoprotein expression.
The data from our phosphoprotein staining showed that MIS416 cohort had lower levels of active P65, and STAT1 compared to the CRISP cohort at the three sampling timepoints we assessed (Figure 3-6A-C). However, the amount of active STAT3 and CREB between the cohorts did not vary to any significant degree (Figure 3-6D).

**Figure 3-6** Inter-cohort comparison of active transcription factor expression for CRISP and MIS416 participants.
Bars indicate mean and SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
3.3.3 PBMC Assay Validation.

3.3.3.1 Assay Optimisation and Titration.
Our panel optimisation aim was to ensure that reproducible staining resulted over the duration of our in vitro assay period. We decided to limit the number of titrations by using the same antibody supplier as our PB work. These products were supplied ready diluted for use and allowed for staining with a manufacturer's recommended volume relative to the number of cells in each stain. The PBMC panel optimisation therefore comprised a verification of subset populations and resolution following a full panel stain. This was achieved by performing a cocktail titration approach, rather than individual antibody titrations. We performed the titration to model the effects of inter donor variation with respect to the proportional composition of immune subsets. We performed a serial dilution using a single donor and stained with a cocktail mixture of all lineage antibodies to manufacturers final concentration. The titration was based on the amount of PBMC in each stain, keeping the amount of antibody constant and varying the total PBMC concentration only, starting at $10^6$ cells (recommended) increasing the total cells at $0.5 \times 10^6$ increments up to 3 times manufacturers recommendation. Adding fewer cells was unnecessary, given that in our experimental staining protocol excess antibody was washed away before acquisition and the amount of cocktail added was adjustable based on the number of cells available for staining.

Data from the titration was analysed by gating on the stained PBMC to yield terminal immune subsets. For each subset we plotted the geometric mean fluorescence intensity (gMFI) using their main lineage discriminator antibody (e.g. CD19 for B-cells) (Figure 3-7). We observed high variability in staining intensity over the cell dilution series, with a general trend resulting in a drop in MFI when more cells were present. Several markers showed improved staining intensities at $2 \times 10^6$ cells. As the PBMC composition and subset proportion would be highly donor dependent, we concluded that further titration would be cost prohibitive. We also calculated the average coefficient of variation (CV) for the proportional makeup from the terminal immune subsets gated over the titration series. This showed that the average variation was 3.3%. This modest variation over a dilution of up to three times the starting concentration further substantiated our decision to use the published antibody concentrations. We concluded that the recommended amounts offered an adequate
staining result, and that shifts in subset composition anticipated from different donors would still yield acceptable results. Furthermore, we settled on using 0.8x the recommended amount of antibody to facilitate a modest cost saving.
Figure 3-7 PBMC lineage cocktail antibody titration.
The gMFI of the subset expression for each marker is indicated over a dilution series.
3.3.3.2 Autofluorescence.

Endogenous fluorescence, or autofluorescence, is the natural fluorescence inherent in cells due to the presence of fluorescent metabolites and structures (Monici, 2005). Autofluorescence is detectable over a broad wavelength, most prominently in the 350-500 nm range, and has long been known to affect the detection of reported dyes that emit in this spectral range (Billinton and Knight, 2001). Mostly, autofluorescence has been grudgingly accepted in cytometry, with workarounds such as using very bright reporter dyes, or by using only reporters that emit outside the known interference range. These workarounds are of limited use when large multicolour panels are required, as many dye conjugates are optimally detected in the 350-500 nm range, and may be dim.

Spectral cytometers are equipped to detect very dim signatures. Given the sensitivity of the detectors, autofluorescence was an anticipated source of background noise in our assays. We were able to profile autofluorescence by running unstained cells and observed that the signal was present over all the detectors. Furthermore, we observed an increase in the autofluorescence signal from cells when they were stimulated in vitro (Figure 3-8).

The Aurora software allows for autofluorescence to be profiled similar to the profiles constructed for reporter dyes. The autofluorescence signal can then be subtracted from the overall signal during the spectral unmixing process. This results in data where the detector signals contain only true reporter dye emission.

To confirm the validity of the manufacturer’s claims that autofluorescence had a distinct profile, we recorded emission spectra from unstained monocyte, T-cells, whole PBMC and lymphocytes. We normalised expression over the detectors to the brightest emission channel and plotted the data (Figure 3-9). This showed that the emission profile for autofluorescence was highly similar for all samples. We performed a comparable acquisition on cells from different donors with similar results.

From this we concluded that subtracting autofluorescence noise from all our PBMC data during the unmixing step in the Spectroflow software package would substantially decrease background noise.
Figure 3-8 Autofluorescence signal of unstained PBMC.
The top panel is a representative sample of unstained untreated PBMC. The bottom panel is a representative sample of in vitro MIS416 stimulated PBMC. V 1-16, B 1-14, and R 1-8 represent the specific detectors present on the Cytek Aurora system. Intensity is the peak fluorescence intensity of signal detected in each channel.
Figure 3-9 Monocyte autofluorescence by channel.
All data was normalised to brightest peak (V7) emission and depict unstained PBMC from a single donor. Lymphocytes and monocytes were gated by scatter properties.
3.3.3.3 Longitudinal QC.
As the Aurora was a new instrument of unknown reliability, we decided to include additional QC steps to ensure our experimental validity. With each acquisition and over the duration of our cytometry experiment we acquired data on a sample of CS&T beads (BD, US) from a single lot, recording emission over all instrument detectors. This was done independently from and after the daily instrument setup and calibration steps. The CS&T beads comprise three particles of dim, medium and bright emission over a very broad detector series. We gated single bead events and extrapolated the medium bead gMFI for each of the instrument detectors. We collated data from over 30 independent runs over the course of six months. This data is depicted in Figure 3-10. We observed very high fidelity from the daily instrument calibration, with an average CV from blue, red, and violet lasers of 3.2%, over all detectors (Table 3-5).

Figure 3-10 Average medium bead emission as fluorescence (gMFI) for each detector of the Aurora platform.
The data point for each channel depicts the mean and SD of 30 successive data points collected over 6 months.
Table 3.5 Average per channel CV of the combined data series for the medium CS&T bead collected on the Aurora platform over 6 months.

<table>
<thead>
<tr>
<th>Violet Laser</th>
<th>Blue Laser</th>
<th>Red Laser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel</td>
<td>CV</td>
<td>Channel</td>
</tr>
<tr>
<td>V1</td>
<td>2.64</td>
<td>B1</td>
</tr>
<tr>
<td>V2</td>
<td>2.24</td>
<td>B2</td>
</tr>
<tr>
<td>V3</td>
<td>2.40</td>
<td>B3</td>
</tr>
<tr>
<td>V4</td>
<td>2.13</td>
<td>B4</td>
</tr>
<tr>
<td>V5</td>
<td>1.91</td>
<td>B5</td>
</tr>
<tr>
<td>V6</td>
<td>1.75</td>
<td>B6</td>
</tr>
<tr>
<td>V7</td>
<td>1.87</td>
<td>B7</td>
</tr>
<tr>
<td>V8</td>
<td>1.73</td>
<td>B8</td>
</tr>
<tr>
<td>V9</td>
<td>1.86</td>
<td>B9</td>
</tr>
<tr>
<td>V10</td>
<td>2.59</td>
<td>B10</td>
</tr>
<tr>
<td>V11</td>
<td>3.84</td>
<td>B11</td>
</tr>
<tr>
<td>V12</td>
<td>3.92</td>
<td>B12</td>
</tr>
<tr>
<td>V13</td>
<td>3.81</td>
<td>B13</td>
</tr>
<tr>
<td>V14</td>
<td>4.09</td>
<td>B14</td>
</tr>
<tr>
<td>V15</td>
<td>4.75</td>
<td></td>
</tr>
<tr>
<td>V16</td>
<td>4.92</td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>2.90</strong></td>
<td><strong>Average</strong></td>
</tr>
</tbody>
</table>

3.3.3.4 Optimal permeabilisation of PBMC was obtained with Saponin. We performed a series of experiments to select a permeabilisation buffer to use for intracellular staining. The key considerations were to maintain epitope integrity, minimise fluorescent quenching of antibody conjugates, maintain a good signal to noise ratio, and that the buffer should not alter the spectral profile of stained cells. Saponin is a longstanding permeabilisation agent and is routinely used for staining of intracellular cytokines. We selected Cytoperm (BD, USA) as a standardised formulation with proven efficacy in cytokine analysis. With phosphoproteins, saponin permeabilisation use is less common, as a cold methanol containing buffer often yields the best results. For a methanol based permeabilisation comparison we selected Perm Buffer III (BD, USA). We then performed a series of comparative staining experiments using these two buffers following manufacturer’s instructions.

The FACS select resource indicated methanol permeabilisation would be required for detection of STAT nuclear epitopes (Cytobank, 2019). Our assays included STAT1 and
STAT3. To confirm whether any signal was detectable with Cytoperm we compared it to Perm Buffer III. We found that methanol permeabilisation (Buffer III) was very effective in resolving STAT1 and STAT3 signal. Using saponin however did result in detectable STAT signals and a discernible effect (drop in gMFI) from MIS416 stimulation (Figure 3-11).

Of the four phosphoprotein markers in our analysis P65 and CREB showed effective and improved staining using saponin permeabilisation (Figure 3-12). Additionally, we observed that the methanol buffer altered the spectral profile of the CD45 APC-H7 conjugate, and of the Live/Dead Yellow viability dye (Figure 3-13). We also observed significant detrimental effects on CD4 staining (epitope loss), high numbers of cells clumping, and a loss of resolution in most markers following methanol permeabilisation.

While STAT1 detection was improved using methanol, saponin was determined to be the most reliable permeabilisation buffer as it offered consistent staining and detection for all intracellular cytokines, and for most of the phosphoprotein epitopes.
Figure 3-11 Representative donor comparison of STAT protein phosphorylation detection using methanol and saponin buffers.

Monocytes overlays of MIS416 stimulated cells. FMO (red), untreated cells (green), MIS416 stimulated (orange) and baseline unstimulated (blue).
Figure 3-12 The effect of saponin and methanol containing permeabilisation buffers on monocyte phosphoprotein responses in a representative donor.
Figure 3-13 Aurora cytometer spectral emission over all channels for APC-H7 and viability dye.

Images depict the impact of methanol containing buffer III on fluorescent emission, with pattern shifts affecting spectral deconvolution.
3.4 Discussion.

3.4.1.1 Sampling impacts on data quality.
All samples were stored and processed according to standard operating protocols. Where possible, instruments and reagents were kept consistent, including using single batch numbers, to limit batch variation and the need for repeat validation. Samples from the CRISP and MIS416 trials were collected, processed, and stored at two different facilities. Ultimately, all samples were held centrally in Wellington and processed for in vitro culture and cytometric data acquisition by the author. We cannot therefore preclude the introduction of sampling variation prior to in vitro processes. However, earlier work by our lab has shown the use of CPT tubes did not alter monocyte function or expression when compared to a Histopaque isolation (Johnston et al., 2015). A further significant limitation for our in vitro data comes from the assumption that differences in readout values are due to biological variation, or as a result of disease pathophysiology, which may in fact be due to technical issues. This is a common premise for longitudinal data acquisition protocols of similar studies. Ultimately, to control and report on the introduction of sampling noise was not reasonably practical and falls outside the scope for most studies of this nature.

3.4.1.2 Combined cohort validation.
We demonstrate here that there were significant differences in the group averages for readouts of some markers such as cytokines and phosphoproteins between the cohorts. Such differences may be due to sampling differences at the trial sites or due to true biological differences. All participants were recruited in New Zealand, with the MIS416 cohort comprised of participants from Wellington and Auckland, while CRISP was a Wellington only centred trial. All participants were screened to a similar standard, excluding confounding co-morbidities or treatments, and when combined, formed an age and gender match cohort of progressive MS participants. Significantly, the CRISP trial consisted of both primary and secondary progressive, while MIS416 recruited only SPMS. This was the only major apparent difference that could explain the divergent functional responses we observed. However, several phenotyping measures were also found to not show this level of variation with DR expression found to be highly consistent between the cohorts. We suggest that the observations were
modest and likely resulted from interparticipant disease heterogeneity. It was clear that the MIS416 cohort had more outliers, but there was also double the number of participants from this study in our final cohort compared to the CRISP cohort.

3.4.1.3 Panel design and optimisation limitations.
Large cytometry panels are an exercise in compromise. No ideal combination of makers and reagents exist. Instead, we compromised on the quality of some readouts to facilitate extending the range of detected markers in each sample. Some key readouts therefore were unfortunately profiled using dim fluorescent markers. This limits the quality of the data as very dim signatures would not be discernible from background noise. Furthermore, the minimal titration of reagents and use of antibodies at manufacturer recommended volumes may result in sub-optimal staining quality, but we compromised on this given the significant time investment required to fully optimise large multicolour panels, and the general reliability of CE marked reagents we procured from reputable suppliers.

Another experimental limitation was the use of saponin as a permeabilisation buffer despite the very dim staining that resulted from STAT1 staining. Methanol permeabilisation offered better staining for STAT markers but would not have been compatible with the spectral platform. This limited the output data quality of STAT markers in our transcription factor panel.

3.4.1.4 Autofluorescence.
Our study is one of the first reported datasets where autofluorescent noise was subtracted using Spectroflow v1.0 (Cytek, US) software. Our analysis did not control for autofluorescent noise, and we did not exhaustively validate the manufacturer’s claims. Our data here shows that autofluorescent noise was detectable and subtracted, that all cell types had highly similar signatures and that no significant inter-individual differences were present. There is currently a lack of readily available control material of known autofluorescence intensity to use as an autofluorescence control. As such, this introduces an uncontrolled limitation. However, we feel confident that the subtraction dramatically improved the quality of dim staining epitopes in this assay.
3.4.1.5 Spectral Cytometry.
At the time of data acquisition, the spectral cytometry platform was as yet untested. No other centre had reported on the instrument’s utility and stability. Our data therefore is limited in that we accepted a new instrument with undisclosed proprietary data processing on which to acquire our dataset.

We used longitudinal controls to show that the instrument stability over time was very good. Some variation was observed in a few red and far violet channels. This was mitigated by the use of spectral fingerprints that delineate each fluorophore so that no single channel was used to report on emission for a target. The new instrument introduced an uncertainty limitation in that the spectral unmixing is proprietary. We could not therefore comment on what effect channel fluctuations have on the overall quality of the data. As these measures were within the acceptable parameters for calibrated cytometers, we suggest our data quality was on par with that of similar datasets.
Chapter 4. The effects of *in vitro* clozapine on dopamine receptor and cytokine expression in progressive MS.

4.1 Introduction.

The neurotransmitter dopamine, a catecholamine hormone, is primarily present in the brain. Its major function as a neurotransmitter is in hormonal control, movement, and behavioural processes. In the periphery, dopamine plays a prominent role that includes homeostatic control of blood pressure, vision, olfaction, and the regulation of immune function (McKenna et al., 2002). Dopamine receptors (DR) are membrane spanning G-protein coupled receptors. They are widely expressed in the central nervous system (CNS) where these receptors’ major function is in effecting the physiological role of dopamine (Beaulieu and Gainetdinov, 2011). DR expression is also systemic, so the effects of agents antagonising these receptors can range from sedation and hypotension to CNS- and immune depression (Gerson and Meltzer, 1992; Roth et al., 2003; Schmid et al., 2014). To date, five types of DR have been identified, and these five have been categorised into two classes. The most abundant of the receptors are D1 and D5, both belonging to class 1. Class 2 receptors comprise D2, D3 and D4. The opposing actions of these two receptor classes is centred around adenyl cyclase (AC), where class 1 agonism stimulates AC activation and cyclic adenosine monophosphate (cAMP) production, while class 2 inhibits AC and subsequent cAMP formation (Missale et al., 1998).

Dopaminergic signalling has a broad impact on the pathophysiology of diseases of the CNS, especially schizophrenia and Parkinson’s where hyper- and hypoactivity of the dopaminergic system correlate to altered immune function (Basu and Dasgupta, 2000) As such, DR targeting agents have proven an effective treatment strategy for a range of health conditions including Alzheimer’s, depression and schizophrenia.
Atypical antipsychotics are thought to suppress psychosis through a transient and comparative antagonism of dopamine at D2 (Schrader et al., 2019). Clozapine is one such antagonist. Clozapine binds a wide range of neuroreceptors including both serotonin and dopamine receptors, but at therapeutic doses, acts to treat psychosis primarily through the class 2 receptors (D2 and D4) (Missale et al., 1998; Schmid et al., 2014). Because clozapine has broad receptor activity, Ribeiro and colleagues posited that clozapine may aid in disease reduction in schizophrenia by altering signalling and interacting with low affinity neuroreceptors, which together result in the dampening of the pro-inflammatory immune responses present in the diseased CNS (Ribeiro et al., 2013). This theory is supported by research indicating clozapine is an effective immunomodulatory agent capable of altering T-cell differentiation and cytokine expression (Chen et al., 2013, 2012, 2011), and it is also capable of altering cytokine expression following whole blood stimulation (Himmerich et al., 2011). It was clozapine’s capacity to act on a range of neuro-immune receptors and to facilitate immunomodulation that lead to the question of whether clozapine may have therapeutic effects in other CNS diseases that have a strong inflammatory component.

To investigate the impact of atypical antipsychotics on the immune-mediated CNS disease MS, our group tested clozapine in an animal model of MS. We found that clozapine could ameliorate disease severity in a dose-dependent manner by inhibiting CNS infiltration (Green et al., 2017; O’Sullivan et al., 2014). This work also further characterized clozapine’s immunomodulatory effects by showing its ability to modify bone marrow-derived macrophage responses in vitro and determining that the activity was independent of type 2 dopaminergic antagonism (O’Sullivan et al., 2014).

Following on from the work in the animal model, our group conducted a small clinical trial to determine the safety of clozapine in patients with progressive MS (La Flamme et al., 2020). The trial outcome concluded that administering clozapine to MS participants based on guidelines for schizophrenia was not suitable for people with progressive MS. All participants were withdrawn from the trial. We observed increased sensitivity to the drug, even at low doses. We concluded that the drug reaction observed in the participants may be due to changes in the drug targets (i.e. dopamine receptors) due to the underlying MS pathology.
Previous work has shown that DR are expressed by all peripheral blood leukocytes (Arreola et al., 2016; Mikulak et al., 2014; Beaulieu and Gainetdinov, 2011; Beaulieu et al., 2015). However, most studies have been limited by their use of polyclonal antibodies and or low-resolution techniques. For monocytes, expression of all DR subtypes except D1 has been demonstrated (McKenna et al., 2002) with limited mention in published literature. McKenna et al. report that DR expression on monocytes was found to be very low. Lack of detection does not preclude the presence of a receptor, as the lack of detection of a receptor may be due to technical limitations. There is also some uncertainty in other DR expression reports, especially with regard to D1 expression at protein level in human PBMC (Arreola et al., 2016). As such the complete expression pattern of DR in PBMC remains unclear, and how this expression changes during MS is also not known.

There is a lack of information on the effects of clozapine on cytokine expression, especially by innate immune cells of the periphery. Cytokines, alongside neurotransmitters such as dopamine, have the potential to signal between the CNS and immune system. Furthermore, evidence in the literature links cytokines and neurotransmitters in relation to their actions in the CNS (Sarkar et al., 2010). It therefore becomes important to clarify clozapine’s effects on DR and cytokine expression. As we undertake a repurposing of clozapine in the MS setting based on its ability to modulated DR signalling, we support this approach with our work to date (La Flamme et al., 2020), and evidence in the literature suggesting the potential benefit of dopaminergic drugs for the treatment of MS (Marino and Cosentino, 2016). To further contribute to an understanding of the immunomodulatory nature of clozapine and to elucidate how responsiveness to clozapine changes during MS, this chapter focusses on monocytes, a key innate immune cell in the periphery.
4.2 Aims.

This chapter investigates the effect of low dose clozapine on the innate immune response *in vitro*. This study is focussed on monocytes with the expectation that these cells will allow us to determine whether clozapine alters innate cell cytokine responses and DR expression. The work is based on the hypothesis that low dose clozapine, a known immunomodulatory agent and neuroreceptor antagonist, will have a modest but demonstrable effect in reducing pro-inflammatory cytokine production and altering DR expression in PBMC *in vitro*. We further posit that the pro-inflammatory nature and immune activation inherent in MS pathogenesis may result in differential DR and cytokine profiles in our untreated MS cohort when compared to a group of matched healthy controls, and that clozapine exposure *in vitro* will result in differential responses.

4.2.1 Specific aims.

4.2.1.1 Assess the baseline expression pattern for D1, D2, D3, D4 and D5 on monocytes from HC and MS participants, and investigate if *in vitro* clozapine treatment alters their expression.

4.2.1.2 Determine the effect of clozapine on innate immune cytokine responses in *in-vitro*-treated monocytes by profiling IL-1β, IL-6, IL-10, TNFα and INFγ.

4.2.1.3 Compare DR and cytokine expression of monocytes from HC and MS participants to establish if these measures are altered by MS pathology, and if MS participants have a differential response to clozapine therapy *in vitro* compared to healthy controls.
**4.3 Methods.**

**4.3.1 Study participants.**

The study comprised two cohorts: a progressive MS group and a healthy group of age- and sex-matched individuals. PBMC were collected fresh and stored in liquid nitrogen until use (see Chapter 3). All MS participants were screened and enrolled as previously described (Luckey et al., 2015; La Flamme et al., 2020), and had either primary or secondary progressive disease with no significant confounding comorbidities and were not receiving any disease-modifying therapies. Subjects selected were from two clinical trial cohorts: the CRISP trial, which included healthy individuals and progressive MS (n = 9/group), and the MIS416 Phase 2b trial, which included only secondary progressive MS (n = 18 selected) (see 3.3.1, demographic data). From the total MIS416 trial cohort (n=100), we selected from participants who were recruited in NZ (n=28 available). The MIS416 participants were included to increase our analysis cohort, and we ensured age and gender were matched to the CRISP cohort.

**4.3.2 Ethical approval.**

Full ethical approval was in place before we commenced any experiments, with the CRISP trial being approved by the Central Health and Disability Ethics Committee (15/CEN/216) and the Standing Committee on Therapeutic Trials (15/SCOTT/177), and the MIS416 Phase 2b trial approved by the Uniting Care Health Human Research Ethics Committee, Western Australia (MIS416-202).

**4.3.3 Experimental procedures.**

The in vitro protocol for PBMC sample processing was standardised for all samples and detailed in Chapter 3 (see section 3.2.1.1 – 3.2.15). Briefly, individual donor PBMC were thawed, DNase treated and revived under standard conditions (37°C; 5% CO₂) for 90 minutes in complete media. An aliquot was separated out (Baseline (T0)), viability stained, fixed and stored for later batch antibody staining. The remaining
cells were stimulated overnight with either clozapine (40 nM), LPS (1 ng/ml), both LPS and clozapine, or left untreated. An equal proportion of cells were incubated separately for DR expression, while another was incubated in the presence of a brefeldin A (0.5 μl/ml) & monensin (0.3 μl/ml) mixture to block cytokine secretion. Following culture, cells were viability stained, fixed, batch stained with an antibody cocktail, and then washed. The brefeldin/monensin treated cells for cytokine staining were permeabilised using Cytoperm (BD, USA) just prior to antibody staining. Data were acquired on a Cytek Aurora spectral cytometer the next day.

All culture aliquots received an identical lineage marker stain (see Table 3-1, PBMC lineage stain). Additionally, cells cultured for DR expression were split, with half stained for D1,2&5 (Table 3-1, Tube 1) and half for D3&4 (Table 3-1, Tube 2) while cells cultured for cytokine expression were stained for cytokine reporters (Table 3-1, Tube 3). All cytometry data were gated using a common PBMC gating strategy to yield terminal monocytes (Figure 3-2).

4.3.3.1 Clozapine reconstitution and storage.
Dry clozapine (Medichem, SA, Spain) was kindly gifted by Douglas Pharmaceuticals Limited (Auckland, New Zealand), and stored sealed at 4°C protected from light. A fresh aliquot of drug was reconstituted in 0.1 M acetic acid (Sigma, St Louis, US) and once prepared, stored for no longer than two days at 4°C protected from light.

4.3.3.2 Monoclonal antibody conjugates for DR receptors.
The DR expression profile on human PBMC is not well established; therefore, we procured monoclonal DR conjugates from reputable suppliers. Table 4-1 details the conjugate, clone and supplier details for each of the five antibodies used to profile DR expression. All antibodies were used undiluted and at the manufacturer’s recommended concentration.
### Table 4-1 Dopamine receptor antibodies.

<table>
<thead>
<tr>
<th>Name</th>
<th>Supplier Reference</th>
<th>Clone</th>
<th>Supplier</th>
<th>Conjugate</th>
<th>0.5x 10^6 cells</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>366404</td>
<td>L205G1</td>
<td>Biorepident</td>
<td>PE</td>
<td>1.5 ul</td>
<td>200 µg/ml</td>
</tr>
<tr>
<td>D2</td>
<td>SC-5053</td>
<td>B-10</td>
<td>Santa Cruz</td>
<td>AF488</td>
<td>1.5 ul</td>
<td>200 µg/ml</td>
</tr>
<tr>
<td>D3</td>
<td>SC-136170</td>
<td>9F4</td>
<td>Santa Cruz</td>
<td>AF647</td>
<td>1.5 ul</td>
<td>200 µg/ml</td>
</tr>
<tr>
<td>D4</td>
<td>SC-136169</td>
<td>2B9</td>
<td>Santa Cruz</td>
<td>AF488</td>
<td>1.5 ul</td>
<td>200 µg/ml</td>
</tr>
<tr>
<td>D5</td>
<td>FAB82861V</td>
<td>889022</td>
<td>R&amp;D Systems</td>
<td>AF405</td>
<td>2.5 ul</td>
<td>100 µg/ml</td>
</tr>
</tbody>
</table>

#### 4.3.3.3 Fluorescence minus (FMO) control of DR receptor expression.

We included FMO controls to ensure positive staining (expression) for each DR receptor.
4.3.4 Statistics.

Statistical analyses were performed in Prism 8 (Graphpad, US). All data distributions were tested for normality, and log transformed where necessary with negative values log transformed using a correction factor. Normally distributed data was subject to an ordinary one-way analysis of variance test (ANOVA), or Mixed Effect test, with Geisser-Greenhouse post-test. Data failing normality testing was subject to a repeat measure Kruskal-Wallis test with Dunn’s multiple comparison test.

To correct for multiple comparisons, we used Tukey’s multiple comparison test. We applied correction but only to inter treatment group comparisons. No correction was applied in comparing stratified population differences. This approach may be less stringent but was chosen to enable future hypothesis generation.

Direct comparisons between two cohorts was performed using t-tests of the calculated mean and standard deviation (SD), except for gender distributions in the population which was by Fisher’s test. Baseline corrected data was expressed as the percentage change from untreated cells, with the mean group values compared using the Mann-Whitney test.

In all instances p values that were at ≤ 0.05 was taken as statistically significant, while results close to the threshold were interpreted as indicative of a ‘trend’ so as not to exclude potentially meaningful results.

Graphically depicted group averages are plotted as mean values, and error bars represent SD.
4.4 Results.

4.4.1 Participant demographics.

We assessed *in vitro*-stimulated monocytes in PBMC cultures from two clinical trial cohorts comprising untreated progressive MS participants. Concurrently, we compared responses in PBMC cultures from an age- and sex-matched group of healthy control participants recruited locally from the Wellington region (Table 4-2).

**Table 4-2 Demographic distribution of study participants.**

<table>
<thead>
<tr>
<th>Study Population</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>9</td>
</tr>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>54.33</td>
</tr>
<tr>
<td>Range</td>
<td>46-66</td>
</tr>
<tr>
<td>Gender</td>
<td>F:M (% F) 7:2 (77.8)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>27</td>
</tr>
<tr>
<td>CRISP</td>
<td>9</td>
</tr>
<tr>
<td>MIS416</td>
<td>18</td>
</tr>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>56.07</td>
</tr>
<tr>
<td>Range</td>
<td>35-70</td>
</tr>
<tr>
<td>Gender</td>
<td>F:M (% F) 21:6 (77.8)</td>
</tr>
</tbody>
</table>
4.4.2 Clozapine in vitro dose optimisation.

In schizophrenia, clozapine is administered to achieve a target dose of 300-450 mg/day but may be given at up to 900 mg to achieve clinical response (Medscape, 2019). Post-dose therapeutic monitoring for clozapine ranges from between 0.1 – 1.0 μg / ml (SAHealth, 2019) in blood plasma. Higher results of over 1.5 μg /ml can be considered toxic and assay values are generally reduced by up to 10% in whole blood measurements (Flanagan et al., 2003). Doses upward of at 0.1 μg / ml (306 nM) have been shown to reduce viability in PBMC cultures (Chen et al., 2012a, 2013, 2011) while doses higher than 100 μg / ml are effectively toxic to PBMC cultures (Hinze-Selch et al., 1998).

Our experiments aimed to investigate the effects of low dose clozapine on innate immune activation and expression of DR. Therefore, by using low doses in in vitro PBMC cultures, we endeavored to understand the potential effects of low dose in vivo clozapine administration on PBMC from participants enrolled in the CRISP study (starting dose of 5 mg / day).

To establish whether clozapine negatively impacted cellular viability or cellular metabolic activity, we tested the impact over a range of doses by MTT assay and cellular viability by flow cytometry. PBMC were cultured using our optimised in vitro conditions (see 3.2.1) over a clozapine or risperidone dose range of 20 nM – 200 nM or media alone, and cells were harvested after an overnight incubation. We included risperidone, another atypical antipsychotic agent, as a comparative control. PBMC were gated for single events and CD45 expression, and viable events were calculated as the relative proportion in the CD45 gate (Figure 4-1 A).

Using a single donor, we observed that clozapine doses of >40 nM negatively affected PBMC viability in vitro (Figure 4-1). MTT data (kindly supplied by Dr Vimal Patel), corroborated the loss in viability, as doses up to 40 nM modestly increased metabolic activity before dropping away at higher doses. Comparatively, risperidone had a very modest change on cellular MTT readouts and no impact on viability. A repeat experiment with a second donor showed similar results. We concluded that 40 nM was an effective dose for our in vitro setup.
Figure 4-1 Effect of *in vitro* clozapine on PBMC viability.

PBMC gating strategy (Panel A). Viability was assessed cytometrically as the % positive PBMC events from a viability stain, or by MTT assay (supplied data) over a 20–200nM dose range from overnight culture. PBMC were treated for clozapine and risperidone separately or left untreated (Panel B). Risperidone showed no change in viability, but an increase in activation (MTT), at higher doses.
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4.5 DR expression patterns of in vitro cultured monocytes.

Our data profiled monocytic responses using multiparameter flow cytometry to delineate immune subsets, using specific, pre-conjugated monoclonal targets. We further included cytokine response data to complement and elaborate on how immune activation affects DR expression, and how DR antagonism by clozapine effects innate immune modulation.

In this section, DR expression is inferred from the geometric mean fluorescence intensity (gMFI) of the positive staining monocyte population (Figure 4-2). While gMFI is not a direct indication of the amount of DR expressed, it follows that higher levels of expression of a given epitope allows for a greater amount of antibody binding, and the proportional increase in the signal from the fluorescent emission of that antibody conjugate. As the data here represent only cells that stained positive, we can conclude that changes in gMFI relate to altered levels of DR expression. We further compared the expression patterns between HC and MS participants to determine what differences MS disease processes have on DR expression.

4.5.1 Baseline (T0) DR expression.

Baseline cells (T0) were sampled prior to in vitro culture and were used to represent the in vivo state of DR expression. We compared baseline (T0) expression of all DR in monocytes for all participants, observing that the total proportion of positive staining monocytes did not vary significantly for D1-4, with essentially all monocytes (>98%) staining positive (data not shown). However, in MS participants, D5 expression was detected in only 63% of T0 monocytes, while in HC the value was 43% indicating that MS participants had significantly more monocytes expressing D5 at T0 when compared to the HC (p = 0.047) (Figure 4-3). Furthermore, an inter cohort comparison of the total amount of DR expressed at T0 did not vary significantly, with the group average levels of D1-5 being similar for both cohorts (Figure 4-4 A-E). We did however notice a trend in D3 expression, whereby a comparison of D3 expression between HC and MS participants indicated a lower overall expression in the MS cohort that was just short of the definition of significant (p = 0.066) (Figure 4-4 C).
Figure 4-2 The expression of DR in monocytes for all in vitro conditions.

The data is representative of a participant sample. Population colours for each different condition: unstained control (red), FMO control (blue), T0 baseline (green), T24 untreated (orange), T24 clozapine (yellow), T24 LPS (grey), T24 LPS&cloz (purple). Black bisecting gate delineates positive staining events (right), from negative staining cells (left). A-E depict D1 – D5 respectively. Monocyte were gated as demonstrated in Figure 3-2.
Figure 4-3 Baseline (T0) proportion of D5 positive monocytes.

* (p ≤ 0.05)
Figure 4-4 Baseline (T0) DR expression of D1-5 in HC and MS participants.
Expression as gMFI. (A-E) Bars indicate mean values with error bars indicating standard deviation. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001)
4.5.2 Class 1 dopamine receptor expression - D1.

4.5.2.1 Overnight incubation of PBMC resulted in the upregulation while LPS induced a downregulation of D1 expression on monocytes.

When comparing T0 against cells incubated overnight with media alone (T24 untreated), we observed that there was a significant upregulation of D1 expression in monocytes in the MS cohort (p < 0.0001) (Figure 4-5 C). This upregulation was not reflected in the HC data (Figure 4-5 A). In LPS stimulated cells from MS patients, a significant decrease of D1 expression by monocytes resulted as compared to untreated cells (Figure 4-5 C) (p = 0.0045). This effect was more variable in HC and did not reach significance.

4.5.2.2 Clozapine treatment in vitro significantly upregulated D1 expression on monocytes.

To establish the effect of clozapine on D1 expression, we compared T24 untreated cells with those treated with clozapine (T24 clozapine). In both HC and MS cohorts, we observed the upregulation of D1 expression levels on monocytes treated with clozapine: HC (p = 0.0071) (Figure 4-5 A), and MS participant (p = 0.0018) (Figure 4-5 C). To determine the magnitude of the effect from the different culture conditions on monocyte D1 expression, the data were normalized to the T24 untreated samples and plotted to show the percentage change from untreated (Figure 4-5 D). This analysis highlighted the polarising effects on D1 expression from LPS and clozapine respectively. In particular, in cells that were co-cultured with LPS and clozapine (T24 LPS&cloz), we observed that compared to LPS alone (T24 LPS), the addition of clozapine counteracted the downregulation of D1 from LPS stimulation. This effect restored expression levels back to those seen in untreated cells in MS participants (LPS&cloz compared to LPS alone; p = 0.0003). This effect did not reach significance in the HC.

4.5.2.3 No difference was observed in D1 expression between HC and MS participants but the magnitude of the change in the expression of D1 varied significantly.

We compared expression levels of D1 in monocytes from HC and MS participants directly (Figure 4-5 E) and observed that group averages did not vary to any degree of
significance. To visualise the response differential between HC and MS participants we compared the percentage change as normalised to the T24 untreated data between the cohorts (Figure 4-5 F). This comparison revealed the significant variation in response to *in vitro* culture for our simulation conditions, with significantly different responses between the cohorts. From these data, we conclude that in individuals with MS, D1 expression may be less well regulated.
Figure 4-5 D1 expression on monocytes of all FMO positive gated cells. Healthy control D1 expression (A) and percentage change from T24 untreated (B). MS patient D1 expression (C) and percentage change from T24 untreated (D). HC vs. MS D1 expression (E) and percentage change from T24 untreated (F). Bars indicate mean values with error bars indicating standard deviation. Unless otherwise indicated, statistically significant differences (*) are depicted for the calculation against the T24 untreated group. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
4.5.3 Class 1 dopamine receptor expression – \( D_5 \).

\( D_5 \) expression at RNA levels is ubiquitous (BioGPS, 2019), but evidence of detection at protein level is limited to specific tissues such as the neuronal structures of the limbic regions of the brain (ProteinAtlas, 2019). Unlike \( D_1 \)-\( 4 \), we were not able to detect \( D_5 \) expression on all monocytes from all conditions. Therefore, only cells where \( D_5 \) expression was conclusively shown, using an FMO control to delineate positive staining events, were included in the analyses (Figure 4-2 E).

4.5.3.1 Overnight incubation in the presence or absence of LPS significantly upregulated \( D_5 \) expression on monocytes. At T24 untreated compared to T0, a significant increase in the expression of \( D_5 \) on monocytes was observed for both cohorts (HC: \( p = 0.0155; \) MS: \( p < 0.001; \) corrected) (Figure 4-6 A&C). After LPS treatment, we observed a significant upregulation in \( D_5 \) expression compared to untreated monocytes (\( p < 0.0001 \)) in the MS cohort (Figure 4-6 C). This effect was not found in HC cohort.

4.5.3.2 Exposure to clozapine \textit{in vitro} had differential effects on \( D_5 \) expression on monocytes from HC and MS patients. In contrast to \( D_1 \), the presence of clozapine alone did not alter \( D_5 \) expression on monocytes from HC or MS patients. Moreover, clozapine did not abrogate the LPS-induced increase in \( D_5 \) on monocytes from the MS patients, while it reduced \( D_5 \) expression on LPS-stimulated monocytes for the HC.

4.5.3.3 Inter cohort comparison did not indicate a strong difference in \( D_5 \) expression in the magnitude of change between the \textit{in vitro} conditions. In comparing HC and MS participant expression data (Figure 4-6 E), we noted no significant differences in the means between the conditions. While the expression of \( D_5 \) on MS monocytes in the LPS&cloz condition appeared to be higher than the HC, this difference failed to reach the significant threshold (\( p = 0.068 \)). To better understand the differences in DR expression between HC and MS cohorts, we compared normalised data (Figure 4-6 F) but found no difference in the magnitude of expression between the cohorts. Overall, we observed that \( D_5 \) expression levels were
only modestly affected in the HC, with MS participants showing strong responses to LPS. Clozapine showed limited effects on D5 expression and only in the HC cohort.
Figure 4-6 D5 expression on monocytes of all FMO positive gated cells. Healthy control D5 expression (A) and percentage change from T24 untreated (B). MS patients D5 expression (C) and percentage change from T24 untreated (D). HC vs. MS D5 expression (E) and percentage change from T24 untreated (F). Bars indicate mean values with error bars indicating standard deviation. Unless otherwise indicated, statistically significant differences (*) are depicted for the calculation against the T24 untreated group. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
**4.5.4 Class 2 dopamine receptor expression – D2.**

Class 2 DR are prominently expressed in the vertebrate CNS and are a common drug target for most antipsychotic drugs. D2 is much more abundant compared to other class 2 receptors (EBI, 2019), and it is the major receptor target for atypical antipsychotics, with the exception of clozapine, which has higher affinity for D4.

4.5.4.1 D2 expression was upregulated after overnight incubation but not by LPS or clozapine alone.

In MS participants, the expression of D2 on monocyte was significantly increased following an overnight incubation (p <0.0001) (Figure 4-7 C) while the increase did not reach significance in HC (Figure 4-7 A). Neither LPS nor clozapine alone altered D2 expression on monocytes from MS or HC cohorts compared to untreated monocytes. However, we did observe that co-culture with both LPS and clozapine led to a reduction in D2 expression compared to untreated in MS (p < 0.0001) and compared to LPS alone in HC (p = 0.026) (Figure 4-7 A & C) indicating that these agents may have a compounding effect on D2 when used together.

4.5.4.2 Untreated normalisation of D2 expression data suggests clozapine, in the presence of LPS, reduced D2.

To clarify the effects of the culture conditions on D2, we normalized the response to T24 untreated values. This analysis showed that neither LPS nor clozapine alone resulted in any significant change in D2 expression. When LPS and clozapine were combined, a significant difference was observed compared to LPS alone in MS participants (p = 0.0039) (Figure 4-7 D), and in HC we observed the same trend, although data failed to reach the significance threshold (p = 0.054) (Figure 4-7 B).

There was no difference in the average gMFI when HC and MS participants were compared over the range of conditions (Figure 4-7 E). Having established that an overnight incubation of PBMC resulted in the upregulation of D2 expression in monocytes, we set out to determine if there was a difference in the magnitude of this upregulation. This indicated that the magnitude of the response to co-culture was similar in both cohorts (Figure 4-7 F). Taken together, our data indicates that D2 expression is reduced modestly by combined exposure to LPS and clozapine in culture.
Figure 4-7 D2 expression on monocytes of all FMO positive gated cells.
Healthy control D2 expression (A) and percentage change from T24 untreated (B). MS patients D5 expression (C) and percentage change from T24 untreated (D). HC vs. MS D5 expression (E) and percentage change from T24 untreated (F). Bars indicate mean values with error bars indicating standard deviation. Unless otherwise indicated, statistically significant differences (*) are depicted for the calculation against the T24 untreated group. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
4.5.5 Type 2 dopamine receptor expression – D3.

4.5.5.1 D3 expression was upregulated on MS but not HC monocytes following *in vitro* culture in the presence or absence of LPS. The average expression of D3 on HC monocytes over the range of culture conditions did not vary significantly from the values observed at baseline (T0) (Figure 4-8 A). In contrast, the level of D3 expression on MS monocytes was significantly increased in T24 untreated cells compared to T0 expression (p < 0.0001) (Figure 4-8 C), and in LPS-stimulated monocytes, D3 was further increased compared to T24 untreated (p = 0.0289).

4.5.5.2 The effect of clozapine on D3 was detected in co-culture with LPS. Although the addition of clozapine to cultures stimulated with LPS or untreated, did not alter the expression level of D3 in either cohort, we normalized the expression data to untreated values to assess whether clozapine altered the magnitude of change. In both cohorts we observed that the presence of clozapine with LPS significantly decreased D3 expression compared to LPS alone, indicating a reduction in the magnitude of the response (MS: p = 0.015; HC: p = 0.039) (Figure 4-8 B&D).

With D3 we observed only modest change in expression, with the strongest change being an upregulation in expression in MS patients after overnight incubation. LPS stimulation also resulted in the upregulation of D3 expression in MS, and it appears that the magnitude of the response to LPS may be somewhat abrogated by clozapine, which reduced expression to that observed on untreated cells. Furthermore, we observed a trend suggesting that MS participants had lower levels of D3 expression at baseline when compared to HC (p = 0.066). Together, these results suggest that MS monocytes may be more responsive to conditions that mediate changes in D3 expression.
Figure 4-8 D3 expression on monocytes of all FMO positive gated cells. Healthy control D3 expression (A) and percentage change from T24 untreated (B). MS patients D3 expression (C) and percentage change from T24 untreated (D). HC vs. MS D3 expression (E) and percentage change from T24 untreated (F). Bars indicate mean values with error bars indicating standard deviation. Unless otherwise indicated, statistically significant differences (*) are depicted for the calculation against the T24 untreated group. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
4.5.6 Type 2 dopamine receptor expression – D4.

After overnight culture, D4 expression significantly increased on monocytes from MS participants (p < 0.0001) (Figure 4-9 C) but was only marginally changed in HC (Figure 4-9 A). Upon LPS stimulation, monocytes from MS participants had a strong reduction in D4 expression (p < 0.0001) (Figure 4-8 C), which was maintained when clozapine was also present (p < 0.0001). No effect on D4 was observed in the HC cohort although culture with both clozapine and LPS caused a modest but significant decrease from the level detected in untreated cells (p = 0.025).

We also observed that incubation with clozapine alone had no discernable effect on D4 in either cohort (Figure 4-9 A & C) nor was the gMFI of D4 for HC compared to MS participants significantly different (Figure 4-9 E), with the response magnitude also very similar (Figure 4-9 F).
Figure 4-9 D4 expression on monocytes of all FMO positive gated cells.
Healthy control D4 expression (A) and percentage change from T24 untreated (B). MS patients D4 expression (C) and percentage change from T24 untreated (D). HC vs. MS D4 expression (E) and percentage change from T24 untreated (F). Bars indicate mean values with error bars indicating standard deviation. Unless otherwise indicated, statistically significant differences (*) are depicted for the calculation against the T24 untreated group. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
4.6 *In vitro* clozapine and its effects on intracellular cytokine expression.

In the preceding section we investigated whether DR expression was altered by *in vitro* culture and stimulation with LPS in the presence or absence of clozapine. To further understand clozapine’s immunomodulatory effects, we assessed the production of five cytokines from the same participants and cultures.

4.6.1 Intracellular expression of IL-6.

The proportion of monocytes expressing IL-6 was nearly 100% for the majority of participants. None of the conditions resulted in a significant variation in the proportion of positive events in either cohorts (Figure 4-10 A & E). When the level of IL-6 (i.e. gMFI) was assessed, we observed a significant and many fold increase in IL-6 expression following LPS stimulation. In both HC and MS cohorts, LPS induced on average over a 1000 fold increase in IL-6 compared to untreated cells (Figure 4-10 D & H). In MS participants (Figure 4-10 F), stimulation with LPS (p < 0.0001) and LPS&cloz (p <0.0001) resulted a large increase in IL-6, with a similar increase observed in HC for LPS (p = 0.001) and LPS&cloz (p = 0003) (Figure 4-10 B), as compared to the expression by unstimulated cells respectively.

In the presence of clozapine alone, we observed a significant reduction in IL-6 expression in MS participants (p = 0.042) (Figure 4-10 G). This effect was most prominent in participants with very high IL-6 expression in untreated culture, as demonstrated in individual response plots (Figure 4-10 G). This effect was not observed in the HC population. Additionally, the addition of clozapine did not alter LPS-stimulated IL-6 levels in either cohort. Finally, inter-cohort comparisons of the proportion of IL-6 positive cells (Figure 4-10 I), total IL-6 expression (Figure 4-10 J), and data normalised to T24 Untreated (Figure 4-10 K) did not show any significant variation between the cohorts.
Figure 4-10 IL-6 expression in monocytes over all *in vitro* conditions.
Proportion of positive staining cells (A & E), total IL-6 expression (B & F), individual participant response to Clozapine (C & G), proportional change in expression normalised to untreated (D & H), proportion of positive staining cells HC vs. MS (I), IL-6 expression HC vs. MS (J) and normalised to untreated expression HC vs MS (K). Unless otherwise indicated, statistically significant differences (*) are depicted for the calculation against the T24 untreated group. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
4.6.2 Intracellular expression of IL-1β.

4.6.2.1 Even untreated cells produced IL-1β, and the proportion and amount were strongly increased by LPS stimulation. In both cohorts, the average proportion of IL-1β-expressing monocytes following untreated overnight culture was 50% (Figure 4-11 A & E). This proportion increased following LPS stimulation to where we could detect IL-1β in nearly all cells. This strong increase was significant in both MS (p < 0.0001) and HC (p = 0.0001) cohorts. Similarly, LPS stimulation resulted in a strong increase in total IL-1β in HC (p = 0.0009) and MS (p < 0.0001) monocytes (Figure 4-11 B & F).

4.6.2.2 In MS, clozapine reduced the proportion and amount of IL-1β producing monocytes. In MS participants but not HC, clozapine treatment led to a reduction in the proportion of IL-1β positive cells (p < 0.0001) (Figure 4-11 E) as well as the total amount of IL-1β produced (p < 0.0001) (Figure 4-11 F) compared to untreated. This was most clearly depicted when individual participant responses were plotted (Figure 4-11 G), which showed that those participants with the highest IL-1β expression in untreated cells, showed the greater reduction by clozapine.

4.6.2.3 Clozapine could reduce the magnitude of the IL-1β upregulation induced by LPS. To grasp the magnitude of the response differential that was induced by clozapine, and to determine if the drug could reduce expression in the presence of LPS, we calculated the proportional change in expression compared to untreated cells. Comparing LPS with and without clozapine revealed that clozapine significantly reduced the magnitude of the IL-1β response induced by LPS, and this effect occurred in MS (p = 0.001) and HC (p = 0.019) participants. No significant differences were detected when comparing HC and MS IL-1β responses (Figure 4-11 K).
Figure 4-11 IL-1β expression in monocytes over all in vitro conditions.

Proportion of positive staining cells (A & E), total IL-1β expression (B & F), individual participant response to Clozapine (C & G), proportional change in expression normalised to untreated (D & H), proportion of positive staining cells HC vs. MS (I), IL-1β expression HC vs. MS (J) and normalised to untreated expression HC vs MS (K).

Unless otherwise indicated, statistically significant differences (*) are depicted for the calculation against the T24 untreated group. *(p ≤ 0.05), **(p ≤ 0.01), *** (p ≤ 0.001), ****(p ≤ 0.0001).
4.6.3 Intracelluar expression of TNFα.

4.6.3.1 LPS induced a strong increase in TNFα production, which was reduced by clozapine.
While some participants clearly had very low proportions of monocytes expressing TNFα in untreated culture (Figure 4-12 A & E), no significant differences in the intra cohort averages for the proportion of cytokine-producing cells was detected for any in vitro condition. Instead, stimulation with LPS significantly altered TNFα expression by monocytes in the MS (p < 0.0001) and HC cohort (p = 0.0043). In contrast to LPS alone, clozapine-treated monocytes showed a significant reduction in the total amount of TNFα produced in MS participants when compared to untreated cells (p = 0.022) (Figure 4-12 F), and this reduction was not observed in the HC. Furthermore, an individual participant response plot (Figure 4-12 G) highlights that this effect was most pronounced in individuals where TNFα was highest in untreated monocytes.

A significant increase was also observed in cultures with both LPS and clozapine in both MS participants (p < 0.0001) and HC (p = 0.0009), but the level of TNFα was similar to that of monocytes stimulated with LPS alone suggesting clozapine did not affect LPS-stimulated TNFα (Figure 4-12 B & F).

4.6.3.2 Constitutive TNFα was significantly higher in MS participants when compared to HC.
In comparing TNFα responses between HC and MS participants, it was evident that MS participants had more TNFα-positive cells and higher TNFα expression in monocytes when compared to HC (Figures 4-12 I &J). This increase persisted over all conditions. When the expression of TNFα was normalised to untreated expression levels, a comparison between the cohorts showed that the reduction in TNFα effected by clozapine was significantly greater in MS participants compared to HC (p = 0.022), further supporting the possibility of a differential effect of clozapine in MS.
Figure 4-12 TNFα expression in monocytes over all in vitro conditions.
Proportion of positive staining cells (A & E), total TNFα expression (B & F), individual participant response to Clozapine (C & G), proportional change in expression normalised to untreated (D & H), proportion of positive staining cells HC vs. MS (I), TNFα expression HC vs. MS (J) and normalised to untreated expression HC vs MS (K). Unless otherwise indicated, statistically significant differences (*) are depicted for the calculation against the T24 untreated group. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
4.6.4 Intracellular expression of INFγ.

On average, between 30 – 36% of monocytes stained positive for INFγ, which remained consistent irrespective of the addition of LPS or clozapine to the cultures and was observed in all participants (Figure 4-13 A & E). However, the total amount of INFγ expressed by the monocyte population was significantly increased in cultures with LPS (HC: p = 0.025; MS: 0<0001) (Figure 4-13 B & F). The addition of clozapine did not appear to affect the expression of INFγ in monocytes compared to untreated, and while a significant increase in INFγ was detected in the combined LPS and clozapine cultures, the level was reduced compared to LPS alone. This was most prominent when data were normalised to expression levels seen at baseline and depicted as the proportion change in total expression (Figure 4-13 D & H). We observed this effect in both MS (p = 0.0051) and HC (0.0078) participants. In contrasting data between the HC and MS cohort, we found no significant difference in either the total expression, the proportion of cells, nor the magnitude of response for INFγ (Figure 4-13 I & J).
Figure 4.13 INFγ expression in monocytes over all in vitro conditions.
Proportion of positive staining cells (A & E), total INFγ expression (B & F), individual participant response to Clozapine (C & G), proportional change in expression normalised to untreated (D & H), proportion of positive staining cells HC vs. MS (I), INFγ expression HC vs. MS (J) and normalised to untreated expression HC vs MS (K). Unless otherwise indicated, statistically significant differences (*) are depicted for the calculation against the T24 untreated group. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
4.6.5 Intracellular expression of IL-10.

The average proportion of IL-10 positive cells increased modestly but significantly in HC cultures incubated overnight with LPS (p = 0.0335) or when co-cultured with LPS and clozapine (p = 0.0238) (Figure 4-14 A) but this increase was not observed in the MS population, where the proportion of positive staining cells remained unchanged over all conditions. When the level was assessed, we found that IL-10 production was significantly increased by LPS compared to untreated cells for both cohorts (Figure 4-14 B & F), and the addition of clozapine showed a similar increase; however, the magnitude of response was no different between LPS and the co-cultured cells (Figure 4-14 D & H & K). Additionally, clozapine alone had no effect on IL-10 production (Figure 4-14 A & E), and the individual response plots between untreated cells and clozapine also did not indicate any difference in IL-10 expression (Figure 4-14 C & G). Furthermore, inter-cohort comparisons did not show any differences in the proportion (Figure 4-12 I), total IL-10 produced (Figure 4-14 J), or magnitude of response (Figure 4-14 K).
Figure 4.14 IL-10 expression in monocytes over all in vitro conditions.

Proportion of positive staining cells (A & E), total IL-10 expression (B & F), individual participant response to Clozapine (C & G), proportional change in expression normalised to untreated (D & H), proportion of positive staining cells HC vs. MS (I), IL-10 expression HC vs. MS (J) and normalised to untreated expression HC vs MS (K). Unless otherwise indicated, statistically significant differences (*) are depicted for the calculation against the T24 untreated group. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
4.6.6 Clozapine treatment abrogates the strong correlation between D1 and IL-1β.

In the preceding sections we observed that clozapine could modulate inflammatory signalling in monocytes by reducing both IL-1β and IL-6 expression, as well as in inducing the expression of D1 by those same cells. To better model the interaction and overall effect of the drug on innate immune cell responses we performed linear regression analysis of these three output variables. Using D1 as the dependent variable, we plotted the relationship between cytokine and DR expression (Figure 4-15). We observed a correlation in untreated monocytes (T24) for IL-1β (p = 0.042, CI +0.0056 – 0.0283, R^2 = 0.162) and IL-6 (p = 0.0045, CI +0.020 – 0.0988, R^2 = 0.290) to D1 expression, indicating those cells with high cytokine production also strongly expressed D1. Furthermore, when treated with clozapine, the correlation between IL-6 and D1 remained (p = 0.0242, CI = 0.0025 – 0.0337, R^2 = 0.194), although it was not strong. In contrast, the correlation between IL-1β and D1 was abolished by clozapine treatment (Figure 4-15 B), and we observed that in individuals with high IL-1β, treatment with clozapine reduced IL-1β levels to those of untreated low D1 expressors (Figure 4-15 B).

In LPS treated cultures, a strong correlation was also observed between IL-6 (p = 0.0035, CI +0.435 – 1.961, R^2 = 0.3144), and IL-1β (p = 0.0051, CI +0.1646 – 0.8250, R^2 = 0.2946) and D1 expression (Figure 4-15 C&D). LPS induced a decrease in D1, with a concurrent increase in cytokine expression yet despite this, the correlations persisted. Furthermore, the addition of clozapine to LPS culture did not have a major impact. We conclude that this work suggests a strong relationship between the expression of IL-1β, IL-6, and D1 under pro-inflammatory conditions.

It is apparent from these data that exposure to clozapine strongly limits IL-1β in MS, while also increasing D1 expression, and while the effects may be less pronounced on IL-6, clozapine was still able to effect its expression under the modest pro-inflammatory conditions modelled by our untreated culture conditions. We suggest that D1 expression changes are therefore not necessarily required to establish the pro-
inflammatory state seen in untreated cells, but that a change in its expression goes hand in hand with alterations to immune cell activation.
Figure 4-15 Linear regression of cytokine and D1 (dependent variable) expression for monocytes from the MS cohort.

Each symbol represents an individual participant, with a trend line from the regression calculation. Effects of clozapine vs. untreated on IL-6 expression (A) and IL-1β (B). The effects of clozapine in the presence of LPS for IL-6 (C) and IL-1β (D).
4.7 Discussion.

Very little is known about the impact of dopamine receptor expression and signalling on innate immune cells, as most studies to date have focussed on the impact on T cells (Levite, 2012). Previous research has reported the expression of DR on most PBMC, but detailed studies of DR expression on monocytes are absent. Dopamine signalling in this context is very dependent on factors such as concentration, immune subset, and the specific receptor triggered, all of which can significantly alter the response outcomes of cells (Levite, 2012). Additionally, clozapine is not solely a DR antagonist but has wide affinity for a range of other receptors (Seeman, 2014). Thus, DR antagonism by clozapine in the context of immune modulation is a complex and difficult research topic.

We set out to investigate the effect of low dose clozapine on the innate immune response \textit{in vitro}. Our hypothesis was that low dose clozapine would have a modest but demonstrable inhibitory effect on pro-inflammatory cytokine production and alter DR expression in PBMC \textit{in vitro}. These effects were anticipated in our model as we considered the untreated overnight culture representative of a modest pro-inflammatory state given the data showed the induction of a low level of pro-inflammatory cytokines (IL-6 & IL-1β) in these cells.

Our results supported this hypothesis and showed a reduction of IL-1β, IL-6, and TNFα, but not INFγ or IL-10 by clozapine by the monocytes of treatment-naïve participants with MS. We further demonstrated the effects of clozapine in the presence of highly inflammatory TLR4 (LPS) signalling, where clozapine also mediated a reduction in pro-inflammatory cytokine production. We further posited that the pro-inflammatory nature and immune activation inherent from MS pathogenesis may result in differential DR and cytokine profiles in our untreated MS cohort when compared to a group of match healthy controls. This differential response was demonstrated with our TNFα and D1 expression results. While our broad aims and hypotheses were met, we also observe several unexpected and intriguing results that merit discussion. These findings are summarised in Table 4-3.
The evidence of the effects on class 1 DR signalling by immune cells of the periphery is mounting. To date, the sole focus of this area has been on adaptive immune cells, particularly T cells (Ghosh et al., 2003; Marino and Cosentino, 2016; Melnikov et al., 2016). Our work used a range of monoclonal antibodies targeting all known DR to profile their expression in a progressive MS cohort. It is the first study to detail DR expression by clearly defined monocytes, while also describing the impact of clozapine

### 4.7.1 Dopamine receptors.

The evidence of the effects on class 1 DR signalling by immune cells of the periphery is mounting. To date, the sole focus of this area has been on adaptive immune cells, particularly T cells (Ghosh et al., 2003; Marino and Cosentino, 2016; Melnikov et al., 2016). Our work used a range of monoclonal antibodies targeting all known DR to profile their expression in a progressive MS cohort. It is the first study to detail DR expression by clearly defined monocytes, while also describing the impact of clozapine

<table>
<thead>
<tr>
<th></th>
<th>MS</th>
<th>HC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untreated cells¹</td>
<td>↑ D1-4 expression</td>
<td>↑ D5 expression</td>
</tr>
<tr>
<td></td>
<td>↑ D5 expression</td>
<td></td>
</tr>
<tr>
<td></td>
<td>↑ % D5+ cells</td>
<td></td>
</tr>
<tr>
<td>LPS stimulation</td>
<td>↓ D1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>↑ D3&amp;D5 expression</td>
<td></td>
</tr>
<tr>
<td></td>
<td>↓ D4 expression</td>
<td></td>
</tr>
<tr>
<td></td>
<td>↑ All cytokines</td>
<td>↑ All cytokines</td>
</tr>
<tr>
<td>Clozapine treatment</td>
<td>↑ D1</td>
<td>↑ D1</td>
</tr>
<tr>
<td></td>
<td>↓ IL-6, IL-1β, TNFα</td>
<td></td>
</tr>
<tr>
<td>LPS &amp; Clozapine Co-culture</td>
<td>↓ D2,4 expression</td>
<td>↓ D2,4 expression</td>
</tr>
<tr>
<td></td>
<td>↑ D5 expression</td>
<td></td>
</tr>
<tr>
<td></td>
<td>↑ All cytokines</td>
<td>↑ All cytokines</td>
</tr>
</tbody>
</table>

¹Untreated cells changes are depicted as they relate to baseline expression levels. All other changes represent expression as compared to untreated cultures.

**Table 4-3 Summarised results of the effects of in vitro culture conditions on monocytes.**
on DR expression. Furthermore, we combined DR expression data with data on the expression of cytokines by monocytes, for a comprehensive outline of the immunomodulation effected by clozapine on this immune cell subset. While overlapping datasets have allowed some authors to compile a picture of DR expression in leukocytes (Levite, 2012), no single study has offered data to the sensitivity and specificity of our work. With the impact on DR signalling being contextual, it is reasonable to assume that clozapine concentration would have a differential impact on cell responses. Here, we used a single low dose of drug, optimised to model possible levels seen in the periphery following low dose oral administration while limiting negative effects on cellular viability.

We found that clozapine most prominently affected the expression of D1 on all viable monocytes in both the participant cohorts. The cells showed consistent D1 positivity, irrespective of in vitro manipulation. This was contrary to early reports where D1 could not be detected in this immune subset (McKenna et al., 2002). We also observe changes in the level of expression of D1 and noted a significant increase in total D1 expression after an overnight culture step. This was also observed for all other DR tested, but only in the MS cohort. An increase in DR expression following in vitro culture has been demonstrated previously and was likely due to the increase in subset maturation of monocytes (Coley et al., 2015). Coley et al. also showed expression of D1 by monocytes using a flow cytometry approach, thus substantiating our finding that D1 is expressed by monocytes.

Our results further show that clozapine treatment resulted in a significant increase in D1 expression by monocytes, with the overall level of D1 increased in both cohorts compared to untreated cells. Furthermore, in MS participants, clozapine could reverse the observed reduction in D1 from LPS stimulation while this effect was not observed in the HC. In addition to this finding we detected a strong correlation between pro-inflammatory cytokines (esp. IL-1β and IL-6) production and D1 expression in people with MS.

Our data focussing on the responses of monocytes offer new insights. A previous study found that dopamine inhibits anti-CD3 stimulated cytokine release, but that the addition of clozapine as a DR antagonist could not significantly impact this induction
nor affect protein tyrosine kinase expression in activated T-cell cultures (Ghosh et al., 2003). Furthermore, our group has demonstrated that in an animal model of MS, the protective effects of clozapine were not mediated through direct alteration of specific CD4+ T-cells subsets (Zareie et al., 2017). Instead it is possible that an alternative immune subset, namely monocytes, may be more affected by clozapine and thus promote an anti-inflammatory response. Adding to this idea is a report in which the authors used mRNA interference of D1 to demonstrate that this DR was essential for dopamine driven anti-inflammatory signalling (Yan et al., 2018). Yan et al. showed signalling through D1 is required to inhibit inflammasome activation and the subsequent reduction of IL-1β production by LPS-primed bone marrow derived-macrophages. Together with our findings, this work suggests that clozapine, which we found increased the expression of D1, may enable improved signalling by endogenous dopamine through D1, inhibiting the inflammasome and reducing IL-1β production by monocytes. Further work is required to confirm this mechanism, and while assessing changes in endogenous dopamine in our model would add to our understanding of clozapine’s mechanism. Unfortunately, dopamine has a very short half-life (under 2 minutes in plasma) which limits its measurement in stored culture supernatants.

In the CNS at therapeutic doses, clozapine transiently occupies D2, facilitating neuronal activity that increases synaptic dopamine (Seeman, 2014). This increase in dopamine by transient occupation then results in the drug’s antipsychotic action while limiting parkinsonian motor side effects. We note a recent report in literature that D2 was upregulated following clozapine exposure in cell line models, which the authors suggested was due to increased translocation of receptor to the cell surface (Schrader et al., 2019). Our data showed upregulation of D2 expression following overnight culture, but we observed that low dose clozapine alone had no significant effect on D2 expression by monocytes. Detection of changes to D2 expression may be limited in our model by the use of a low dose and from clozapine having a significantly reduced capacity to increase D2 expression as compared to other atypical antipsychotic drugs (Schrader et al., 2019). Schrader and colleagues further suggest D2 upregulation is caused by a small proportion of drug that enters the cell to induce D2 upregulation. Our low dose model may not provide sufficient bioavailable agent to mimic the actions
seen by Schrader et al. Furthermore, from our study, D2 does not appear to be the major target through which clozapine exerts its immune modulating effects.

The effects of clozapine may be beneficial in MS if *in vivo* administration of the drug has similar immune modulating outcomes as those described here. In MS pathology, it is accepted that immune cells are present and contributing at the sites of inflammation in the CNS, and that the periphery may be more pro-inflammatory than in healthy people (Krei et al., 1991; Mikova et al., 2001; Tsukada et al., 1991). Clozapine treatment in MS may therefore be beneficial, as we demonstrate here that clozapine can dampen cytokine expression under pro-inflammatory conditions.

### 4.7.2 Intracellular cytokines.

The inflammatory mediators IL-1β, IL-6, TNFα, INFγ and IL-10 are known to play a key role in neuroinflammation and signalling in the brain (Bobermin et al., 2018) and as such were selected for our analysis. The effects of LPS stimulation in cultured cells were as expected: a significant increase in all of these mediators was observed following overnight stimulation. This expected response set a baseline, from which we were able to evaluate the effects of clozapine. Our data revealed a modest immunomodulatory effect by the drug when used at low concentration and especially when cells were in an inflammatory environment (i.e. stimulated with LPS or from people with MS). In MS participants, we noted a modest but significant reduction by clozapine in the amount of IL-6, IL-1β and TNFα expressed compared to untreated cells. This appeared most apparent in participants who had higher cytokine levels. Neither of these observations were noted in HC. Furthermore, IL-1β levels in MS participants were also reduced by clozapine in the presence of LPS, although this was not observed for IL-6, and failed to reach significance for TNFα cultures.

Of the 5 cytokines tested only levels of TNFα were consistently altered in MS participants when compared to HC. We observed both the proportion and total amount (i.e. gMFI) of this cytokine produced was significantly higher in MS participants. Moreover, baseline levels were elevated, indicating higher constitutive TNFα expression in MS. Reports in the literature demonstrate that monocyte derived TNFα is increased in SPMS over RRMS, with MS patients also having higher levels
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than healthy controls (Filion et al., 2003; Maimone et al., 1991; Sharief and Hentges, 1991; Trotter et al., 1991). This is in agreement with our findings. Although reducing TNFα has proven highly effective in other autoimmune conditions such as rheumatoid arthritis, this strategy failed in phase two trials for patients with MS (LENERCEPT, 1999) and even led to worsening of disease. Subsequent investigations have shown TNFα has a central role in CNS remyelination (Arnett et al., 2001), which is essential for CNS repair and recovery post relapse. The effect of clozapine was also found to be very pronounced in our MS cohort, with the magnitude of the response to clozapine being significantly stronger, and clozapine effecting a greater reduction in TNFα levels compared to HC. While dramatically reducing TNFα levels during MS has been shown to lead to poorer outcomes, we believe that the clozapine-mediated reduction in TNFα is more subtle than that of TNFα-blocking agents and is due to the anti-inflammatory effects of clozapine.

PBMC from patients in the relapsing phase of RRMS have been shown to produce more INFγ than participants in remission, and in healthy controls (Melnikov et al., 2016). Additionally, previous studies have shown that clozapine in the presence of LPS can differentiate schizophrenic patients from healthy controls in terms of their INFγ response to in vitro stimulation (Krause et al., 2013; Reale et al., 2011). At therapeutic doses, clozapine is further known to reduce INFγ production by PBMC (Chen et al., 2012b). Our data shows that clozapine has the capacity to effect a reduction in INFγ expression in co-cultured with LPS and normalised to untreated cells. This suggests that clozapine has the capacity to affect INFγ expression but only in activated cell since this effect was not observed in the absence of LPS. The effect of altering INFγ in MS is complex. The type 1 interferon pathway is a longstanding and effective therapeutic target in RRMS, but it remains unclear exactly why it is effective (Reder and Feng, 2014). Early clinical trials with INFγ showed a striking increase in MS exacerbations from INFγ therapy (Panitch et al., 1987). In contrast, work in our lab has shown that disease protection in an animal model of MS is dependent on INFγ (O'Sullivan et al., 2014) and animals deficient in INFγ suffer a more severe disease in this model (Ferber et al., 1996). Furthermore, recent studies have suggested that a subset-specific effect of INFγ on innate cells may be neuroprotective (White et al., 2018). Overall, while there is evidence that interferons have positive benefits in MS,
what role INFγ has in the therapeutic effects of clozapine during MS remains to be established.

IL-10 production has been shown to be increased by high dose clozapine in co-culture with LPS compared to LPS alone, as well as clozapine inducing an increase in IL-10 in PBMC cultures stimulated through TLR3 (Al-Amin et al., 2013). In contrast, we did not detect an upregulation in IL-10 by clozapine. This difference may be due to the much lower dose in our cultures. While the reduction in the amount of pro-inflammatory cytokine by clozapine seen in our data supports a dampening of inflammatory processes, we cannot attribute this reduction to any observed change in IL-10. It is possible that at this concentration, clozapine’s immunomodulatory effect is in reducing pro-inflammatory cytokine production rather than instigating an anti-inflammatory cascade through IL-10.

Lastly, this study is the first to evaluate the effect of low dose clozapine on monocyte cytokine responses; however, a previous study has investigated the impact of clozapine on monocytes, but on immortalised mouse cell lines and with doses of clozapine that was in excess of a 1000 fold of our use (Contreras-Shannon et al., 2013). This previous study showed that very high doses of clozapine detrimentally affected cellular ATP production and viability, with an increase in culture supernatant cytokines when administered at > 50 μM. Because we found high doses greatly reduced cellular viability, and our work was geared toward maintaining viability and limiting cytotoxicity, it is difficult to form a comparison between these two studies.
4.7.3 Conclusion.

In animal models of MS, dopamine agonism appears to drive MS pathogenesis (Prado et al., 2018). Coupled to this, is the increased presence of immune cells in the CNS during MS, which is an environment rich in dopamine. Together with our findings, this research supports DR antagonism as a drug option with which to alter activated immune cells in the CNS. Although few dopaminergic agents have been studied in the context of MS therapeutics, changes in DR expression in PBMC from MS participants and a disparity in PBMC responses between HC and MS participants, are known (Giorelli et al., 2005). Effective drug interventions in RRMS, specifically INFβ therapy, are known to change DR expression on immune cells of the periphery (Zaffaroni et al., 2008). The potential of dopamine-mediated interventions being effective in MS is supported by recent work (Marino and Cosentino, 2016). Overall, our study shows significant immunomodulation and alteration of DR expression by clozapine as well as a differential clozapine-mediated response by monocytes from people with MS when compared to healthy controls. These novel results shed light on how MS changes neuroimmune signalling pathways, and highlights the potential of clozapine as a novel treatment approach in progressive MS.
4.8 Limitations.

The DRD5 used in our assay was conjugated to AF405, which is a very dim fluorophore. This issue may affect our ability to reliably detect dim levels of expression even on our high-resolution cytometry platform. Even though we reported that not all monocytes express D5, and that the proportion of cells positive for D5 was significantly increased in the MS cohort at baseline, these results should be interpreted with caution. While Prado et al. similarly showed a significant increase in the number of DR (1-5) expressing cells, particularly in non-classical monocytes for MS participants over HC (Prado et al., 2018), our result was contrary to these findings as we showed D1-4 positivity in all monocyte from all participants and did not observe any difference between the cohorts for D1-4. The differences between our data and Prado et al. are likely due to differences in cytometry platform resolution combined with the use of different antibodies to these target epitopes.

Our experimental design did not allow us to detect the direct cause of alterations in DR expression such as whether they were due to receptor cycling between the surface and an internal compartment or if our in vitro conditions effected upstream changes that resulted in differential expression of the marker. Future work should include additional measures to help establish the impact of the changes observed in our model. Our data acquisition techniques also did not allow for a comparison of the expression of the density of DR relative to each other. Future directions should be geared to allow for the detection of receptor density expression relative to one another as this can aid in determining the relative importance of the different receptors in this context.

For our clozapine dose optimisation, we did not consider the toxicity effects of clozapine doses over time, which may impact PBMC viability in vitro. However, our use of a low dose and the dose titration data indicating that low doses had no significant effects on viability, suggests a negligible effect of toxicity from an overnight culture.

We report here data on intracellular cytokine expression at a single time point (T24); however, monocyte production of these cytokines may be optimally detected at
different times. Because multiple timepoint sampling was experimentally prohibitive, we chose the best overall time point (i.e. T24). We also counteracted some of this limitation by using agents that impeded the secretion of cytokines by interfering with the cellular Golgi apparatus thus retaining them inside the cell such that early and later produced cytokines were present at the single sample timepoint.

Our data here of on the effects on monocytes does not differentiate between direct and indirect actions. The cultures comprised PBMC with monocyte data collated from cytometric gating. This limits the interpretation of the data, as clozapine may act both directly and indirectly through the action of other cells in culture.
4.9 Summary.

The ability of clozapine to alter the peripheral and therefore, potentially the CNS environment, make it an intriguing therapeutic option in treating progressive MS. We demonstrated modulation of dopamine receptors and cytokine expression by monocytes, the key immune effector cells that have a well-established role in autoimmune pathogenesis and disease outcome. Monocytes from MS participants showed a clear differential pattern in cytokine responses and DR expression following in vitro stimulation and exposure to clozapine. Our data offers additional areas of research in which to explore alternative strategies for the treatment of progressive MS.
Chapter 5. Transcription factor and cytokine responses following MIS416 treatment in vitro.

5.1 Introduction.

MIS416 comprises a large, non-soluble microparticle suspension that must be internalised by phagocytosis to reach its targets. MIS416 has been demonstrated to be safely administered intravenously at up to 500 μg/week (Luckey et al., 2015). Uptake of MIS416 by phagocytic cells induces a characteristic cytokine profile resulting in IL-1β, IL-10, TNFα, and INFγ production in human PBMC cultures in vitro (Girvan et al., 2011).

Monocytes are key cytokine-producing cells (Nathan, 1987; Xing and Remick, 2003) and have been well documented to produce a range of inflammatory (IL-6, IL-1β, TNFα, IL-12) and anti-inflammatory cytokines (IL-10) in patients with MS (Filion et al., 2003; Liu et al., 2001). Activated monocytes are reported to be present in MS lesions (Kouwenhoven et al., 2001) and the pathogenicity of cytokines following immune activation is an established contributor to MS pathology (Rudick and Ransohoff, 1992). Furthermore, there are reports of altered cytokine levels and proportion of cytokine-producing cells present in the blood of patients with MS (Navikas and Link, 1996).

The major source of MIS416-induced cytokines in humans following MIS416 induction has not been shown. Monocytes are the likely source as they are early innate immune responder cells, acting through cytokine production and antigen presentation (Murphy, 2012). One potential benefit of MIS416 therapy is through altering cytokine profiles in patients (i.e. immunoregulation). Upregulation of cytokines by monocytes may contribute to inflammation in MS (Filion et al., 2003). Drug induced cytokine alterations have been observed to be beneficial in the treatment of early stage disease, as treatments such as interferon beta are known to increase IL-10 production, a known inflammation suppressing immunomodulator (Liu et al., 2001). Altering cytokine profiles can therefore dampen immune responses or establish a more anti-
inflammatory environment. This may be an effective treatment strategy if the resulting immunosuppression lessens MS disease activity.

Exposure to MIS416 engages extensive cellular signalling machinery which then results in the production and secretion of cytokines. Several key molecular steps, such as the phosphorylation of transcription factors (TF), are central to this process, and these steps can be detected and used to interrogate the signal pathways involved downstream of MIS416 activation.

MIS416 comprises two pathogen-associated molecular patterns (PAMP) namely CpG and MPD, targeting TLR9 and NOD2 respectively. TLR9 agonism from CpG results in TNFα and IL-6 induction via nuclear factor kappa B (NFκB) activation and associated transcriptional activity (Tsujimura et al., 2004). NOD2 agonism induces IL-10, also in response to NFκB activation (Macho Fernandez et al., 2011). In profiling protein phosphorylation of the TF central to the MIS416 response, we can gain insight into the drug’s mechanism of action and whether those pathways are substantially altered in progressive MS. Furthermore, the ability of MIS416 to alter cellular immune homeostasis by modulating cellular NFκB-mediated signalling responses can be investigated.

NFKBIA is the gene responsible for encoding the inhibitor of NFκB (i.e. IκB), and its expression is, in part, regulated by an upstream promoter. Miterski et al. identified an insertion of 8 base pairs in the promoter of NFKBIA which occurred at a lower frequency in progressive MS compared to control subjects, suggesting a putative protective role for this allele (Miterski et al., 2002). Because the effect of the NFKBIA promoter insertion on function is unknown, we propose to stratify participants based on their NFKBIA mutation status to observe what effect the mutation may have on TF phosphorylation and cytokine expression.

Our work in this chapter was based on the premise that in vitro exposure of human PBMC to MIS416 would activate NFκB-mediated signalling and cytokine production in monocytes and that these responses would be shaped by the presence of NFKBIA promoter mutations.
5.2 Aims.

This chapter investigates the specific effects of MIS416 treatment on PBMC in vitro with a particular focus on the effects in monocytes. In focussing on monocytes, we aimed to determine if there were inherent differences in the innate response to MIS416 during MS. Additionally, because previous research has indicated that a mutation in the promotor region of the inhibitor for NFκB may impact disease outcome in progressive MS, we stratified individuals from our MS and HC cohort further, using their sequencing data for this promotor region to explore the effect of genotype on cytokine production and innate signalling pathways. In this chapter we tested the hypothesis that monocytes from people with progressive MS respond differently to MIS416 in vitro compared to those from HC, and that the pattern of MIS416-induced responses correlates to mutational status. To test this hypothesis, we addressed three specific aims.

5.2.1 Specific Aims.

5.2.1.1 To profile and compare the phosphorylation status of NFκB p65, CREB, STAT1 and STAT3 proteins in monocytes from HC and MS participants that were stimulated in vitro with MIS416.

5.2.1.2 To determine if in vitro-stimulated monocyte responses vary between HC and MS participants by profiling the cytokines IL-1β, IL-6, IL-10, TNFα and INFγ.

5.2.1.3 To elucidate the effect of a mutation in the promotor region for the NFKBIA gene on cytokine production and signal pathways in monocytes from healthy and progressive MS subjects.
5.3 Methods.

5.3.1 Study participants.

The study comprised two cohorts: a progressive MS group and a healthy group of age- and sex-matched individuals. PBMC were collected fresh and stored in liquid nitrogen until use. All MS participants were screened and enrolled as previously described (Luckey et al., 2015; La Flamme et al., 2020) and had either primary or secondary progressive disease with no significant confounding comorbidities and were not receiving any disease-modifying therapy. Subjects selected were from two clinical trial cohorts - the CRISP trial, which included healthy individuals and progressive MS (n = 9/group), and the MIS416 Phase 2b trial which included only secondary progressive MS (n = 18 selected) (see 3.3.1, demographic data). From the total MIS416 trial cohort we only selected from participants who were recruited in NZ (n=28 available). Selection was based on their NFKBIA mutation status to include participants with homozygous (n=2) heterozygous (n=7), and wild type (n=9) mutational status, while also ensuring age and gender averages matched to the CRISP cohort.

5.3.2 Ethical approval.

Full ethical approval was in place before we commenced any experiments, with the CRISP trial being approved by the Central Health and Disability Ethics Committee (15/CEN/216) and the Standing Committee on Therapeutic Trials (15/SCOTT/177), and the MIS416 Phase 2b trial approved by the Uniting Care Health Human Research Ethics Committee, Western Australia (MIS416-202).

5.3.3 Experimental procedures.

The in vitro protocol for PBMC sample processing was standardised for all samples and detailed in Chapter 3 (see section 3.2.1.1 – 3.2.15). Briefly, individual donor human PBMC were thawed, DNase treated and revived under standard in vitro conditions (37°C; 5% CO₂) for 90 minutes in complete media. Cells were then
stimulated with either MIS416 (5 ug/ml), LPS (1 ng/ml), or left untreated. After 3 hours an aliquot of cells was removed, viability stained, and immediately fixed for TF analysis. The remaining cells were incubated overnight in the presence of a brefeldin A (0.5 ul/ml) & monensin (0.3 ul/ml) mixture. Following they overnight culture, the cells were viability stained, fixed, permeabilised using Cytoperm Buffer (Becton Dickenson, USA), stained with antibodies, and washed. Data were acquired on a Cytek Aurora spectral cytometer the following day.

All culture aliquots received an identical lineage marker stain (see Table 3-1, PBMC lineage stain). Additionally, cells cultured for TF expression were stained with TF reported markers (Table 3-1, Tube 4) while cells cultured for cytokine expression were stained for cytokine reporters (Table 3-1, Tube 3). All cytometry data were gated using a common PBMC gating strategy to yield terminal monocytes (Figure 3-2).

5.3.4 NKFBIA mutation analysis.

Sanger sequencing for the promotor region of the NFKBIA gene was performed on the purified DNA for all our participants by our collaborators. For the CRISP trial participants, DNA was extracted with the DNeasy Blood and Tissue Kit, (Qiagen, US) and shipped as dehydrated pellets for sequencing. All MIS416 phase 2b trial participants had mutational analysis for the NFKBIA gene performed previously as part of the trial protocol. Primer sequences and PCR conditions were as previously described (Mitterski et al., 2002).

5.3.5 Statistics.

Statistical analyses were performed in Prism 8 (Graphpad, US). All data distributions were tested for normality, and log transformed where necessary with negative values log transformed using a correction factor. Normally distributed data was subject to an ordinary one-way analysis of variance test (ANOVA), or Mixed Effect test, with Geisser-Greenhouse post-test. Data failing normality testing was subject to a repeat measure Kruskal-Wallis test with Dunn’s multiple comparison test.
To correct for multiple comparisons, we used Turkey’s multiple comparison test. We applied correction but only to inter treatment group comparisons. No correction was applied in comparing stratified population differences. While this approach was less stringent, it was appropriate as it enabled for future hypothesis generation.

Direct comparisons between two cohorts was performed using t-tests of the calculated mean and SD, except for gender distributions in the population which was by Fisher’s test. Baseline corrected data was expressed as the percentage change from untreated cells, with the mean group values compared using the Mann-Whitney test.

All correlation analysis was performed using Pearson’s correlation matrixes, and we used linear regression to demonstrate the relationship between ELISA, gMFI and percentage positive cell data. $R^2$ = coefficient of determination (i.e. ‘goodness of fit’), $r$ = Pearson r, CI = confidence interval.

In all instances $p$ values at $\leq 0.05$ were taken as statistically significant. Results close to the threshold were interpreted with caution so as not to exclude potentially meaningful results.

All graphically depicted group averages were plotted as mean values, and error bars represent SD.
5.4 Results.

5.4.1 Participant demographics.

To investigate if monocyte responses to MIS416 were altered during progressive MS, we assessed stimulated monocytes in PBMC cultures from two New Zealand based clinical trial cohorts comprising untreated progressive MS participants. Concurrently, we compared responses in PBMC cultures from an age- and sex-matched group of healthy control participants recruited locally from the Wellington region (Table 5-1).

Table 5-1  Demographic distribution of study participants.

<table>
<thead>
<tr>
<th>Study Population</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>54.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>46-66</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender F:M (% F)</td>
<td>7:2 (77.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRISP</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIS416</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>56.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>35-70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender F:M (% F)</td>
<td>21:6 (77.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.4.2 Protein phosphorylation responses to MIS416 in vitro.

NFκB activation is one of the key transcription factors mediating the response to MIS416. To better understand the cellular response to NFκB-mediated signalling, we profiled the phosphorylation of transcription factors (NFκB p65, CREB, STAT1, and STAT3) that are key to the induction of cytokine expression and activation in monocytes.

5.4.2.1 Determining MIS416 uptake by monocytes.
MIS416 must be internalised by the cell before it can make contact with its intravesicular and cytosolic receptors, so we conducted a time course with fluorescently labelled MIS416 conjugated to FITC to determine the optimal time point. We found that after 3 hours approximately 60% of the monocytes in a PBMC culture had taken up MIS416 (Figure 5-1). Since protein phosphorylation is generally a rapid process, with soluble targets such as LPS causing a detectable increase after only fifteen minutes (Nolan and Condello, 2013), it was anticipated that NFκB phosphorylation and other downstream signal pathways would occur by three hours post exposure to MIS416. Indeed, a time course for the detection of phosphorylated NFκB, CREB, STAT1, and STAT3, showed no difference between untreated and MIS416-treated monocytes at 15 and 60 minutes but did show a detectable decrease in the fluorescent intensity of monocytes after 180 minutes (Figure 5-2). Using this system, we aimed to identify the MIS416-induced effects on the signalling pathways in monocytes, and if these effects were altered during progressive MS.
Figure 5-1 Time series of fluorescent MIS416 uptake by monocytes from 3 healthy donors.

(A) Gating strategy sequence 1-4. (B) The proportion of positive plotted over a sampling time series. Donor 1 had an extended sample series while donor 2 and 3 ended at 225 minutes.
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Figure 5-2 Phosphorylation of STAT1, STAT3, CREB and p65 in monocytes stimulated with MIS416 over a time series. 15 minutes (blue), 60 minutes (red) 180 minutes (green) of MIS416 stimulation.
5.4.2.2 S529 is a phosphorylation site in the transactivation domain of p65 and is used to profile activated NFκB.
The transactivation domain is responsible for interacting with the p65 inhibitor of NFκB (IκB). Upon activation and release from IκB, the S529 site is phosphorylated to increase transcriptional activity. The monoclonal antibody K10-895.12.50 recognises phosphorylated S529 (pS529) on the human NFκB p65 subunit. Intracellular flow cytometric detection of a fluorescent conjugate to this antibody thus represents relative, unbound, and active NFκB with high transcriptional activity.

5.4.2.3 Three hours of in vitro culture with MIS416 reduced NFκB activity in healthy participants.
In the HC cohort, the total proportion of monocytes expressing activated p65 did not vary significantly between the in vitro conditions, and active p65 was detected in essentially all viable monocytes (Figure 5-3). In contrast to the proportion of monocytes expressing activated p65, the level of activated p65 as assessed by the geometric mean fluorescent intensity (gMFI) was reduced in HC monocytes exposed to MIS416 for three hours in culture (T3 MIS) and was significantly lower than baseline (T0) measures (Figure 5-3). Compared to untreated cells (T3 untreated), there was a modest treatment effect, but it did not reach statistical significance (p = 0.07). Individual participant plots emulate this effect.

5.4.2.4 In progressive MS, there was an overall reduction in the proportion and activation of NFκB in monocytes.
The total proportion of monocytes expressing active p65 in the MS cohort was reduced at T3 in both the untreated and MIS416-treated cultures to a similar extent (Figure 5-3). This reduction in activated p65 after 3 hours of culture was also evident when the level of activated p65 was assessed (i.e. gMFI). When the levels of activated p65 in monocytes from HC and MS individuals were directly compared, it was clear that at T0 and T3, irrespective of treatment, monocytes from MS participants had significantly less active p65. To determine if there was a differential response to MIS416 by HC and MS monocytes under in vitro conditions, the percentage change in activated p65 gMFI was compared. This analysis illustrated that while the levels were
lower in MS monocytes, the magnitude of the MIS416-mediated response was the same as in HC monocytes.
Figure 5-3 The mean proportion (A & D) and level of activated NFκB p65 in monocytes.
Individual participants are indicated by a coloured circle, HC (black), MS (pink). (A-C) depicts HC only data. (D-F) MS participant only data. (G & H) a direct comparison between the cohorts. Bars indicate group mean, with error bars show SD. *(p ≤ 0.05), **(p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.4.2.5 MIS416 stimulation may alter STAT1 phosphorylation. STAT1 is a ubiquitous protein that regulates interferon-induced genes (Zakharova et al., 2003). Exposure to INFγ results in the phosphorylation at residue Y701, nuclear translocation, and DNA interaction (Darnell, 1997). The phosphorylated site (pY701) is detected by the monoclonal antibody 4a-pSTAT1. Cytometric detection of fluorescently labelled pY701 antibody is therefore primarily, but not restricted to, an indication of INFγ response and activation. STAT1 is also activated by other INF proteins including IFNα & IFNβ, immune factors such as cytokines (IL-10, IL-6, IL-11) as well as receptor tyrosine kinases and G-protein coupled receptors (Zakharova et al., 2003).

5.4.2.6 MIS416 treatment in vitro significantly reduced STAT1 activation in monocytes. In the HC cohort, the total proportion of activated STAT1-expressing monocytes did not vary to any significant degree between the in vitro conditions (Figure 5-4). In contrast to the proportion of positive cells, we detected a significance decrease in the total amount of activated STAT1 (gMFI) present at T3, but only when cells had been treated with MIS416 (T3 MIS). This effect was observed in both the HC and MS cohorts. Furthermore, we observed that in MS participants, MIS416 treatment also reduced the total proportion of monocytes expressing activated STAT1.

5.4.2.7 In progressive MS, there is a reduction in the activity of STAT1. Comparing MS with HC participants highlighted a significant reduction in the amount of active STAT1 in MS participants at T0. Untreated cells at T3 showed a similar trend but did not reach the threshold of significance (p = 0.06) (Figure 5-4). To establish if there was a difference in the magnitude of response between MS and HC participants following MIS416 stimulation, we compared the fold change in activated STAT1 between the cohorts but did not observe any significant difference in the magnitude of MIS416-mediated change.
Figure 5-4 The mean proportion (A & D) and level of activated STAT1 in monocytes.

Individual participants are indicated by a coloured circle, HC (black), MS (green). (A-C) depicts HC only data. (D-F) MS participant only data. (G & H) a direct comparison between the cohorts. Bars indicate group mean, with error bars show SD. * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001, **** p ≤ 0.0001.
5.4.2.8 STAT3 is crucial mediator of TNFα signalling.
STAT3 is transcription factor that is essential for cellular differentiation, apoptosis and growth as it mediates signals from receptors to a range of different cytokines (Forbes et al., 2016) including: IL-10, IL-6, IL-12 and INF. In monocytes, STAT3 signalling is crucial in the downregulation of TNFα synthesis (de Jong et al., 2012). Y705 is a tyrosine residue site on STAT3 that is phosphorylated to activate STAT3 in response to IL-6, INF and epidermal growth factor (EGF) (Zhong et al., 1994). Detection of pY705 STAT3 by intracellular staining with the 4/P-STAT3 monoclonal antibody indicates activated STAT3.

5.4.2.9 MIS416 treatment significantly reduces STAT3 activity in monocytes.
We observed that in both cohorts, the total proportion of activated STAT3-expressing monocytes was reduced at T3 MIS, while untreated cells showed no significant change from T0 (Figure 5-5). Furthermore, this reduction was reflected in the levels of active STAT3 detected, with MIS416 treatment causing a significant reduction in both cohorts. The variation in STAT3 proportion and activity between HC and MS cohorts did not reach significance nor did the magnitude of the treatment effect at T3 between HC and MS, indicating that STAT3 activation in monocytes from both MS and HC cohorts was similar.
**Figure 5-5** The mean proportion (A & D) and level of activated STAT3 in monocytes.

Individual participants are indicated by a coloured circle, HC (black), MS (yellow). (A-C) depicts HC only data. (D-F) MS participant only data. (G & H) a direct comparison between the cohorts. Bars indicate group mean, with error bars show SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.4.2.10 CREB activation, the counterpoint to p65 activity.
In addition to the effects of MIS416 on p65 activity, we measured adenosine 3′,5′-monophosphate response element–binding (CREB) protein phosphorylation. CREB in part, functions in the regulation of immune responses by inhibiting NFκB activation, promoting proliferation and survival (Park et al., 2005). The J151-21 antibody targets the pS133 site of CREB protein, and detection with a fluorophore conjugate indicates activated CREB protein.

5.4.2.11 Early CREB response was not significantly altered.
The total proportion of monocytes expressing activated CREB was not significantly different in the in vitro conditions of the HC cohort (Figure 5-6). In the MS cohort, we observed a modest decrease in the total CREB positive cells at T3 compared to T0, independent of any treatment effect, but this modest effect was not found when the level of activated CREB (i.e. gMFI) was assessed. Moreover, three-hour treatment with MIS416 did not have a discernible effect in either cohort.

5.4.2.12 MIS416 in vitro responses indicate large a variation in CREB activation for individual participants.
To observe if there was a difference in the magnitude of CREB activation between HC and MS participants, we normalised expression to untreated T3 expression levels. While the difference between the cohorts was not significant, we observed that both cohorts appeared to have large variation with some individuals upregulating CREB activity, while others reducing it after MIS416 stimulation.
Figure 5.6 The mean proportion (A & D) and level of activated CREB in monocytes.

Individual participants are indicated by a coloured circle, HC (black), MS (blue). (A-C) depicts HC only data. (D-F) MS participant only data. (G & H) a direct comparison between the cohorts. Bars indicate group mean, with error bars show SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.4.3 The cytokine response profile of monocytes treated with MIS416.

To establish if monocytes from HC and MS participants had a different cytokine response to *in vitro* MIS416 stimulation, we profiled IL-1β, IL-6, IL-10, TNFα and INFγ expression. These cytokines have previously been described as key response mediators to MIS416, and together, offer a diverse view of traditionally pro- and anti-inflammatory response proteins.

5.4.3.1 A concentration of 5 μg/ml MIS416 induced sufficient cytokine expression in overnight culture for effective intracellular detection. Our collaborators have previously done extensive optimisation of *in vitro* MIS416 use (unpublished data). We used their work as starting point to select the best concentration. We then confirmed which concentration induced a sufficient cytokine signal to enable effective detection in our system. Figure 5-7 shows the results from the concentration range experiment with MIS416, showing that IL-1β, IL-6, and TNFα were detectable over a wide range of MIS416 concentrations following overnight culture. Next, we confirmed these findings with two different donors using two doses of MIS416 (0.5 and 5 μg/ml) and found that 5 μg/ml MIS416 reliably induced cytokine responses that could be measured using standard intracellular cytometry techniques (Figure 5-8).

5.4.3.2 Low dose LPS results in a good cytokine response to act as control for the induction of monocytic cytokine production. LPS was selected as an activation control for cytokine induction to profile the response alongside MIS416. We aimed for low dose LPS stimulation, as the overnight incubation required for optimal IL-10 induction from LPS could result in cell death at high concentrations. We started by profiling cytokine production (IL-6, IL-1β and TNFα) and observed that over an LPS dose series ranging from 0.1 ng/ml to 200 ng/ml the proportion of recorded monocytes was not significantly reduced following 6h stimulation (Table 5-2). In PBMC cultured overnight with 1 ng/ml or 10 ng/ml LPS respectively, we observed the higher dose to result in a reduction in viable monocytes (Table 5-3). We also observed that lower doses of LPS resulted in better cytokine
detection, with the lower doses yielding higher gMFI values for the three early response cytokines, and 1 ng/ml giving the best signal to noise ratio (Figure 5-9).
Figure 5-7 MIS416 response curve of cytokine expression.
Cytokine expression as gMFI is depicted over a MIS416 dose range.
Cells incubated overnight.
Figure 5-8 Effect of MIS416 on in vitro cytokine production in cells stimulated overnight.

Representative histogram layouts of stained and unstained gated monocytes for three stimulation conditions (0.5 μg/ml, 5 μg/ml MIS416, or untreated) and their expression of TNFα, IL-6 and IL-1β in a single donor.
Table 5-2 Single donor stimulation of PBMC over an LPS dose range.

<table>
<thead>
<tr>
<th></th>
<th>Monocytes (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Media only</td>
<td>7.94</td>
</tr>
<tr>
<td>Brefeldin A &amp; Monensin</td>
<td>6.65</td>
</tr>
<tr>
<td>0.1 ng/ml LPS</td>
<td>4.35</td>
</tr>
<tr>
<td>1.0 ng/ml LPS</td>
<td>2.94</td>
</tr>
<tr>
<td>10 ng/ml LPS</td>
<td>2.79</td>
</tr>
<tr>
<td>100 ng/ml LPS</td>
<td>4.52</td>
</tr>
<tr>
<td>200 ng/ml LPS</td>
<td>4.69</td>
</tr>
</tbody>
</table>

Data depicts the proportion of monocytes from all CD45 positive single cell events for cells incubated overnight.

Table 5-3 Cell proportions following overnight LPS stimulation.

<table>
<thead>
<tr>
<th>Donor</th>
<th>H013</th>
<th>H022</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Untreated</td>
<td>1 ng/ml</td>
</tr>
<tr>
<td>Monocyte</td>
<td>14,30</td>
<td>5,51</td>
</tr>
<tr>
<td>NK-cells</td>
<td>5,48</td>
<td>7,24</td>
</tr>
<tr>
<td>B-cells</td>
<td>3,51</td>
<td>5,62</td>
</tr>
<tr>
<td>T-cells</td>
<td>76,70</td>
<td>81,60</td>
</tr>
</tbody>
</table>

Data depicts the major immune cells subsets of the PBMC as a proportion of total viable CD45 positive cells.
Figure 5-9 Representative, single donor LPS stimulation series.

PBMC were incubated over a range of LPS doses and stained for cytokine expression. Viable monocytes demonstrate cytokine staining at lower LPS doses with 1ng/ml (Orange) indicating the best signal to noise ratio.
5.4.3.3 The profile of IL-1β expression in *in vitro* cultured monocytes was characteristic of a response to TLR agonism. Overnight exposure to either LPS or MIS416 resulted in a strong IL-1β response in monocytes, indicating cellular immune activation (Figure 5-10). In both cohorts, LPS (HC: p = 0.0035; MS: p < 0.0001) and MIS416 (HC: p = 0.0179; MS p < 0.0001) yielded a significant increase in the proportion of IL-1β+ cells, up from 51% in untreated cells, to nearly 90% following either LPS or MIS416 stimulation. No significant difference in the proportion of IL-1β+ cells was observed between LPS and MIS416 for either cohort, nor did inter cohort comparisons of the proportion of IL-1β+ cells show significant variation.

5.4.3.4 Monocytes induced a strong IL-1β response following *in vitro* exposure to MIS416. Inter group analysis of the HC participants showed that the total amount (gMFI) of IL-1β expressed by monocytes was significantly higher for LPS (p = 0.0009) and MIS416 (p = 0.005) compare to untreated cells. The data shows that both LPS and MIS416 induced a strong IL-1β response in all HC participants, but that the magnitude of the response between the two agents did not vary greatly (Figure 5-10D).

5.4.3.5 MS participants were more responsive in terms of IL-1β induction by MIS416 compared to LPS. In the MS cohort, the data showed a strong response to stimulation. MS participants responses were significantly stronger to MIS416 (mean = 52078.2) than LPS (mean = 29822.2) (p = 0.0126) (Figure 5-10). The magnitude of response to MIS416 in MS participants over untreated values was also significantly higher than to LPS (p = 0.0051). This effect was not observed in the HC. However, when contrasting HC with MS, we did not observe a significant difference in the levels of IL-1β for any of the *in vitro* conditions for either the proportion of IL-1β+ cells, nor the total amount of L-1β detected (Figure 5-10 I&J).
Figure 5-10 The mean difference in the proportion (A, E & I) and relative expression of IL-1β in monocytes following overnight in vitro stimulation.

Each dot represents an individual participant’s response, with HC (black) comparison to MS (red). (A-D) HC only data. (E-H) MS participants only data. (I & J) comparison of MS to HC. Bars indicate mean with SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.4.3.6 LPS and MIS416 upregulated the expression of IL-6 in monocytes, but HC and MS cohort did not differ in their IL-6 responses to either stimulation. In HC (p = 0.0022) and MS (p < 0.0001) participants, LPS induced a significant increase in the proportion of IL-6+ cells compared to untreated cells (Figure 5-11). While for MIS416, it was only in the MS cohort that we observed a significant increase in the positive cell proportion when compared to untreated cells (p = 0.040).

Both cohorts showed a similar response in terms of total IL-6 (gMFI) produced by monocytes in response to LPS (HC: p = 0.0019; MS: p < 0.0001) and MIS416 (HC: p = 0.0323; MS: p = 0.0003) compared to untreated. Additionally, monocytes from both cohorts expressed significantly more IL-6 when stimulated by LPS than MIS416. This effect was also reflected in the magnitude of the IL-6 response between LPS and MIS416, in that when normalised to untreated levels, LPS showed a striking increase in IL-6 compared to MIS416 (HC: p = 0.0078; MS: p < 0.0001). However, neither the proportional change in cells expressing IL-6 nor the total amount produced was significantly different when the MS and HC cohorts were directly compared (Figure 5-11 I&J).
The mean difference in the proportion (A, E & I) and relative expression of IL-6 in monocytes following overnight in vitro stimulation.

Each dot represents an individual participant’s response, with HC (black) comparison to MS (green). (A-D) HC only data. (E-H) MS participants only data. (I & J) comparison of MS to HC. Bars indicate mean with SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.4.3.7 IL-10 expression in monocytes was not as distinct as observed for the other cytokines detected. We observed that IL-10 expression was limited to a subset of cells, and that when all monocytes were analysed, that there was no significant difference in the proportion of positive staining monocytes expressing IL-10 over all treatment conditions over all participants. We concluded that IL-10 production \textit{in vitro} only occurs in a subset of reactive cells. This then can obscure the amount of IL-10 signal when the entire monocyte population for an individual participant is assessed as a whole, such that it appears as though no cytokine is produced in the cells for some participants. To correct for this an independent FMO control was used for each participant to select only the cells that stained positive for IL-10.

5.4.3.8 The proportion of IL-10-expressing monocytes did not increase significantly following an overnight \textit{in vitro} stimulation with LPS or MIS416. In the HC population, we observed no difference in the proportion of IL-10$^{+}$ cells following either LPS or MIS416 stimulation (Figure 5-12). The proportion of cells staining positive for IL-10 varied modestly between LPS and MIS416 in the MS cohort ($p = 0.0216$), but not when compared to untreated cells. Together this indicated that neither cohort had an altered ability to produce IL-10, and that neither stimulation significantly altered this priming either.

5.4.3.9 In IL-10-expressing cells, the total amount made was significantly increased following \textit{in vitro} stimulation, with MIS416 inducing significantly more IL-10 compared to LPS. While the proportion of IL-10-producing cells did not appear to vary, we observed that the total amount of IL-10 detected was increased compared to untreated cells, in HC ($p = 0.0004$) and MS ($p < 0.0001$) cohorts following LPS stimulation, and also for MIS416 stimulation (HC: $p = 0.0027$; MS: $p < 0.0001$) (Figure 5-12). MIS416 induced significantly more IL-10 compared to LPS, and when normalised to untreated cells, showed a striking increase in both HC ($p = 0.0078$) and MS ($p < 0.0001$) cohorts. We did not observe any significant difference in IL-10 expression when the HC and MS cohorts were compared directly (Figure 5-12 I&J).
Figure 5-12 The mean difference in the proportion (A, E & I) and relative expression of IL-10 in monocytes following overnight in vitro stimulation.

Each dot represents an individual participant’s response, with HC (black) comparison to MS (yellow). (A-D) HC only data. (E-H) MS participants only data. (I & J) comparison of MS to HC. Bars indicate mean with SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.4.3.10 The pattern of INFγ expression in monocytes was similar to IL-10. An FMO control was also used to gate monocytes that were INFγ+ since the total proportion of INFγ producing cells appeared nearly equal across all in vitro conditions (Figure 5-13). The aim of our assay setup was not to induce a typical INFγ PBMC response; instead, it was included to complete the panel of known MIS416 response cytokines. INFγ is typically detected in T-cell or NK cell response assays but because of the importance of INFγ in mediating the protective effects of MIS416, we wanted to confirm whether MIS416 could directly induce expression of this cytokine in monocytes.

5.4.3.11 INFγ response in monocytes stimulated with MIS416 was significantly increased compared to untreated and LPS stimulation. In INFγ-responsive monocytes, the INFγ signal was significantly higher for HC (p = 0.0266) and MS (p < 0.0001) in MIS416, and for HC (p = 0.0148) and MS (p < 0.0001) in LPS cultures compared to untreated. MIS416 stimulation led to significantly increased levels of INFγ in HC (p = 0.0439) and MS (p < 0.0001) monocytes when compared to LPS alone (Figure 5-13), but direct comparisons did not indicate a difference in the INFγ response between the cohorts.
Figure 5-13 The mean difference in the proportion (A, E & I) and relative expression of INFγ in monocytes following overnight in vitro stimulation. Each dot represents an individual participant’s response, with HC (black) comparison to MS (teal). (A-D) HC only data. (E-H) MS participants only data. (I & J) comparison of MS to HC. Bars indicate mean with SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.4.3.12 MIS416 effects a strong increase in the proportion of monocytes expressing TNFα.

*In vitro* cultures with LPS and MIS416 showed an increase in the proportion of TNFα+ cells, with MIS416 inducing a significant increase compared to untreated cells in both cohorts (HC: $p = 0.0005$; MS: $p < 0.0001$) (Figure 5-14). We observed that in the MS cohort, LPS also resulted in a dramatic proportional increase in TNFα production over untreated ($p = 0.0005$), and that there was a modest but significant difference between LPS and MIS416 in terms of TNFα induction ($p = 0.0056$).

5.4.3.13 MIS416 treatment induced higher levels of TNFα than LPS.

In HC ($p = 0.0043$) and MS cohorts ($p < 0.0001$), LPS significantly increased TNFα levels in monocytes (gMFI), and MIS416 also significantly increased TNFα production in HC ($p = 0.0354$) and MS ($p < 0.0001$) when compared to untreated cells (Figure 5-14). However, in the MS group, MIS416 induced a significantly greater TNFα response compared to LPS ($p < 0.0001$). This difference was also present in HC participants ($p=0.08$) and was significant when the magnitude of the change was assessed after normalisation to untreated cells (HC: $p = 0.0156$; MS: $p < 0.0001$).

5.4.3.14 Patients with progressive MS had a higher basal level of TNFα compared to HC.

In untreated cells from our *in vitro* cultures, we observed the levels of TNFα (gMFI) to be significantly higher in the MS cohort ($p = 0.0372$), indicating higher basal levels of TNFα induction (Figure 5-14). This was substantiated by an increase in the proportion of positive staining cells, in both untreated ($p = 0.0341$) and LPS ($p = 0.018$) cultures of the MS cohort, when compared to the HC.
Figure 5.14 The mean difference in the proportion (A, E & I) and relative expression of TNFα in monocytes following overnight in vitro stimulation. Each dot represents an individual participant’s response, with HC (black) comparison to MS (red). (A-D) HC only data. (E-H) MS participants only data. (I & J) comparison of MS to HC. Bars indicate mean with SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.4.4 Cytokine levels in supernatants corroborated the induction of both a pro- and anti-inflammatory response by MIS416 in PBMC cultures in vitro.

To further substantiate the cytokine profile induced by MIS416 in vitro, we measured total IL-1β and IL-10 in the tissue culture supernatants. The culture supernatants were collected and stored as part of our in vitro experimental procedures, and total cytokine detection was performed using ELISA kits. The supernatants analysed were generated from the phenotyping work (Chapter 4) that ran concurrently with the intracellular cytokine assays. Thus, the culture conditions and clinical material were identical except that no brefeldin A or monensin were added to stop protein transport.

5.4.4.1 MIS416 induced IL-10 and IL-1β secretion in the monocyte cultures. Monocytes from HC and MS cohorts produced IL-10 and IL-1β in response to both LPS and MIS416 (Figure 5-15). IL-10 was significantly increased in response to LPS for HC (p = 0.0002) and MS (p = 0.0399) cohorts compared to untreated supernatants while for MIS416, IL-10 levels only reached significance in the HC cohort (p = 0.0331).

IL-1β was significantly increased in supernatants from HC (p = 0.0006) and MS (p < 0.0001) monocytes after LPS stimulation, and in HC (p = 0.0052) and in MS (p = 0.0002) monocytes from MIS416 cultures compared to untreated. Furthermore, the total amount between the stimulations did not vary to any degree of significance (Figure 5-15). We also observed no significant difference when cytokine production from the HC and MS cohorts were compared.
Figure 5-15 The mean total cytokine detected by ELISA in tissue culture supernatants from concurrent \textit{in vitro} experiments.

HC (black) total IL-10 (A) and IL-1β (B) in culture supernatant. MS (coloured) total IL-10 (C) and IL-1β (D) in culture supernatant. Comparative plots of HC and MS participants for IL-10 (E) and IL-1β (F). * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.4.4.2 No correlation was observed between intracellular cytokine production (flow cytometry) and secreted cytokine levels (ELISA).

To establish if there were a correlation between the total amount of cytokine produced, the intracellular cytokine readouts, and the percentage positive cells, a Pearson’s correlation matrix of the three output measures was performed (Figure 5-16). As we had previously established that there was no difference in IL-10 (Figure 5-12) nor IL-1β (Figure 5-10) between HC and MS cohorts, we combined the participants into a single cohort.

We observed that for IL-10, there was a strong correlation (p = 0.0003; r = 0.791, CI = 0.4850 to 0.9241) between the proportion of positive cells and their expression (gMFI) from LPS stimulation (Figure 5-16 B), as well as from MIS416 stimulation (Figure 5-16 A) (p = 0.0005; r = 0.855, CI = 0.6094 to 0.9508). We found no correlation between the ELISA data and any other output measuring IL-10.

For IL-1β we observed a positive correlation (p = 0.001, r = 0.67, CI = 0.3311 to 0.8604) between the proportion of IL-1β positive cells and their IL-1β production (as gMFI) for LPS stimulated cells (Figure 5-13 D), and further strong correlation (p = 0.0004; r=0.732, CI = 0.4164 to 0.8903) for MIS416 stimulated cells (Figure 5-16 C). Interestingly, we also observed a modest inverse correlation (p = 0.038, r = -0.47, CI = -0.7534 to -0.02993) between the proportion of IL-1β positive cells and the total IL-1β (pg/ml) for LPS (Figure 5-16 D).

To profile the relationship between the three output measures for IL-1β, we then conducted a linear correlation of the total supernatant cytokine values (media) to the two cytometry readouts (ICC and %Pos). This analysis revealed that in LPS stimulated cultures, very high total cytokine levels predicted a decrease in the proportion (% positive) of cytokine producing monocytes (R² = 0.271, p = 0.038, slope Y = -0.001020*X + 93.20) (Figure 5-17) as suggested by the modest inverse correlation.
Figure 5-16 Pearson’s Correlation of cytokine expression.
IL-10 (A&B) and IL-1β (C&D) for total cytokine produced from MIS416 (A&C) and LPS (B&D) in tissue culture supernatants (Media), from intracellular cytokine (ICC), and for the percentage positive (%Pos) cells. Colour gradient indicates the correlation, ranging from no correlation (0 = white), either towards a more positive correlation (1 = blue), or a more inverse correlation (-1 = red).
Figure 5-17 Linear regression of total cytokine expression.
Total cytokine (Media) as dependent variable, indicating its relationship to total expression (gMFI) and the proportion of positive cells (% positive) as readouts for monocytes stimulated with LPS.
5.4.5 The effect of an NFKBIA promotor mutation on cytokine and transcription factor response.

NFKBIA gene alterations, especially in the promotor region, could putatively impact the overall activity of the NFκB pathway. For this we reviewed Sanger sequencing readouts of a NFKBIA promoter polymorphism on our patients that were analysed and provided by our collaborators at the University of Queensland in Brisbane, Australia. Participants were then grouped based on either wild type (wt), heterozygous (hetero), or homozygous (homo) results for the 8bp insertion (-708ins8) into the promotor region. Having established several response differentials in cytokine and protein phosphorylation between HC and MS cohorts, we used this mutational status to stratify participants to determine if the NFKBIA promotor mutation was involved in effecting the magnitude of responses from NFκB induction as modelled here using MIS416 in vitro.

5.4.5.1 Stratification of participants by genotype did not show significant group variation for cytokine or protein phosphorylation.

We observed no significant effect on the cytokine or TF readouts between LPS, MIS416 or untreated cells in vitro when participants were stratified by genotype and into HC or MS cohort (data not shown). We found that this additional stratification of our two cohorts into a further three subclasses based on genotype, diluted the power to detect any variation, so reworked the analysis to stratify participants based purely on genotype.

5.4.5.2 Active p65 in treatment-naïve monocytes was increased in a combined analysis for participants with a homozygous NFKBIA promotor mutation.

Analysis of the levels of activated p65 in monocytes from all participants stratified by NFKBIA promotor mutation indicated that homozygous individuals had a modest but significant (p=0.044) increase in NFκB activity compared to wild type individuals (Figure 5-18).
5.4.5.3 Active CREB in monocytes treated with MIS416 was increased in a combined analysis for participants with a homozygous NFKBIA promoter mutation. While CREB expression for other in vitro conditions did not show any significant variation following mutation stratification, we observed that in MIS416-treated monocytes (T3 MIS), those participants who harboured homozygous NFKBIA promoter mutations showed a modest and significant (p=0.038) increase in their level of activated CREB (Figure 5-18).

5.4.5.4 Cytokine levels were unaffected, irrespective of NFKBIA mutation status, but modest trends were observed in IL-1β and IL-6. In monocytes treated overnight with MIS416 (T24 MIS), we noted a trend that failed to meet the definition of statistically significant, whereby participants who harbour a homozygous mutation appeared to induce a stronger IL-6 response compared to wild type (ns. p=0.08) (Figure 5-18). We also noted a trend where in untreated cells following overnight culture, IL-1β appears to be reduced in participants who harbour a heterozygous mutation, compared to wild type (ns. P=0.07) (Figure 5-18).

5.4.5.5 NFKBIA promoter mutations appeared to result in a stronger cytokine response to MIS416 in the peripheral blood plasma. Plasma samples were collected from all participants who were enrolled in the MIS416 phase 2b trial and analysed for the presence of a rage of measures including serum immune factors and cytokines namely IL-1β, IL-6, IL-8, TNFα, INFγ, IL-12p70, CXCL10 and Neopterin. These plasma samples were collected at baseline (C1D1) and on multiple routine visits (e.g. 23 days post dose 1 (C1D23)) as part of the trial protocol, and total levels were measured by cytometric bead array by our collaborators at Innate Immunotherapeutics in Auckland. Using this externally generated data, we compared the plasma levels of these factors in individuals who received MIS416 where their mutation status for the NFKBIA promoter was known, and where data from both their baseline untreated (C1D1) and their first post treatment follow-up visit (C1D23) was available.

We observed three interesting patterns in the response to MIS416, whereby participants stratified by their mutation status, appeared to show a differential
response to treatment. In particular, neopterin levels were increased in heterozygous individuals who received MIS416, as detected in a post dose sample (C1D23), and compared to WT. Although this finding failed to reach statistical significance (ns. p = 0.066) (Figure 5-19). Interestingly, this difference was absent in the baseline (C1D1) measure. A similar pattern in CXCL10 levels post-treatment showed a stronger response in heterozygous individuals compared to WT (ns. p = 0.11). Furthermore, IL-12p70 levels were significantly reduced in heterozygous individuals compared to WT (p = 0.039) at C1D23. While this difference was present at baseline, it failed to reach significance (ns. p = 0.10).
Figure 5-18 The mean difference in total marker expression (gMFI) for NFκB p65, CREB, IL-6 and IL-1β in monocytes. Data represent HC and MS participants combined and stratified by NFKBIA mutation status. Wild type (green), heterozygous (yellow), and homozygous (red) for insertion (-708ins8). * (p ≤ 0.05), ns. = not significant with error bars indicate SD.
Figure 5-19 Mean serum immune factor response for MS participants stratified by NFKBIA promotor mutation.

Each circle represents an individual participant readout. Baseline untreated values (C1D1) are contrast with MIS416 treated (C1D23) follow up to indicate the mutation effects.
5.4.6 The effect of overnight incubation on transcription factor phosphorylation.

While we initially established three hours in vitro as a suitable time point for detecting alterations in MIS416-induced TF phosphorylation, in a smaller subset of participants, we extended the culture overnight to observe the effect of prolonged activation on PBMC cultures. There was however no untreated control included at this timepoint, which limits interpretation of the effects described here.

5.4.6.1 Activated NFκB p65 levels increased in monocytes after overnight stimulation with MIS416.

We observed a modest but significant increase in the total proportion of monocytes expressing activated NFκB p65 in MS but not HC participants (Figure 5-20). Monocytes from both cohorts, however, had significantly increased amounts of active NFκB p65 compared to T3 MIS (HC: p = 0.043; MS: p = <0.0001). No difference in the proportion or amount of activated NFκB p65 was found when MS and HC were compared.

5.4.6.2 In contrast to the increased active p65 levels, CREB activity was reduced after overnight stimulation.

In MS participants, we observed a significant reduction in CREB at T24 MIS compared to T3 MIS, firstly from a reduction in the total proportion of cells staining positive (p = 0.0002), as well as the mean level of active CREB in monocytes (p = 0.0022) (Figure 5-21). In HC participants, a similar trend was present, but it did not reach statistical significance. We also observed no significant difference when HC and MS data were compared.
Figure 5.20 The mean proportion, and level of activated NFκB p65 in monocytes.

Individual participants are indicated by a coloured circle, HC (black), MS (pink). First row depicts the HC data, the second MS participant data, and direct comparisons between cohorts in the third row. Bars indicate group mean, with error bars show SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
Figure 5.21 The mean proportion, and level of activated CREB in monocytes.

Individual participants are indicated by a coloured circle, HC (black), MS (blue). First row depicts the HC data, the second MS participant data, and direct comparisons between cohorts in the third row. Bars indicate group mean, with error bars show SD.

* (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.4.6.3 Extending MIS416 cultures resulted in decreased STAT1 activation in monocytes from MS participants. While the proportion of cells expressing active STAT1 did not appear to change, we observed that extending MIS416 cultures from T3 to T24 effected a significant further reduction in the amount of active STAT1 in monocytes for the MS cohort (p = 0.005) (Figure 5-22). Data for HC did not reach significance for any comparisons, but we observed a trend for MS participants to show a larger reduction in active STAT1 levels compared to HC at T24 MIS (ns. p = 0.09).

5.4.6.4 STAT3 levels in monocytes were largely unaffected following an extension in MIS416 culture. We observed that the total levels of active STAT3 at T24 MIS did not vary significantly for either MS or HC participants, and that the proportion of STAT3 expression in HC participants also remained largely unchanged when compared to T3 MIS (Figure 5-23). In contrast, we observed that more monocytes expressed STAT3 at T24 MIS compared to T3 MIS, but that none of the direct cohort comparisons indicated a difference between HC and MS at this sample time.
Figure 5-22 The mean proportion, and level of activated STAT1 in monocytes.

Individual participants are indicated by a coloured circle, HC (black), MS (green). First row depicts the HC data, the second MS participant data, and direct comparisons between cohorts in the third row. Bars indicate group mean, with error bars show SD.

* (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
Figure 5-23 The mean proportion, and level of activated STAT3 in monocytes.

Individual participants are indicated by a coloured circle, HC (black), MS (yellow). First row depicts the HC data, the second MS participant data, and direct comparisons between cohorts in the third row. Bars indicate group mean, with error bars show SD. * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001), **** (p ≤ 0.0001).
5.5 Discussion.

The highly conserved cellular signalling cascade initiated by MIS416 stimulation ensures that the first effect of the drug on cellular function would be a noticeable impact on the cellular transcriptional machinery governing what is a highly conserved response to PAMP. Here we demonstrate this effect in profiling the TF response of monocytes and show how the activation of these cells then ultimately culminates in a demonstrable and overt cytokine response.

5.5.1 NFκB in the MS disease state and the effects from MIS416 induction.

The ubiquitous transcription factor NFκB is a complex regulatory protein controlling the inducible expression of several genes. In the immune system, it plays a key role in modulating immune-regulatory genes and regulating expression of cytokines and other cell signalling regulators in response to a range of stimuli such as microbial pathogens and cellular stress (Sun and Andersson, 2002). NFκB is directly involved in the molecular mechanisms of a range of immunopathological conditions such as cancer and inflammatory disorders as well as MS, often through constitutive activation (Yan et al., 2018).

NFκB transcriptional activity is restricted by its association with an inhibitor protein IκB, and it is only after the ubiquitination, phosphorylation and proteolysis of IκB that NFκB is free to facilitate expression of its target genes. The inactive IκB bound complex is continually shuffled between the cytoplasm and the nucleus, but the strong nuclear export signal on IκB ensures a cytoplasmic majority (bu.edu, 2019). Free, newly synthesised IκB is also active in the nucleus and can bind NFκB subunits, resulting in their release from the promoter sites and restricting transcriptional activity through transportation of NFκB back to the cytoplasm (bu.edu, 2019). While increased activation of NFκB leads to the up-regulation of expression of inflammatory mediators and immune responses, the full complex is required to fully realise an immune response. NFκB activation is a circular system, where the promoter for the
IκB subunit is transcriptionally activated by NFκB itself thereby forming negative feedback.

NFκB immune regulation is subject to the development of tolerance. An example of this tolerogenic response was reported by Bohuslav et al. when they demonstrated that exposure of an endotoxin (i.e. LPS) to monocytes/macrophages cultures induced NFκB activation, and that low levels of previous endotoxin exposure resulted in tolerance where NFκB subunits crowded TNFα response promoter regions, reducing the amount of that cytokine produced (Bohuslav et al., 1998). Specific NFκB subunits have been shown to regulate specific parts of the innate immune response (Bohuslav et al., 1998). Wang et al. described how stimulation by TNFα in vitro results in the phosphorylation of S529 site, increasing transcriptional activity independent from nuclear translocation (Wang and Baldwin, 1998). The same group later showed that IL-1β stimulation induces p529 site phosphorylation (Wang et al., 2015), maximally after 15 minutes which then deteriorates after 2h.

Our data focused on MIS416-induced TF phosphorylation as it was induced either by direct MIS416 stimulation or by downstream cytokine-driven responses. The most surprising finding from our data was that we did not detect a direct increase in NFκB from early MIS416 stimulation. Instead, a reduction in activity was observed, independent of MIS416 stimulation in the MS cohort. This finding implies that at T3 dephosphorylation (or inhibitor binding) of p65 may have occurred. TLR-mediated signalling in sterile inflammation, such as from surgery, has previously been found to result in reproducible dephosphorylation of p65 in monocytes (Schulz et al., 2012) at 1h post-op. It is not possible from our data to conclude when and if MIS416 had a significant effect that directly activates p65, although given the known effects of MIS416, it is very likely. While a T3 timepoint was found to be optimal for MIS416 internalisation, subsequent phosphorylation would be rapid and could only be established through sampling over a tight time series in several participants. The scope here was not to determine this optimal time point, but to establish what if any response differentials there were from participant stratification. As such, we reiterate our observation of a significant reduction in NFκB activity in MS that was already present in untreated cells prior to in vitro manipulation.
When we extended out incubations overnight with MIS416 we observed that NFκB activity did significantly increase when compared to T3. Unfortunately, we cannot ascribe this increase to MIS416 given the lack of an untreated control for the later time point. We also observed that NFκB activation levels at T24 MIS in MS participants were comparable to those seen in HC. This observation, then, may offer avenues of further investigation. It would be valuable to establish what NFκB activation levels are following \textit{in vivo} administration, and to what extent NFκB activation corresponds to any clinical disease course and response to treatment. We have also not shown when MIS416 optimally induced NFκB activation, and this time point may be valuable to establish, as it will add context to dosing and drug administration.

\textbf{5.5.2 Late CREB activation juxtaposed NFκB activation.}

In contrast to the stark changes observed in NFκB, we only observed modest changes in CREB expression in monocytes. CREB induction was also not attributable to MIS416. Active CREB levels showed no variation for either cohort irrespective of \textit{in vitro} condition, or in the proportion of positive monocytes in the HC population. The only change we noted was in the proportion of CREB expressing cells in MS participants at T3. In a study of the response to traumatic injury cause by surgery, Gaudillièrè \textit{et al.} noted the reproducible dephosphorylation of CREB in monocytes at 1h and 24h post operatively and likened this response in part due to the multifactorial response to sterile inflammation and TLR signalling (Gaudillièrè \textit{et al.}, 2014). As we observed a reduction, which appeared independent of our combined TLR9/NOD2 signal, and without having a single agent TLR as control, we are unable to conclude why the drop is observed. It is however possible that the modest pro-inflammatory conditions solicited by rich media from our cultures are in part a reason for the dephosphorylation of CREB in monocytes, given the modest inflammatory activation of cells seen in our \textit{in vitro} culture.

As with NFκB, we noticed the most dramatic alteration in CREB activation when we extended MIS416 cultures overnight. We observed a distinct drop in active CREB in monocytes at T24 MIS in comparison to T3 MIS. This decrease also corresponded
with an increase in active p65 and suggests that competitive binding between active CREB and p65 sites may be responsible for this observation. With direct competition for CREB-binding protein known to result in downregulation of the other, high p65 levels can explain the observed decrease in CREB at T24 MIS. This effect was also noted in a subpopulation of participants at T3 MIS, in whom active CREB increased following MIS416 treatment at T3, to contrast to the consistent observation of a group-wide reduction in active p65.

5.5.3 STAT activation was directly impacted by MIS416 induced cytokine signals.

While CREB and NFκB changes could not be ascribed to MIS416, we were able to show that STAT1 activity was significantly reduced in monocytes from patients with MS in response to MIS416 in vitro. Furthermore, we also demonstrated a significant STAT1 activation differential between HC and MS cohorts. A decrease at baseline of STAT1 phosphorylation in MS patients has been observed previously (Canto et al., 2018), although this was in a relapsing-remitting disease cohort. STAT1 activity is essential for an optimal immune response, and the reduced levels of active STAT1 in MS participants is therefore likely to be related to the underlying pathology and indicates an aberrant response to INF in MS (Feng et al., 2002). In autoimmune conditions such as rheumatoid arthritis the lack of response to INFγ stimulation correlate to a lack of response to therapy (Kuuliala et al., 2016). Further MS cohort stratification and correlation analysis may be valuable to establish MIS416 clinical response and pSTAT1 levels are interrelated.

STAT3 is a crucial signalling hub mediating pro- and anti-inflammatory activity in monocytes through IL-6 or IL-10 signalling (Niemand et al., 2003). LPS, as expected, induced a strong TNFα and IL-6 response in monocytes from our participants. MIS416 stimulation resulted in a striking increase in TNFα, and a more modest response in IL-6. We show that MIS416 induces a direct decrease in the proportion and activation of STAT3 in monocytes. It is reasonable to conclude that the ability of MIS416 to induce such a strong TNFα response may be linked to the reduced STAT3 activity observed from MIS416 stimulation, as it has been shown that the inhibition of
STAT3 activity in monocytes restores the cells’ ability to produce TNFα following a suppressed state and sterile inflammatory environment post cardiac surgery (de Jong et al., 2012). De Jong et al. also noted that the inhibition of STAT3 under conditions of sterile inflammation may be due to an increase in IL-10 present in post-operative serum. We show that STAT3 activity returns to baseline levels from MIS416 stimulation in overnight cultures, and that those same cultures had high IL-10 production in monocytes. The early STAT3 response seen in our data could not be due to IL-10 but may instead be tied to the direct effects of MIS416 stimulation on monocytes resulting from early TNFα release. IL-6 in MIS416-treated monocytes was found to be significantly lower than those treated with LPS. De Jong et al. noted that STAT3 inhibition was not able to restore IL-6 synthesis following sterile inflammation. The reduced IL-6 response from MIS416 stimulation is likely ameliorated by the increase in IL-10 mediated through STAT3 signalling. Our IL-6 response data therefore indicates how a single TLR agonist LPS, induces a strong inflammatory response while the immunomodulatory nature of a combined TLR and NOD2 signal from MIS416 is less pro-inflammatory.

It is also important to note in terms of STAT activation we did not profile the effects of non-canonical (direct TLR9) pathways following MIS416 induction. The activity of STAT profiled by tyrosine phosphorylation speaks to canonical pathway activity and therefore, to MIS416-induced cytokine signalling. To further investigate non-canonical STAT activity, serine residue phosphorylation could be investigated (Bezbradica and Schroder, 2014).

5.5.4 Increased IL-10 in MIS416-treated cells resulted in an altered immune milieu.

Central to the proposed efficacy of MIS416 is the upregulation of IL-10 following stimulation. There is longstanding evidence whereby treatment efficacy in established MS therapies correlates with increased IL-10 production (Liu et al., 2001). The effect of the upregulation of other pro-inflammatory cytokines, such as those produced during sterile inflammation, also effects the inactivation of innate immune cells, thereby providing negative feedback (de Jong et al., 2012). This may be a mechanism
by which MIS416 could effect a reduction in inflammation and achieve therapeutic efficacy. NFκB, CREB and STAT are all critical in the regulation and induction of IL-10 (Iyer and Cheng, 2012) and we’ve demonstrated conclusively that MIS416 has the capacity to modulate this important inflammation-dampening cytokine.

**5.5.5 MIS416 may induce immune tolerance.**

Adding to this, there is emerging evidence of a tolerising effect of MIS416 as such a tolerogenic immunomodulatory state has been shown to be effective in controlling MS disease in model organisms by our lab (White, 2015). It has been proposed that the presence of macrophages in the CNS containing peptidoglycan antigen contribute to the inflammatory state seen in MS pathology (Schrijver et al., 2001). MIS416 may be beneficial in modulating the immune system to a more tolerogenic state when administered regularly, as MDP-induced tolerance could limit TNFα production (Castellaneta et al., 2009), while potentially also inducing cross-tolerance to TLR products (Hedl et al., 2007). It must be noted that direct anti-TNF therapies are not a viable target for MS, and MS disease is in fact a contraindication for anti-TNF agents as TNFα neutralising antibodies are associated with adverse demyelinating events (Sedger and McDermott, 2014).

**5.5.6 NFκB inhibitor mutations offer insight into effects of NFκB immune variants on MS pathogenesis.**

The NFKBIA gene encodes the alpha subunit of the IKK complex (IκB) (Weizmann Institute, 2019), which forms part of the inhibitor IκB that is responsible for binding inactive NFκB in the cytoplasm. NFκB genes have long been considered candidate genes in MS pathogenesis given their central role in immune homeostasis. Our collaborators in Brisbane have previously shown that there is increased constitutive activation of NFκB in the peripheral blood cells from MS patients compared to controls (Yan et al., 2018). Our cytometry data has however shown the opposite, with HC having higher levels of activated NFκB compared to our MS cohort. While the
experimental conditions and techniques are not directly comparable, what we can conclude is that NFκB activation in MS is certainly altered.

There were also early indications from the MIS416 phase 2B trial cohort, where sequencing information for NFKBIA was assessed against clinical immune outcome parameters, that mutational status may impact clinical response to MIS416 and that participants with mutations were disproportionately represented in a clinical ‘non-responder’ group (McCombe et al., 2017). We therefore posited that mutations in the promoter for NFKBIA would result in less of the inhibitor molecule IκBα, resulting in constitutive activation of NFκB that is detectable as an increase in NFκB activity. Our stratification of participants by mutations status offers modest support for this hypothesis. The impact of NFKBIA promoter mutations showed that in a combined analysis of all participants how homozygous mutation burden increased constitutive NFκB p65 activity in monocytes, and that participants may respond differentially in terms of their MIS416 induced cytokines. We also demonstrate using blood plasma immune factor data, that the effect of the mutation results in a trend whereby heterozygous mutation carriers in the MS cohort appear to effect a greater response to MIS416 over wild type individuals.
5.6 Limitations.

A key limitation to our study is the small sample size of our HC cohort, which limits the power to detect only the strongest effects induced by our experimental setup. This is compounded in the stratification of participants into their NFKBIA promoter mutation groups as this further diluted sample sizes. However, our aims in conducting this work was of an exploratory nature so these limitations were accepted as part of our experimental approach.

We showed the effects of in vitro stimulation on TF phosphorylation and cytokine expression. Experimentally, these markers may have disparate optimal detection and activation time points that we were not able to meet using our selected sampling criteria. What we aimed for here was a comprehensive overview that yielded new avenues of investigation, which could then be targeted with a more focussed experimental model.

We were not able to include a comparative untreated control in our setup with which to contrast the effects of MIS416 on phosphorylation markers in the T24 cultures, thus limiting the interpretation and utility of this dataset.

We aimed to extrapolate what effects a known polymorphism in the promoter of NFKBIA had on the immune response using MIS416 in vitro stimulation as a model system. It has not been previously established what effect the mutation has at the gene level. As the impact on the overall system is likely to be complex, interpretation is limited to a potential impact on immune function. MIS416 is not an ideal model system with which to profile the effect of the mutation. MIS416 may activate NFκB canonically or non-canonically, and given the importance of these pathways, redundancy systems would likely impact cytokine or protein phosphorylation in this model, obscuring data interpretation. While we showed an effect on both in vitro and ex vivo immune factors from the mutation, we cannot therefore conclude its impact on MS pathogenesis or MIS416 treatment.
5.7 Summary.

MIS416 is a powerful immune-stimulating agent targeting myeloid cells of the peripheral blood, particularly monocytes, to modulate their cytokine output mediated by alterations in NFκB transcription.

This study revealed several intriguing results that aid in our understanding of the impact of MIS416 therapy on protein phosphorylation and cytokine production in vitro. We report here a clear discernible difference in the response to transcription factor phosphorylation and cytokine expression between MS and healthy people, with some of our findings in agreement with data reported in other studies.

We believe that that our broad aims were achieved, and the major part of our hypothesis, which tested whether monocytes from progressive MS treated with MIS416 in vitro showed differential responses compared to HC, was met. We were not able to conclusively describe the effect of NFKBIA promoter mutations in healthy or MS patients, although a pooled analysis revealed a positive relationship between having the mutation and enhanced cytokine production. While these findings are preliminary, they warrant further exploration.
Chapter 6. t-SNE & SPADE of multicolour cytometry data.

6.1 Introduction.

Our work in the preceding chapters has focussed on monocytes and in using in vitro culture to profile the phenotype and function of this innate cell in health and progressive MS. During the experimental data acquisition steps, we used PBMC as a sample source. We felt that the presence of other immune cells in our culture would better model responses of monocytes to those in the periphery in vivo, and that the isolation of monocytes would alter the nature of the cells due to the additional purification steps. To profile monocytes, we relied on a series of 4 stains with overlapping PBMC phenotyping markers. We acquired on average 200,000 events for each stain and had different sampling timepoints over twenty-seven participants. Together this work resulted in a large dataset. Fully profiling monocytes required analysis of only a small part of the dataset and there remained a wealth of information to explore. While responses of other immune cells to our model system were pertinent, the extensive work required to process it falls outside the limits of this thesis. We therefore set out to explore this dataset using faster bioinformatic tools with the aim of gleaning insight on the responses of other immune cells in the samples.

Clustering and dimensionality reduction are bioinformatics approaches that have been well validated for use in processing cytometry data (Eshghi et al., 2019). Following our initial exploration into the use of a clustering algorithm (i.e. SPADE) in Chapter 2, we realised a similar approach would be limiting in that handling a much larger dataset would be restrictive: requiring higher computing time and capacity. To overcome this, we also implemented the use of t-distributed stochastic neighbour embedding (t-SNE). t-SNE is one of the best bioinformatic tools for visualising and reducing high dimensional data (Hinton and van der Maaten, 2008). It retains the structure of the data (Amir et al., 2013), while reducing the dimensions to two, and plots datapoints that are similar to each other in terms of dimensional likeness.
adjacent in the dimensionality reduced space. While not a form of clustering analysis, it creates visually similar results.

We therefore set out to mine the dataset from chapters 4 and 5 by performing a further analysis using hi-dimensional tools. Our hypothesis was that given the use of the same dataset, unsupervised clustering and dimensionality reduction tools should offer new insights, but also yield the same findings from earlier analysis. We further posited that clustering analysis on monocytes specifically should describe the heterogeneity of this subset in culture, and that in contrasting HC and MS data, that this heterogeneity should yield large differences given the underlying pathology of the MS participants.
6.2 Aims.

Our aims were to show the substantial value that lay in our untapped data, to generate new hypotheses, and gain insight pertinent to our established work. To achieve this, we set out with the following specific aims:

6.2.1 Specific aims.

6.2.1.1 To perform an analysis of \textit{in vitro} cytometry data using dimensionality reduction and clustering algorithms.

6.2.1.2 To explore the output data from SPADE and t-SNE algorisms to identify new as well as previously identified trends.

6.2.1.3 With the use of clustering tools, describe the heterogeneity of \textit{in vitro} treated monocytes and establish the relationship of subpopulations to cytokine production.

6.2.1.4 Establish future directions by profiling phenotype and function of other immune subsets present in the dataset.
6.3 Methods.

Our methods comprised implementing t-SNE and SPADE analysis of a dataset. The experimental methods used to acquire the dataset are detailed in Chapter 3. Cytometric gating was performed according to the PBMC gating strategy (see Figure 3-2). For the bioinformatics analysis we used the t-SNE analysis tool included in the Flowjo v10 package (BD, US). We based the t-SNE analyses on a guide kindly provided by the Cytometry Core Facility at the University of Sydney (Ashhurst, 2017). For SPADE, we used the SPADE3 (Qiu et al., 2011) package in MATLAB v. R2018b (MathWorks, US).

Prior to any bioinformatic tool use, we performed processing and clean-up steps for .fcs files. This included standard gating to exclude debris from files, such as dead cells, and for all PBMC, CD45 negative events. We further ensured that all events were compensated, on scale, and indexed.

6.3.1 t-SNE methods.

t-SNE outputs result in a representation of the average expression and proportion of subset markers. To compile a representative data file for the runs, we first concatenated samples into treatment sub files. This included ensuring that these new files were representative of all participants, and that they contained a proportional number of events by downsampling each individual data file to a set minimum. We then collated an equal number of total events from both cohorts into new files. The result was 10 new combined treatment files (e.g. Untreated, LPS, Clozapine, LPS&cloz and MIS416) over the two cohorts. Another proportional downsample and concatenation of these files yielded in a final master file that contained equal and proportional data of the entire dataset of in vitro conditions and participants.

The output from t-SNE analyses are stochastic and result in unique plots for each run. While separate runs on the data would generate highly comparable results, the different appearance of the plots could be misleading. Where possible, we performed a single analysis on all data to keep our graphic output consistent.
6.3.1.1 t-SNE of cytokine expression in monocytes.
We generated a t-SNE plot from a combination of all participants monocyte data for all treatment conditions. The run specific parameters included all PBMC lineage markers FSC-H and SSC-H but not CD45 or viability. Prior to the generation of new files for t-SNE analysis, we gated the events using our PBMC gating strategy (Figure 3-2) to obtain single viable monocytes. The final t-SNE files for each treatment contained on average 1,000 events from MS participants, while for HC 3,000 were collated to equal the proportional contribution from the cohorts.

6.3.1.2 t-SNE of transcription factor (TF) data.
TF expression in monocytes was modest to low for most of the markers, and a further reduction of their expression resulted from our in vitro culture. Furthermore, we could not combine datasets for TF with any other output, such as cytokine production, given the divergent sampling time-points. As such, we generated a limited profile of TF expression in monocytes. For the plots we initially downsamled all files to 5000 events. These files were then then concatenated into cohort and treatment specific subfiles, while ensuring an equal proportion of MS and HC events were present. t-SNE was performed using standard FlowJo parameters using SSC-H, FSC-H, lineage markers, but not CD45 or viability.

6.3.1.3 t-SNE of DR expression of monocytes and in the PBMC.
We combined two cytometry stains containing overlapping lineage markers but with different DR receptors. In total the analysis contained over 350 files. We downsamled MS participants and HC to equal the proportional weight for the cohorts. We concatenated all files from panels 1 and 2 to generate a dataset of all DR expression. t-SNE was run using standard pre-set FlowJo parameters of all lineage markers, SSC-H, and FSC-H but without viability, CD45 or DR expression. We included a numerical keyword identifier in the master file to distinguish the respective treatment, cohort contributions and panel origin.
6.3.2 SPADE methods.

SPADE offers simple two-dimensional visualisation of cytometry data depicting marker behaviour as a tree structure formed from hierarchical clustering. The analysis consists of five steps (Figure 6-1) and processes data without the need for a user specified order.

![SPADE analysis flow diagram](image)

**Figure 6-1 SPADE analysis data-flow for a simulated dataset.**

(i) Four simulated populations comprise the sample. (ii) Density dependent downsampling results. (iii) Clustering of downsampled data. (iv) Spanning tree construction connects clusters. (v) Heatmaps for two simulated median marker intensities. Copied with permission from Qui et al. 2011.

SPADE plots are analysed as an interpretation of the tree structure and is based on three factors: clusters (nodes), edges between clusters, and the cluster location (edges from other clusters). Edges are the connections between clusters and the size of each cluster is proportional to the number of events within that cluster. While the length of the edge is not informative, the number of edges between two nodes is representative of the cluster similarity, with fewer edges between more similar
clusters. In general, we stipulated only the standard lineage phenotyping markers in the tree construction.

We generated SPADE trees with concatenated files containing all participant samples for each treatment condition, and a pooled file for all conditions. In general, we downsampld each participant file in Flowjo (BD, US) such that the total concatenated file comprised an equal proportion of events from each participant.

The software enables a description of markers not included in the tree construction by interpolating how similar in weight a marker is to those used to define the phenotype. Where a heatmap overlay of a marker is highly correlated to the ones used to build the tree then the numerical range of the colour bar would be comparable to the range of axis in the pooled file, or within less than 5-fold difference. SPADE colour bar range is depicted in our data as the average expression (or proportion) of events over the nodes where the 5th and 95 percentiles were used to construct this range.

6.3.2.1 SPADE of cytokine expression by monocytes.

We used the standard pre-set functions of the SPADE 3 package with a total cluster size of 20. The plots all therefore comprise 20 clusters. We included an Arcsine normalisation factor of 5 to allow for a comparison of the expression scales between the t-SNE and raw data SPADE trees. Data normalisation corrects for channel specific differences in spreading of negative events from fluorophore combinations, compensation, and instrument setup.

Where the analysis used t-SNE parameters, those plots represent a clustering analysis of dimensionality reduced data (Diggins et al., 2015). We also complied a SPADE tree using raw cytometry data, i.e. without t-SNE pre-processing, to validate clustering on non-reduced data. We used lineage markers in their construction, as treatment conditions were known to significantly and differentially impact cytokine expression. As such, cytokine markers did not contribute directly to the overall tree structure, but we could then interpolate how expression of any cytokine is distributed within the monocyte compartment.
6.3.2.2 SPADE of DR expression by monocytes.

For DR expression we also used the standard pre-set functions with a total cluster size of 20, however, no data normalisation (i.e. arcsine) was used. The analysis here again included only lineage phenotyping markers to generate a clustering representative of the subset phenotype independent of DR expression. This was done as not all samples contained all DR markers. Therefore, DR markers did not contribute directly to the overall tree structure, but we can interpolate how expression of any DR is distributed within the monocyte compartment.
6.4 Results.

6.4.1 t-SNE of cytokine expression by monocytes.

We performed t-SNE analysis of monocytes to demonstrate cytokine expression responses in our in vitro model. The resulting image depicts the entirety of the monocyte dataset from our cytokine expression experiments (Figure 6-2, Row A). To better understand the dimensional reduction that this image represents, we overlaid the expression of common monocyte expression markers as well as the expression of cytokines within the new plot (Figure 6-2, Row B). This highlights the common phenotypic profile of monocytes in vitro, with the entire subset being positive for HLA-DR and CD45, while CD14 expression varies within the treatment conditions. We note here that CD16 expression does not define a unique high expressing subset of mature cells. This absence suggests our in vitro model abrogated this subpopulation which is usually present in the PB. We also noted expression of CD123 in most cells, with hotspots likely accounting for the presence of dendritic cells within the gating.

Extrapolating further from the same base plot, we reviewed the contribution each treatment condition had to the overall data, and the specific contribution from either HC or MS cohort. Having included a unique identifier during the concatenation of the master file allowed for the separation of the treatment specific data. The treatment effects are depicted here as density plots of events (Figure 6-2, Row C). These plots highlight the differences in monocyte population heterogeneity between the HC and MS cohort in that, within the monocyte compartment, significant differences in subset phenotype and expression occurred, that resulted in a different density distribution for the various treatment conditions and for the respective cohorts. While there were areas where phenotypically similar cells were present in both cohorts, there also exists a substantive shift in monocyte characteristics that was putatively due to MS pathology. Specifically, in untreated cells, we noted the expansion of events that corroborate with the TNFα positive space for the MS cohort (red arrow). MIS416 also induced a greater number of monocytes to produce IL-6 in the MS cohort when compared to the HC (blue arrow). This is supported by from our findings in Chapter...
5 of this thesis, that showed different expression and proportions of positive cells between the cohorts.

New insights offered by the plots indicate that unusually, clozapine treatment resulted in the downregulation of CD45 in a subset of HC monocytes (green arrow), which was not present in the MS cohort. There was also a subpopulation of non-responder cells in terms of IL-1β induction with these cells occurring in all treatment conditions, even MIS416, suggesting IL-1β induction was not universal (purple arrow). We also see here that IL-10 and INFγ induction occurred at a low level in most cells, even untreated, and that there were distinct patches of cells that either up- or downregulate expression following LPS stimulation (orange arrows).
Figure 6-2 t-SNE plot representative of all *in vitro* monocytes (Row A). Cell marker expression for all monocytes as overlay heatmaps of surface markers and cytokines (Row B). Density plots of all monocytes only depicting events from each relevant *in vitro* condition and separated by HC and MS participants (Row C).
6.4.1.1 SPADE analysis using t-SNE parameters demonstrates cytokine expression by monocytes. While t-SNE plots are great at reducing the dimensionality of data, they are not well suited to clustering. To interrogate the heterogeneity of the monocyte population we performed SPADE analysis using the generated t-SNE parameters. This allows for a clustering analysis of the dimensionally reduced cytometry data and is depicted in Figure 6-3.

![SPADE analysis plot using t-SNE parameters of all concatenated in vitro monocyte data.](image)

The nodes depict monocyte clusters with a heatmap overlay depicting the proportional frequency of events within each node. Eight central nodes that are similar in terms of surface marker expression are outlined in silver, with three groupings of outlier nodes outlined in purple. All data were corrected with Arcsine correction of 5.
Peripheral monocytes are commonly classified into three subsets based on CD14 and CD16 expression, but t-SNE and clustering analysis showed that in vitro manipulation and stimulation substantively alter the cells away from this limited phenotypic definition. Figure 6-2 suggests that within the monocyte compartment, several distinct clusters of subsets are present, and these subsets respond differentially to in vitro manipulation. From Figure 6-3, we calculated that the central monocyte cluster comprised of roughly 69% (of all clusters) and were similar in phenotype and size (silver clusters), with the remaining 31% representing outliers (purple clusters).

Even though the outliers were a minor fraction they are an important subset. Phenotypically the outlier clusters were diverse, and had some common features including a significant upregulation of HLA-DR, a loss of CD14, and low cytokine expression. This was demonstrated when we generated a plot of the outlier clusters as an overlay onto our t-SNE plot (Figure 6-4), furthermore we bisected the clusters into untreated (encircled in brown), treated, and by cohort (Figure 6-4C). We noted the untreated fraction of cells had higher HLA-DR expression. These cells expressed nearly three times more HLA-DR (gMFI = 221,423) than their central cluster counterparts (gMFI = 76,024) while comparatively producing very low levels of cytokine (Figure 6-4B). CD14 expression was also reduced. When we compared the distribution between HC and MS participants using density plots, we observe only modest differences in LPS and MIS416 responses but noted that clozapine and untreated in vitro data retained distinct shifts between the cohorts. This indicates that the outlier cells responded in a similar fashion to LPS and MIS416, independent of pathology, but that their naïve and clozapine responses likely retained patterns associated by disease pathology. Further phenotypic exploration of these cells may describe their function but would require more extensive phenotyping work.

Surprisingly, cells treated with MIS416 comprised only ~4% of the outliers, suggesting MIS416 responder cells in general do not cluster within the outlier subpopulation, and that MIS416 induction was specifically targeting the larger cluster containing classical monocytes. Given that MIS416 is known to transiently increase intermediate monocyte populations in the PB, we suggest that those cells must arise from classical CD14 cells rather than elsewhere, as the data here points to classical monocytes responding to the drug.
The central cluster of nodes from the SPADE tree (Figure 6-3) is depicted as an overlay onto the t-SNE plot (Figure 6-5), again with the untreated cells highlighted in brown. Within this larger central cluster, we observe the contribution of classical monocyte responders to treatment and untreated (encircled) events. Phenotypically this central cluster comprised two populations, with either dim or bright CD14 expression. HLA-DR appeared uniform, while CD16 appeared to be increased in the events within the treatment responder events. TNFα, IL-6 and IL-1β was strongly upregulated in response to stimulation, and in contrasting MS and HC, we noted changes that were effected by MS disease pathology on monocytes from our in vitro experiments (Figure 6-5C). The shift in the density of events depicted here are indicative of the differential responses of monocytes between the cohorts. This follows as the events occupied different areas of the plot. The density distribution between the cohorts again suggested distinct responses between the cohorts, particularly to MIS416.
Figure 6-4 t-SNE plot overlay of outlier cluster monocyte data. SPADE analysis of monocytes indicated a subpopulation of outlier cells (Figure 6-3). The events are depicted here by treatment condition and cohort, using the initial t-SNE generated plot. (A) All central cluster events as treated and untreated (brown), (B) heatmap overlays of common marker expression, and (C) density distribution of events by treatment and cohort.
Figure 6-5 t-SNE plot overlay of central clustered monocyte data.
SPADE analysis of monocytes indicated a central cluster (Figure 6-3). The events are depicted here by treatment condition and cohort, using the initial t-SNE generated plot as overlay. (A) All central cluster events as treated and untreated (brown), (B) heatmap overlays of common marker expression, and (C) density distribution of events by treatment and cohort.
6.4.2 SPADE of cytokine expression by monocytes.

6.4.2.1 SPADE analysis of unprocessed monocyte data.
To further build on the monocyte clustering analysis we performed a SPADE analysis without first doing the dimensionality reduction (i.e. t-SNE) steps to generate the tree structure in Figure 6-6. This contrast directly with the analysis that generated Figure 6-3 and highlight the synergy between the two approaches. Performing SPADE analysis alone (without a preceding t-SNE) allows for the interrogation of the expression of cytokines within the amalgamated file for both HC and MS populations and by treatment condition. We again found a central series of clusters (Figure 6-6, silver highlight) representing monocytes that showed a very high level of overlap to the data from the SPADE plot of t-SNE parameters (Figure 6-3). In fact, comparing the central cluster data from the t-SNE and non-t-SNE SPADE plots showed these nodes comprised equal proportions of events from the respective treatment conditions (Table 6-1).

<table>
<thead>
<tr>
<th>In Vitro Treatment</th>
<th>SPADE of t-SNE parameters</th>
<th>SPADE without t-SNE</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Untreated</td>
<td>10.8 %</td>
<td>10.6 %</td>
</tr>
<tr>
<td>Clozapine</td>
<td>10.9 %</td>
<td>10.7 %</td>
</tr>
<tr>
<td>LPS</td>
<td>9.90 %</td>
<td>9.88 %</td>
</tr>
<tr>
<td>LPS &amp; Cloz</td>
<td>10.0 %</td>
<td>10.0 %</td>
</tr>
<tr>
<td>MIS416</td>
<td>10.5 %</td>
<td>11.0 %</td>
</tr>
<tr>
<td>MS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Untreated</td>
<td>8.77%</td>
<td>9.14%</td>
</tr>
<tr>
<td>Clozapine</td>
<td>10.6 %</td>
<td>10.3 %</td>
</tr>
<tr>
<td>LPS</td>
<td>10.7 %</td>
<td>10.5 %</td>
</tr>
<tr>
<td>LPS &amp; Cloz</td>
<td>8.98%</td>
<td>8.87%</td>
</tr>
<tr>
<td>MIS416</td>
<td>8.88%</td>
<td>8.87%</td>
</tr>
</tbody>
</table>

A contrast of the data from the two SPADE plots in Figure 6-3 and Figure 6-6 to demonstrate SPADE analysis with or without a preceding t-SNE step.
Figure 6-6 SPADE analysis plot using lineage markers of all concatenated in vitro monocyte data.

The nodes depict monocyte clusters as a heatmap of the proportional cell frequency in each node. Seven central nodes that are similar in terms of surface marker expression are highlighted in silver, with outlier nodes in purple. All data corrected with Arcsine correction of 5.

With this new plot (Figure 6-6) we could then then visualise expression of cytokines and establish whether there were subpopulations of responder cells within the monocyte compartment. To this aim, we contrasted each cytokine for LPS and MIS416 stimulation to the untreated cells for both HC and MS cohort (Figures 6-7 to Figure 6-11). For TNFα (Figure 6-7) we observed a broad and general induction of cytokine response from most clusters, and that several high-frequency nodes of the central cluster (8, 11, 13) and outside it (3 & 17) had only a very modest response to either LPS or MIS416 stimulation. Generally, cytokine-producing cells were those most phenotypically diverse, as represented in the outlier nodes. We also observed from untreated data, where nodes were already expressing TNFα (nodes 6, 10, 16, 19), that those went on to produce the most cytokine following subsequent simulation.
Together this suggests TNFα induction by both agents occurs in a diverse subset of monocytes and that there are a substantive proportion of relatively homogenous cells producing much less TNFα than their counterparts. The plot also shows that MIS416 induces more TNFα than LPS stimulated cells in the HC, which did not reach the definition of significance using conventional analysis (see Chapter 5) but is apparent from this clustering analysis.

Similarly, the cluster plots of IL-1β (Figure 6-8) and IL-6 (Figure 6-9) depict cytokine expression over the SPADE tree. Generally, the outlier nodes here also produced the most cytokine with a distinct population of dim or low producing cells (3, 8, 13, 17). When the expression differs, it can be described due to the nature of the induction/stimulation method, as LPS was a stronger inducer of IL-6, and MIS416 of IL-1β respectively. Again, these differences are reflected in the SPADE plots.

For INFγ (Figure 6-10) and IL-10 (Figure 6-11) the plots were difficult to interpret owing to their dim expression. Our conventional analysis required an FMO gating control to delineate positive staining cells from negative. SPADE plots only show the average expression of the marker for the cells in it – which with these dim markers resulted in lower resolution. We did however deduce that expression of these two cytokines was distinctively limited to a very few clusters (13 & 16), which also showed limited expression of the pro-inflammatory cytokines. A further contrast in expression was that the outlier populations we show to produce IL-6 and IL-1β and TNFα, did not make IL-10 or INFγ. This finding suggests that following in vitro culture, distinct populations of monocyte produce pro-inflammatory cytokines such as IL-6, IL-1β and TNFα, while others express IL-10 and INFγ and indicates that the monocyte population in vitro is highly heterogeneous, phenotypically distinct, and possesses differential response properties.

Lastly, the data in these plots corroborated our results from Chapter 5: for example, the expression of TNFα. Contrasting SPADE plots of MIS416 and LPS showed significantly more TNFα produced compared to LPS, and we noted untreated MS participants had significantly more TNFα induction at baseline and following LPS stimulation that HC.
Figure 6-7 TNFα expression comparison between HC and MS cohorts for LPS, MIS416 and untreated cells.

Expression heatmap represent transformed and corrected data of all plots ranging from undetected to the 95th percentile.
Figure 6-8 IL-1β expression comparison between HC and MS cohorts for LPS, MIS416 and untreated cells.

Expression heatmap represent transformed and corrected data of all plots ranging from undetected to the 95th percentile.
IL-6 expression comparison between HC and MS cohorts for LPS, MIS416 and untreated cells.

Expression heatmap represent transformed and corrected data of all plots ranging from undetected to the 95th percentile.
Figure 6-10 INFγ expression comparison between HC and MS cohorts for LPS, MIS416 and untreated cells.

Expression heatmap represent transformed and corrected data of all plots ranging from undetected to the 95th percentile.
Figure 6-11 IL-10 expression comparison between HC and MS cohorts for LPS, MIS416 and untreated cells.

Expression heatmap represent transformed and corrected data of all plots ranging from undetected to the 95th percentile.
6.4.3 t-SNE of transcription factor expression in monocytes.

We performed t-SNE analysis to visualise TF expression and establish whether expression was by all monocytes, or by subpopulations within it. To this end, we generated Figure 6-12 which depicts monocytes representing all conditions for all participants and TF expression in these cells as a heatmap overlay. From this analysis we observed that TF expression for P65 and CREB were distinctly positive in all cells, with low expression of some cells aligning with the decrease in expression observed at T3 in our cultures.

For STAT1 most cells were positive, but there were also a minority of events producing much higher amounts. We described in Chapter 5 that HC participants showed higher STAT1 expression, and they are depicted here in the collated data t-SNE image as modestly warmer events. In general, the data did not indicate a differential response across monocytes in terms of STAT1.

STAT3 expression was difficult to interpret as unfortunately the plot showed poor resolution, likely exacerbated by technical limitations from dim staining. In contrasting the expression here to our data in Chapter 5, we note that we observed a broad range in the proportion of positive staining events for STAT3. Some participants showed as low as 20% positive staining, while most were high. This broad range of expression of STAT3 results in the poor expression resolution of the t-SNE plot. We conclude that TF expression in monocytes appeared uniform, indicating that the response from monocytes in our models was homogenous, and that no distinct cluster of responder cells were apparent. Furthermore, given the absence of subset heterogeneity we deemed this data unsuited to clustering analysis with SPADE.

![Figure 6-12 t-SNE plot of TF expression by monocytes for all participants and all conditions.](image-url)
6.4.3.1 Resolving the loss of P65 in monocytes.

Having observed a loss of P65 in our data, and with the t-SNE plot showing a grouping of low expressing events, we set out to investigate expression of this marker and the impact of our culture. We plotted the density distribution of monocytes at baseline and T3 to highlight the response differences between HC and MS participants (Figure 6-13A). The distribution differences at T0 between HC and MS speak to a difference in monocyte subset characteristics induced by disease processes. Given that basic phenotyping lineage markers were used to construct these plots, we suggest that more detail monocyte phenotyping may clarify MS specific monocyte changes. Furthermore, the differences between HC and MS plots persisted at T3, suggesting that culture and MIS416 both induce different responses in HC and MS participants.

In comparing the plots within a cohort, we observed an overlap of the distribution of events between T3 untreated and T3 MIS416 for both, suggesting a degree of similarity and that this time point was likely not optimal for MIS416 induced subset changes. We are further limited in our interpretation of the characteristics of these differences, as generally TF expression was low resulting in low resolution. However, P65 expression was a robust marker where we detected good signal. From this we plotted P65 as heatmap overlay by treatment condition to contrast its expression between HC and MS participants (Figure 6-13B). We observed a reduction in P65 following in vitro culture, that reflects the reduction detailed in Chapter 5 which we described as generalised reduction in TF expression, specifically in MS participants at T3. What the t-SNE plot clarifies is that the observed reduction is driven by the expansion of a subset of cells producing less active TF, and not a generalised reduction. To highlight this finding, we plotted only data from MS participants (Figure 6-13C), which demonstrated that this sub-population is distinguished by a distinct loss of CD14, as well as a loss of granularity i.e. internal complexity (Figure 6-12C).

These observations suggest that MS participant responses were distinct from those of HC, and that at baseline there already existed disease specific phenotypic differences. We suggest that future work focussing on monocyte TF expression in MS could be valuable, but that highly detailed subset markers should be included to identify their nature.
Figure 6-13 t-SNE analysis of TF expression in monocytes from all participants and all conditions. 
(A) density overlay of events by treatment condition for HC and MS participants. 
(B) expression of P65 by HC and MS participants. 
(C) MS participant only profile of monocytes at T3 and MIS416 treated
6.4.4 Dopamine receptor expression by monocytes

6.4.4.1 t-SNE of monocytes
We performed t-SNE analysis on gated monocytes to depict their expression of DR. We found this was best demonstrated by D1 expression for MS participants as depicted in Figure 6-14. In contrasting expression from baseline and single agent exposure we corroborated our findings as in our data from Chapter 4, where we showed a significant upregulation in D1 expression in culture and following clozapine treatment in monocytes while LPS was observed to reduced expression. A limitation of the t-SNE analysis is that the individual participant expression data becomes lost, so we only see the group average changes. However, the analysis does indicate D1 expression in monocytes was not universal, that subsets of high and low expressing cells exists within a respective treatment condition. We observe for example that D1 reduction by LPS was not generalised, that some cells retain high levels, and that that there was an expansion of cells that show lowered D1.

Figure 6-14 Heatmap overlay of Monocyte D1 expression in MS participants.

6.4.4.2 SPADE of DR expression by monocytes.
To establish if clustering analysis offered an insight into DR expression in monocytes, we performed SPADE analysis of the DR dataset. Figure 6-15 depicts this analysis and represents all data from all conditions and representative of all participants. The plot details the expression as gMFI of DR1,3 and 5. In it we observe a similar profile of expression for DR1 and DR3 in that the same clusters express the respective markers, while others do not. This suggests that these markers were relatively conserved in terms of their expression by different monocyte subsets.
For DR5, we note generally dim expression of this marker over half the dataset and that high levels of DR5 expression were limited to only a minor subset of cells. We also observed that those cells expressing low DR1 and DR3 were expressing low levels of DR5. Unfortunately, as DR2 and DR4 data were acquired with the same fluorophore conjugate, their expression over the collated dataset could not be resolved in this analysis.

6.4.4.3 Phenotypic diversity of *in vitro* cultured monocytes.

Like t-SNE plots, SPADE trees are informed by the contribution from the respective treatment files. Figure 6-16 demonstrates, as an event frequency heatmap, the proportion of events that each treatment file contributed to the overall plot structure. A SPADE analysis sets out to over cluster, i.e. generate more nodes than there are subsets within the sample. By generating plots with many clusters, we can then interpret the similarity of nodes by their distance to the nearest neighbour. What Figure 6-16 demonstrates is that from baseline, monocytes in the periphery expanded significantly following culture and that the compartment contains a broad subset of cells that is both phenotypically and functionally distinct. This suggests the monocyte compartment for our model consists of subsets of cells at various stages of response and activation, that contract and expand reflexively to the environment. Lastly, the plots also show that co-culture with two agents (LPS&cloz) generated the biggest diversity in terms of subset distribution.
Figure 6-15 Clustering analysis of all *in vitro* monocytes and expression (gMFI) of DR1, DR3 and DR5.

Heat map ranges indicate 5th and 95th percentile of expression.
Figure 6.16 SAPDE analysis of monocyte diversity.
Data is depicted using the contribution from each treatment condition sample file to the overall structure. MS participant only data. Heatmap data indicate the proportional contribution (%) of from each data file to the respective nodes.
6.4.4.4 DR expression as a clustering analysis for MS participants.

We compared DR expression using SPADE in our MS cohort, for each respective treatment condition against the untreated control, by stipulating the untreated data as a reference file. This highlighted the effects of the various in vitro conditions on DR expression, as the generated plots show expression normalised to the untreated data (Figure 6-17). Class 1 DR, i.e. DR1 and DR5, showed increased expression in the presence of clozapine. We also note that LPS downregulated DR1 levels, while conversely, LPS induced an increase in DR5 expression. The generalised response to clozapine and LPS across most nodes suggests a uniformity in monocyte reactions to these agents respectively, especially for DR1 expression. The plots further show that co-culture with clozapine and LPS seemed to modestly increase DR5 expression, while for DR1 co-culture, that clozapine overcame the downregulation of expression induced by LPS alone in select subpopulation of monocytes.

Furthermore, class 2 DR expression, i.e. DR2-4, suggest a generalised downregulation of expression across all in vitro conditions. The uniformity of this response indicates a high degree of similarity in the regulation of class 2 expression within our model. While conventional subset averages found no change in class 2 expression from clozapine (see Chapter 4), we note that for all three markers there were a small subset of cells within the monocyte compartment that clearly upregulate expression. The plots also substantiate our findings that class 2 expression was significantly reduced in co-cultures of LPS & clozapine. Interestingly, this seems to be primarily a response to LPS, as the clozapine responder nodes in single culture are absent, and LPS alone resulted in a general reduction of expression.
Figure 6-17 SPADE analysis depicting normalised DR expression in monocytes for MS participants.

Each row shows data normalised to untreated levels of expression for D1-5 respectively, with columns depicting data by treatment condition. Expression depicted as a heatmap relative to untreated levels, where light green indicates no change, lowered expression in blues, and increases in the red range.
6.4.4.5 SPADE for the comparison of DR expression in HC and MS participants. To compare the expression of DR from monocytes between HC and MS cohorts we reanalysed the dataset with standard SPADE but included an arcsine normalisation factor of 5 to make expression ranges comparable (Figure 6-18). We had previously observed no significant difference in the average expression of DR at baseline using conventional group statistics (Chapter 4), although a trend showed DR3 may be lower in MS. Figure 6-18 shows that MS participants appear to have reduced expression of DR3 at T0, and that this loss was not specific to a subset of cells, but rather a generalised loss of expression. This, also in Figure 6-18, contrasts with DR1, which by SPADE analysis and conventional statistics showed a high degree of similarity in its expression between the cohorts.

![Figure 6-18 Inter-cohort comparison of DR expression for DR3 and DR5 at T0. Data depicts an arcsine normalisation of expression for each marker respectively.](image-url)
6.4.4.6 SPADE of t-SNE parameters for monocytes.

A SPADE analysis of the t-SNE generated, dimensionality-reduced data of DR expression by monocytes was performed and is depicted in Figure 6-19. This clustering output depicts the frequency of events within each node for the entire dataset. We observe that, irrespective of the differences noted in this chapter for *in vitro* culture and the impacts on cytokine and DR expression, monocytes remained a phenotypically similar collection of cells, represented by roughly 70% of events that comprise the core subset. We conclude this section with suggesting that the inclusion of additional monocyte-specific activation and phenotyping markers could likely better inform as to the heterogeneity of this subset. Here we were limited by the use of standard PBMC typing markers, that essentially designate monocytes as CD3-, HLA-DR+, CD14+ cells.

![Density distribution SPADE analysis of t-SNE parameters for monocytes.](image-url)
6.4.5 Whole PBMC analysis by high dimensional cytometry tools.

We caveat this next data section by emphasising that all our PBMC work was geared to inducing responses and optimally detecting monocytes. This limits detection in other subsets, particularly for TF, as expression of these marker are best detected under optimised stimulation and culture conditions. Our culture was however not insular, and the dynamics that arise from complex stimulation agents such as MIS416 and clozapine invariably have broad subset changing effects. The analysis of monocytes detailed in chapters 4 and 5 of this thesis, could therefore also be performed on all other cells of the PBMC. However, such detail was outside the limits of this thesis. To fully understand this complex dataset, we explored the other immune cell populations in our data, using multidimensional tools to concisely illustrate cytokine and DR expression by all of these subsets. Our aim here is to capture a bird’s eye view of the immune interactions and determine the value of further in-depth analysis of the data.

6.4.5.1 DR expression in the PBMC.

We performed a t-SNE analysis to depict the PBMC as a dimensionality reduced sample. Figure 6-20A represents the analysis of all PBMC for all conditions. Using our gating strategy from Chapter 3, we then manually gated the major PBMC cell fractions and overlaid each subset onto the t-SNE plot (Figure 6-20B). From the gating we calculated the proportional composition of each subset as a fraction of all PBMC (Table 6-2). On average, T cells comprised over 60% of cells recorded in the samples, while monocytes, the primary data source for this thesis, were 12%. This distribution was also reflected in the density distribution t-SNE (Figure 6-20A).
Figure 6-20 t-SNE of all PBMC data depicted as a density overlay of all PBMC (A) and displaying manually gated subsets (B).
Each subset is colour coded as outlined by Table 6-2.

<table>
<thead>
<tr>
<th>Subset Name</th>
<th>Frequency of Total (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B cells</td>
<td>12.0</td>
</tr>
<tr>
<td>CD8+ T cells</td>
<td>15.3</td>
</tr>
<tr>
<td>CD4+ T cells</td>
<td>45.6</td>
</tr>
<tr>
<td>Monocytes</td>
<td>12.1</td>
</tr>
<tr>
<td>NK cells</td>
<td>9.36</td>
</tr>
<tr>
<td>Double negative T cells</td>
<td>1.78</td>
</tr>
<tr>
<td>ALL PBMC</td>
<td>100.0</td>
</tr>
</tbody>
</table>

We next profiled the expression of DR across all cells of the PBMC using the same t-SNE analysis. With this, we calculated the level of expression (gMFI) of DR1 - 5 for all PBMC and noted that all cells showed significantly increased expression compared to the average of FMO controls (Table 6-3). This indicates positive staining for all DR in all cells.
Table 6-3 Expression (gMFI) of DR for all PBMC by treatment condition.

<table>
<thead>
<tr>
<th></th>
<th>D1</th>
<th>D2</th>
<th>D4</th>
<th>D3</th>
<th>D5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC</td>
<td>12513</td>
<td>5894</td>
<td>12735</td>
<td>5105</td>
<td>3735</td>
</tr>
<tr>
<td>MS</td>
<td>16334</td>
<td>7001</td>
<td>16303</td>
<td>5456</td>
<td>5955</td>
</tr>
<tr>
<td><strong>Untreated</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC</td>
<td>11906</td>
<td>5844</td>
<td>12864</td>
<td>4966</td>
<td>4452</td>
</tr>
<tr>
<td>MS</td>
<td>17258</td>
<td>7171</td>
<td>17071</td>
<td>5716</td>
<td>6943</td>
</tr>
<tr>
<td><strong>Clozapine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC</td>
<td>12416</td>
<td>5758</td>
<td>12794</td>
<td>4789</td>
<td>4663</td>
</tr>
<tr>
<td>MS</td>
<td>17317</td>
<td>7227</td>
<td>17483</td>
<td>5687</td>
<td>7419</td>
</tr>
<tr>
<td><strong>LPS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC</td>
<td>12119</td>
<td>5807</td>
<td>12774</td>
<td>4946</td>
<td>4559</td>
</tr>
<tr>
<td>MS</td>
<td>16325</td>
<td>7118</td>
<td>17029</td>
<td>5677</td>
<td>6994</td>
</tr>
<tr>
<td><strong>LPS&amp;cloz</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC</td>
<td>11893</td>
<td>5784</td>
<td>13212</td>
<td>4936</td>
<td>4748</td>
</tr>
<tr>
<td>MS</td>
<td>16741</td>
<td>7083</td>
<td>17297</td>
<td>5666</td>
<td>7462</td>
</tr>
<tr>
<td><strong>FMO</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>146</td>
<td>79</td>
<td>60</td>
<td>181</td>
<td>136</td>
</tr>
</tbody>
</table>

Having included a numerical keyword in the analysis allowed for a visualisation of events by specific treatment condition and cohort and this aids in validating the use of the plots as data interpretation tools. Using this, we demonstrate in Figure 6-21 the loss of DR1 expression in monocytes stimulated with LPS as compared to untreated cells. This corroborates with the same finding in Chapter 4. Furthermore, it appears as though this effect was subset specific, as no other subset reduction was observed. This was not surprising given that LPS is a specific TLR4 agonist and monocytes were the predominant innate subsets in the PBMC that express this PRR (i.e. TLR) (see Chapter 1).

![t-SNE plot of PBMC from MS participants and the effects on DR1 expression in untreated and LPS cultures respectively.](Figure 6-21)
6.4.5.2 t-SNE of the PBMC expression of DR.

To depict expression of DR1 - 5 respectively across the PBMC we required two new t-SNE plots (Figure 6-21). During our data acquisition we stained for D1, D3 and D5 together (Stain 1), and D3 and D4 together (Stain 2) while using overlapping lineage markers. This requires the use of separate t-SNE analysis to avoid the introduction of background noise from ‘empty’ channels into the plots. From this we observed that both plots resulted in a similar subset distribution across the two t-SNE dimensions. We note a distinct clustering of the major immune subsets with T cells in the majority. We then plotted, as heatmap overlays, expression of DR within each stain. This depicts a representative outlay of DR expression across all events (Figure 6-22).

In analysing the plots, we note that comparisons between the plots are not accurate as they are not normalised to an expression control. This would require the inclusion of a sample of known DR expression density. D2 and D4 were however detected with the same fluorophore (AF488). While we cannot exclude affinity and emission differences it appears that D4 may be more abundant than D2, but this would need to be verified. Even though we cannot compare expression between the DR plots we can compare the range of expression within a subset for each DR marker respectively. This is can be observed particularly in monocytes, which show a broad variation in expression that results from in vitro culture.

A new insight from the t-SNE plots over conventional analyses is that DR expression was detected across all cells of the PBMC. We note that D1-3 expression appeared generally homogenous across the majority of PBMC subsets (with the exclusion of monocytes), but that a subpopulation of DR bright B cells were present that may warrant further investigation. Expression of D4 also appears to be bimodal for most subsets. The observations from D4 expression and for B cells may be due to an effect induced by our in vitro culture conditions and is an insight that may be explored in future work.
Figure 6-22 t-SNE plots of DR expression by the PBMC.
Each stain depicts a separately acquired cytometry dataset with overlapping lineage markers. The top row depicts manually gated lineage subsets overlays for each stain. DR expression is depicted as a heatmap overlay of expression for each stain.
6.4.5.3 Cytokine expression in the PBMC.
We compiled a t-SNE analysis on the dataset for all *in vitro* cytokines (Figure 6-22). This aided in the visualisation of cytokine expression across all cell types and represent the average cytokine production capacity of the PBMC in our model. The generated plot yielded a distinct clustering of the major immune subsets over the two parameters. The depicted heatmap overlays of cytokine expression was constructed by manually adjusted the scale of each cytokine such that negative events reflected the average level of expression from the FMO control. This allows for a better visualisation of the average expression across a subset. We also list the average level of expression from the t-SNE gated subsets in Table 6-4.

From this visualisation, we observed most cells had cytokine producing capacity. Monocytes were the major cytokine-producing subset, which is not surprising given they were the primary target of the *in vitro* stimulations. Generally, we note that for CD8 T cells, there was a large proportion of non-responder cells. This was anticipated given the absence of a T-cell-specific ligand. Interestingly, we found modest induction of IL-1β and IL-6 in some CD4 T cells, B cells and some NK cells. These cells were not specifically targeted, and induction was likely due to indirect or by-stander activation during the culture conditions. This cytokine production may also be due to the presence of debris from dead cells such as DNA in the culture and would have resulted in TLR signalling induction. We suggest this explains the modest pro-inflammatory response observed in from our model. Furthermore, we observed very low levels of INFγ and IL-10 across all subsets. The lack of resolution for these analyses is likely due to dim expression and technical limitations from using dim conjugates for these two cytokines.
Figure 6-23 t-SNE analysis of cytokine expression by the PBMC.
The first plot depicts an overlay of manually gated immune cell subsets (top left). Other images show heatmap overlays of individual cytokine expression for pooled data from all in vitro conditions overlaid onto the t-SNE plot.

Table 6-4 Heatmap of average expression (gMFI) of cytokines for gated immune subsets from all events.

<table>
<thead>
<tr>
<th>Subset Name</th>
<th>INFγ</th>
<th>IL-4/1b</th>
<th>TNFα</th>
<th>IL-10</th>
<th>IL-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>NK cells</td>
<td>-40.8</td>
<td>-330</td>
<td>669</td>
<td>181</td>
<td>-10.5</td>
</tr>
<tr>
<td>B cells</td>
<td>1313</td>
<td>-41.9</td>
<td>1503</td>
<td>1346</td>
<td>2212</td>
</tr>
<tr>
<td>CD8 T cells</td>
<td>-422</td>
<td>189</td>
<td>1047</td>
<td>-151</td>
<td>-255</td>
</tr>
<tr>
<td>CD4+ T cells</td>
<td>-96.8</td>
<td>308</td>
<td>3503</td>
<td>338</td>
<td>1373</td>
</tr>
<tr>
<td>Moneocytes</td>
<td>-482</td>
<td>-300</td>
<td>317</td>
<td>-551</td>
<td>-344</td>
</tr>
<tr>
<td>CD4+ T cells</td>
<td>1899</td>
<td>6340</td>
<td>22301</td>
<td>2794</td>
<td>13058</td>
</tr>
<tr>
<td>Moneocytes</td>
<td>377</td>
<td>485</td>
<td>604</td>
<td>273</td>
<td>53.7</td>
</tr>
<tr>
<td>CD4+ T cells</td>
<td>1374</td>
<td>623</td>
<td>1661</td>
<td>1358</td>
<td>3000</td>
</tr>
<tr>
<td>Moneocytes</td>
<td>216</td>
<td>216</td>
<td>767</td>
<td>197</td>
<td>-43.9</td>
</tr>
<tr>
<td>NK cells</td>
<td>1307</td>
<td>1307</td>
<td>3238</td>
<td>1212</td>
<td>1867</td>
</tr>
</tbody>
</table>
We can conclude that cytokine expression in this data set may be limited in resolution such that interpretation of expression changes in other subsets may be more challenging than the clear changes observed in monocytes. For IL-1β specifically it appears as though most cells, excluding monocytes, made very little. Other markers did however show positive signal, and we can suggest that this expression indicates that T cells may be a valuable source of in vitro response data. The broad cytokine induction seen in the PBMC in our models suggests that by making alterations to our in vitro culture system, that the effects of clozapine or MIS416 could also be modelled in other subsets.

6.4.5.4 Effect of clozapine on TNFα expression.
The use of t-SNE on whole PBMC was able to replicate some of our findings from results in Chapter 4. There, the most prominent effect of clozapine therapy in in vitro treated MS participants was on the expression of TNFα. This was due to the higher basal level of this cytokine being present in untreated MS participants, and we demonstrated the drugs ability to lower TNFα production. Here we depict those findings with the use of t-SNE plots. In untreated MS participants we observe a population of monocytes actively expressing TNFα (arrows). These cells are absent in the clozapine treated sample, and the average gMFI of the monocyte subset in this t-SNE plot dropped from 12895 to 10308, suggesting either their absence, or a downregulation and redistribution during clozapine treatment. Furthermore, the t-SNE shows this effect was only in monocytes, as the general level of expression of TNFα across other subsets remained unchanged (Table 6-5).
Table 6-5  Effects of clozapine on TNFα expression by subset.

<table>
<thead>
<tr>
<th>Subset</th>
<th>Treatment</th>
<th>TNFα (gMFI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B cells</td>
<td>Untreated MS</td>
<td>4048</td>
</tr>
<tr>
<td></td>
<td>Cloz MS</td>
<td>3873</td>
</tr>
<tr>
<td>CD8+ T cells</td>
<td>Untreated MS</td>
<td>4387</td>
</tr>
<tr>
<td></td>
<td>Cloz MS</td>
<td>4265</td>
</tr>
<tr>
<td>Monocytes</td>
<td>Untreated MS</td>
<td>12077</td>
</tr>
<tr>
<td></td>
<td>Cloz MS</td>
<td>*10636</td>
</tr>
<tr>
<td>CD4 T cells</td>
<td>Untreated MS</td>
<td>3405</td>
</tr>
<tr>
<td></td>
<td>Cloz MS</td>
<td>3351</td>
</tr>
<tr>
<td>NK cells</td>
<td>Untreated MS</td>
<td>3608</td>
</tr>
<tr>
<td></td>
<td>Cloz MS</td>
<td>3547</td>
</tr>
</tbody>
</table>

Figure 6-24 Heatmap of TNFα expression in the PBMC of MS participants by t-SNE analysis.
Arrows indicate high expression by monocytes.

6.4.5.5 The effects of MIS416 on TNFα expression.

In Chapter 5 we showed the effects of MIS416 treatment on monocytes in vitro. Using the t-SNE analysis, we can see that the tools emulate those observations by using TNFα expression as an example. TNFα was significantly upregulated in MS participants over HC in untreated cells (Figure 6-24). MIS416 further induced TNFα expression in monocyte, but this induction was significantly stronger in MS participants which also had an already increased basal level of TNFα induction (Figure 6-25). From our plot we further observe that TNFα induction was not just limited to the monocyte
compartment. Here we observe a modest increase in expression in B cells, NK cells as well as CD4 T cells and note this effect far less prominent in HC cohort.

Figure 6-25 t-SNE plot of TNFα expression in untreated and MIS416 treated PBMC.
6.5 Discussion.

The aim of this chapter was to create an overview of a cytometry dataset of PBMC samples, acquired to profile monocyte phenotype and function. To establish the value of the untapped dataset and explore future analysis directions we performed a series of dimensionality reduction and clustering analyses to give a broad overview of its contents. We also set out to establish if the tools could provide further insight into the responses observed in monocyte phenotype and function from earlier analyses. The results showed that monocytes in our model were a highly heterogenous population, and that these cells have distinct response differentials in MS pathology. Furthermore, we have shown substantive changes to the PBMC in MS participants in terms of phenotype and function and added to the insights gleaned from our conventional statistical approaches. These findings do not warrant discussion as they only serve as a prelude to future work. Here we discuss the limitations and the merits and review the use of high dimensional tools in cytometry to substantiate their utility in analysing cytometry datasets.

Sequential gating has formed and integral part of the analysis tools for this thesis. Unfortunately, this method is very limiting, being unable to visualise the data as a whole and only displays at most three parameters. The subjective nature of the method also may result in the loss of information and is highly time consuming. There exists a broad range of complementary tools that have aimed to overcome these limitations. Inherently these tools are considered exploratory, and as demonstrated by this thesis, any findings must be substantiated by conventional analyses or be confirmed by targeted testing.

6.5.1 t-SNE.

t-SNE processing is well established as a tool that facilitates the identification of immune subpopulations (Mair et al., 2015). t-SNE is an unsupervised bioinformatics method resulting in a display of the data in only two dimensions. A t-SNE map contains all events with the proximity of events directly related to their relationship in multidimensional space. While data are resolved to single event level, datapoints may
overlap, so the effect of excessive input can result in obscured data. Unlike SPADE, user defined clusters are not an input parameter. This significantly increases the computation cost required for each run. To limit data overlap, and reduce computing requirements, it has been suggested that t-SNE analysis data input remains below 200,000 events (Ashhurst, 2017). t-SNE is however not a clustering tool. While clusters may present, they are not assigned, and subsequent processing by gating or another tools such as SPADE is required to group events into clusters.

In creating t-SNE plots on already gated monocytes we limited a portion of the utility of the application. Within the PBMC sample there would be many heterogeneous cell subsets that a t-SNE could depict as individual compartments. What we found when we performed t-SNE on gated monocytes was that their common expression patterns resulted in a very homogenous ‘pancake’ shaped plot with few to no distinct areas, which was likely because these cells were already selected for this phenotype. The reason for implementing a pre-gating strategy was that that it allowed for the analysis of distinct treatment subpopulations to show the differences that culture conditions have on the monocyte population. How for example stimulation with LPS dramatically changed the nature, size and expression of protein by monocytes such that they occupy a distinctly different area of the overall map. Furthermore, the very high number of events from our larger dataset required measures to limit the total input events, as running t-SNE on files with event numbers exceeding 200,000 would result in the overlapping of events that can obscure the plot. t-SNE plots also cannot stratify populations that are conventionally identified by hierarchical bifurcate gates (Eshghi et al., 2019). While this largely applies to continuous maker expression such as CD45RA by T cells, it was a limitation worth consideration.

One way to overcome the limitations of t-SNE was by using a subsequent clustering analysis by SPADE on the t-SNE generated files (Anchang et al., 2016). This method used the two new t-SNE parameters as the basis for clustering, resulting in a clustering of dimensionality reduced data. We found this to be a highly effective strategy that limited the total data input and processing time.
6.5.2 SPADE.

Cluster analysis was one of the early complementary tools to arise. Cluster analysis facilitates data visualisation using coloured heat maps (Eisen et al., 1998). The analysis clusters variables, such as protein markers, in an unsupervised bioinformatics approach which treats all variables as equal, aiming to group events by similarity (Bashashati and Brinkman, 2009). This approach has longstanding use in flow cytometry research (Kitsos et al., 2007; Murphy, 1985; Wilkins et al., 2001).

SPADE is one such form of cluster analysis (Qiu et al., 2011). SPADE projects the data as a tree structure that reflects all dimensions. It has been successfully used in clinical haematological research with seminal work detailing the healthy human bone marrow continuum to a level of detail that reflects the current understanding of haematopoiesis (Bendall et al., 2011). SPADE was also validated against expert based gating approaches, with consistent results (Qiu et al., 2011).

The major limitation of SPADE is that it is not a stand-alone tool, but a complementary one. As a computational algorithm, the time to calculate is also heavily influenced by the number of events in the sample, with large input event numbers significantly extending computation time. Built into the tool is a density depended downsampling step to limit the total number of events and make analysis of larger files reasonable. Downsampling randomly retains a more limited number of events from high density populations, while rare populations are not affected. Fortunately, the SPADE3 algorithm is not stochastic, such that repeat analysis result in reproducible plots. This is an inherent feature that is achieved by the software identifying the event with the highest local density (i.e high number of cells within its neighbourhood) as the clustering start point (Qiu, 2017).

SPADE analysis has added substantially to our data interpretation. Specifically, in understanding monocyte subset heterogeneity. One of the key limitations in our approach was the use of lineage gating to terminal monocytes that formed the starting sample for some of our SPADE analysis. This may introduce bias in that it subverts the utility of the tool in clustering monocytes independently. However, Qui et al. have shown that SPADE clustering and conventional gating resulting in greater than 95%
concordance in calling terminal monocytes (Qiu et al., 2011), with similar findings by others (Mukherjee et al., 2015). We implemented terminal gating to limit the initial input data, as our dataset consisted of over 350 files, many in excess of 200,000 events. Ultimately, we found that the overlap of SPADE data findings with our conventional analysis approaches supported this choice.
6.6 Conclusion.

The use of sequential gating and subset analysis remain the standard method with which cytometry data is analysed. However, this approach is subjective and very time consuming. The complexity of larger multicolour panels, coupled with a range of treatment conditions, participants, and culture results in potentially millions of permutations that would need to be analysed. We have shown here that the findings from our conventional analysis approach was present and evident with the use of high dimensional bioinformatics tools validating this complementary data handling approach. We also set out to establish if there were other observations in the dataset that were overlooked using only standard cytometry analysis and found extensive monocytes subset heterogeneity. We further went on to show the remaining value of the dataset, gleaning new insights and demonstrating the value of preforming additional analysis of the PBMC. Our work in this chapter has only started to explore the breadth of the dataset, with new avenues of analysis and research opened, facilitating future directions from this work.
Chapter 7. Summary and future directions

7.1 Introduction.

This thesis has examined the phenotype and function of monocytes, by using \textit{ex vivo} peripheral blood cells to identify if and how progressive MS alters monocytes. The peripheral immune system is highly polymorphic, and peripheral blood as a sample offers a good overview of the state of the immune system at the time of collection. This analysis has allowed us the opportunity to gain valuable insight but is limited by the individual heterogeneity of this population, which complicated the data interpretation. Flow cytometry was the main tool used for our data collection, and it allowed us to resolve the complexity of the peripheral immune system by reducing the data to the single cell level and using each cell to build an understanding of the whole network of cells.

Understanding the function of monocytes in this immune network was the foundation for this work. As a basis, we set out to understand single cell responses, so we undertook a broad review of the immune system and its cellular components in Chapter 1. There, we outlined two arms of the immune response: the innate and the adaptive systems. Substantial contributions have been made by others to describe the adaptive biology of MS. As a result of this, our research direction pivoted to the innate arm, so that we could offer novel insights into MS pathology. To this end, we targeted monocytes through their innate and other surface receptors to model their responses. Initially, we sought to determine if there were detectable changes in monocyte numbers and phenotype in the periphery. Chapter 2 showed that these cells, unlike most others, appeared to be unaltered in progressive MS. This led us to examining what functional changes were present, with data from Chapter 4 and Chapter 5 showing monocyte responses in terms of cytokine and transcription factor expression, and we contextualised monocytes by profiling their dopamine receptor expression, to show their key role in neuroimmune signalling. Finally, in Chapter 6, we examined
the heterogeneity of the monocyte compartment with high dimensional tools, to demonstrate the depth of this immune cell subset and how the compartment shows differential responses to different therapeutic agents. We concluded this work by reintroducing these cells into the immune network, with an analysis of all mononuclear cells, to contextualise their responses and to show the bystander effects that occur when monocytes respond to stimulation.

To reiterate the key findings of this thesis, we summarise here our observations from each data chapter.

7.2 Chapter 2. Immune phenotyping in progressive MS.

In Chapter 2, we investigated the whole blood phenotype of people with progressive MS and compared their data to those of a healthy control group. We demonstrated substantive changes in the absolute number and proportion of nearly all types of immune cells in people with MS. Not surprising, T cells were highly altered as these adaptive cells are known to be key drivers of MS pathology and are readily profiled by standard cytometry methods. Our data showed strong parallels to work by others, with a contraction of CD8+ T cells resulting in an altered CD4+ and CD8+ ratio in the periphery. Our B-cell findings also reflected established work, as we observed a contraction in naïve and memory subsets, and an expansion in the transitional compartment. We further showed a reduction in pDC cell proportions in the periphery, which has previously been described in progressive patients. We feel these parallels validated our approach and added weight to those findings where we diverged with those in the literature.

Surprisingly, our whole blood analysis showed no significant changes to the phenotype of monocytes in our MS cohort. Previous work in our lab had shown that the proportion of CD16+ monocytes as a proportion of PBMC increased in a cohort of untreated MS participants comprising primarily relapsing-remitting patients, while other groups had similarly shown that the composition of subsets of monocytes may be altered in MS, noting that an increase in non-classical cells occurs with an associated reduction in classical cells. The absence of any change in our monocyte
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data may have been due to our MS cohort comprising solely progressive patients, yet we noted several of our findings in other immune subsets reflect those observed in relapsing disease. This finding led to the question of whether monocytes may instead differ in their functional capacity in progressive disease. To test this question, we expanded our hypotheses, and sought to define the function and response profiles of monocytes in progressive MS. We tested these hypotheses using an in vitro model, using PBMC as sample source, and with a new spectral flow cytometry method outlined in Chapter 3.

7.3 Chapter 3. Materials and Methods for in vitro culture.

To improve the power of the in vitro work we combined samples from two cohorts of progressive MS participants and validated this approach by contrasting cytometry output measures between the cohorts. While we noted significant differences in terms of pro-inflammatory cytokine responses, these differences were modest and contrasted to the absence of differences in general immune phenotype, age, or sex between the cohorts. Our work was also one of the first of its kind to use a new spectral platform to perform cytometry research in the clinical trial space. We showed the broad utility and stability of the platform, outlined methods, and showed broad quality control and instrument validation data. The use of spectral cytometry proved to be an excellent approach over conventional multicolour work, with increased data resolution, ease of use, and of the ability to collect a large high-dimensional dataset.

7.4 Chapter 4. The effects of in vitro clozapine on dopamine receptor and cytokine expression in progressive MS.

The analysis of the data investigating monocyte function was then compiled into three subsequent chapters. Chapter 4 discussed the merits of repurposing clozapine, an atypical antipsychotic drug, as a treatment for people with progressive MS. Central to this chapter was the expression of dopamine receptors in the periphery. Very little detail on DR expression on human immune cells is available in the literature, and as clozapine is a DR antagonist, we aimed to determine baseline expression and the
effects of culture conditions on DR expression. Monocytes are a major source of cytokines in response to damage-associated molecular patterns that arise during the inflammatory and neurodegenerative pathology of MS. Additionally, because work by others has demonstrated clozapine’s effectiveness at altering inflammatory cytokine expression, monocytes formed the major focus in terms of immune subsets analysed. We found that clozapine had an inhibitory effect on cytokine expression and altered DR expression on monocytes in vitro. Our results showed that clozapine’s anti-inflammatory effect in our model was associated with a reduced expression of pro-inflammatory cytokines (IL-6, IL-1β & TNFα). Furthermore, these findings suggest that clozapine treatment may be beneficial for the treatment of MS, as clozapine could dampen the expression of cytokine associated with MS pathology.

Clozapine also induced a significant increase in the expression of D1. To demonstrate what association there was between D1 and cytokine expression, we performed a correlation analysis of D1, IL-1β, and IL-6 to D1 expression. From this we observed that D1 was not necessarily required to establish the pro-inflammatory state seen in untreated culture, but that a change in its expression happened alongside alterations to immune cell activity. Interestingly, we observed that MS participant monocytes were much more susceptible to DR expression changes from our culture compared to the HC. Following the modest pro-inflammatory effects of overnight culture, all DR were increased in the MS cohort but only D5 increased in HC monocytes. Under highly inflammatory LPS stimulation, the HC showed no substantial change in DR, while significant effects were noted in the MS cohort. Clozapine’s effect on D1 was, however, noted in all participants. Together, these data offer valuable insight towards understanding clozapine’s impact on dopamine and inflammatory signalling in the periphery, while also demonstrating the changes MS pathology has on these pathways.

The next chapter focused on the use of MIS416 as a treatment for patients with progressive MS. The experiments for this work were run concurrently, using the same methods, controls, and samples as those used in Chapter 4.
7.5 Chapter 5. Transcription factor and cytokine responses following MIS416 treatment in vitro.

In Chapter 5, we studied the use of a drug, MIS416, for the treatment of patients with progressive MS. Our work used in vitro culture to model the peripheral innate system response to the drug. The microparticle suspension MIS416 stimulates intracellular PRR (i.e. TNR9 and NOD2), and treatment results in a distinctive cytokine response that is mediated by the NF-κB signalling cascade. Monocytes were the key target, owing to their phagocytic function and PRR expression. While MIS416’s cytokine response profile had been reported previously, the exact subset responsible for cytokine production had not been described and therefore, was a key objective. Furthermore, we aimed to establish if there were any significant differences between the response of monocytes from HC and MS participants to MIS416.

In our data, we observed that the levels of TNFα were significantly increased in MS participants over those of the HC at baseline, indicating MS participants likely had higher constitutive expression of this cytokine. MS participants also produced more IL-1β following MIS416 treatment as compared to LPS, which was not observed in the HC. These findings indicated that people with progressive MS have distinctive immune profiles and drug response patterns compared to healthy subjects. We also concluded that monocytes were a key target for MIS416, and that their increased production of cytokines could be a route of treatment efficacy 1) through tolerisation mechanisms (TNFα), 2) by reducing inflammation through upregulation of anti-inflammatory cytokines (IL-10), or 3) through negative feedback from pro-inflammatory cytokine release (IL-6 & IL-1β).

In this chapter, we also used transcription factor activation as an output measure to describe MIS416 molecular signalling. We attempted to capture the molecular effects of the drug by detecting the phosphorylation of a series of key TF. Our major indicator of MIS416 activity was using phosphorylated NFkB p65. We had previously determined three hours in vitro culture as an optimal time at which monocytes internalised MIS416. However, we could not show an increase in p65 from MIS416 at
that time. TF staining proved to be technically challenging, and we concluded that a more targeted approach would be required to identify optimal MIS416 TF activity.

Overall, this data yielded new research directions: we observed that MS participants had significantly less active p65 at T3 as compared to the HC, and that in vitro culture resulted in a reduction of the active molecule, likely from dephosphorylation, in all participants. Our collaborators at the University of Queensland (Brisbane, Australia) have previously shown that there was increased constitutive activation of NF-κB in the peripheral blood cells from MS patients compared to controls, but we could not determine whether our observations were relevant to those findings. Other TF markers we profiled were STAT1 and STAT3, for both of which we observed an MIS416 treatment effect that resulted in a reduction in active TF protein in both cohorts. Moreover, for STAT1 alone at baseline, MS participants were found to have had significantly less active protein than their HC counterparts. Both STAT1 and STAT3 are key signalling nodes for immune cell cytokine response. In combining these measures with our data on INFγ and TNFα, we started to explore the interrelationship of aberrant cytokine responses in MS to cellular singling through STAT. Together, the data demonstrated that MIS416 and our in vitro model, may be effective tools with which to explore these interactions.

We concluded the chapter by comparing the effect of the NFKBIA promotor mutation on serum cytokines from participants who received MIS416 in vivo as part of a phase 2B clinical trial. We showed that an 8bp insertion into IkBα increased constitutive NF-κB activity, and that a differential response to treatment may result with this genotype as heterozygous individuals tended to show a greater response to MIS416 over wild type individuals. In concluding this work, we suggest that responses to MIS416 in individuals is highly polymorphic. We observed that disease heterogeneity, phenotype, and genotype significantly affect drug response outcomes. Together our data contributes to the understanding of who may benefit from MIS416 therapy and helps to clarify why the drug failed to show any treatment effect during a phase 2B clinical trial.
7.6 Chapter 6. t-SNE & SPADE of multicolour cytometry data.

Chapter 6 formed our concluding results chapter. The analysis in the preceding *in vitro* chapters focussed only on monocytes, to the exclusion of a large amount of information available in the PBMC samples. Performing a similar style of analysis, using conventional gating and statistics, would be very time consuming and would have exceeded the limits of this thesis. Furthermore, this type of analysis is also known to be subjective and targeted and can result in a loss of information.

Despite these limitations, it was important to establish what value lay in the remaining data, as a primary objective for this thesis was in the generation of new hypotheses for future research by our group. We therefore set out to explore our *in vitro* dataset with the use of adjunct tools by performing high-dimensional analysis. For this we used two tools: a clustering analysis tool (i.e. SPADE) and a dimensionality reduction tool (i.e. t-SNE). Individually, and in combination, their use allowed for the visualisation of the entire dataset, and generated data that underpinned our conventional analysis and yielded new insights specifically by describing immune subset heterogeneity.

Firstly, we focussed on monocytes and showed substantial subset heterogeneity and cytokine induction by this subset in response to treatment and stimulation. Cluster analysis was used to demonstrate the changes the compartment undergoes as a result of *in vitro* culture. Our experiments showed that the monocyte compartment formed a cluster of events, similar in their expression patterns, which comprised 70% of the cells. These showed homogenous responses to cytokine induction. In contrast, there were also several outlier clusters that showed distinctive phenotype and cytokine responses. Furthermore, MS participants profiles appear distinct compared to the HC, likely demonstrating an MS disease-induced change, mostly in the outlier clusters. Overall, we concluded that MS participants appeared to have more and stronger responses to our *in vitro* system and that these were over-represented in the outlier cells. When paired with data on TF expression, we observe that a minor fraction of monocytes also showed alter TF expression, indicating that their signalling processes were altered. Together, this data points to a minor subset of monocytes present only
in MS participants. The contrast in profile, expression, and function of these cells in the MS cohort to the HC suggests they may have a role in MS disease pathogenesis.

Next, we explored the remaining information held in our dataset by compiling an analysis of all PBMC. With the model targeting monocytes, we observed that these cells were indeed the major population affected. However, we were surprised to observe changes in the phenotype and cytokine expression in other cells of the PBMC, indicating a bystander effect. Our data confirms the expression of all DR types by all cells of the PBMC, and an interesting difference in expression intensity in B cells suggests they may be a subset where DR signalling is important. D4 expression was also observed to be highly varied which suggests this marker expression is worth analysing using conventional gating and statistical approaches to clarify the conditions that altered its expression. However, to clearly visualise the expression changes across the PBMC, we would need to exclude monocytes from the analysis or perform a per-subset analyses. Such an approach would then better describe cytokine expression by non-monocytes, as induction was observed but did not appear significant due to a skew in image scaling from the very high levels of expression in monocytes.

Together, we showed that t-SNE and SPADE analysis tools were informative, complementary, and added substantial value when applied to our data. Their use resulted in the verification of the finding from our previous chapters and generated new avenues for research.
7.7 Future directions.

While this work is intended to be a stand-alone thesis, the nature of the investigations were exploratory. Several of our findings were of clinical importance and from those findings we can outline new directions of research. Furthermore, the projects were designed to align with the ongoing clinical research of MIS416 and clozapine respectively, both for the treatment of progressive MS.

Our clozapine work showed the drug increased the expression of D1. We posited that higher expression of D1 may enable improved signalling by endogenous dopamine through D1, thus inhibiting the inflammasome and reducing IL-1β production by monocytes. This finding would be a valuable future direction to explore. Initially the upregulation of D1 by clozapine should be confirmed in a validation cohort or cell lines. Further work could then confirm clozapine’s effects on the inflammasome. Assessing changes in endogenous dopamine using our model may aid in the understanding of clozapine’s mechanism. Unfortunately, dopamine has a very short half-life (under 2 minutes in plasma), which limited its measurement in stored culture supernatants from our experiments.

Our correlation analysis between high D1 and cytokine expression lead to the conclusion that changes in D1 expression occur in response to changes in immune activation and should be better defined. Clearly D1 expression has a role in immune activation and determining if this is as a signalling node or a potential biomarker that relate to specific immune state would aid in future treatment investigations. Furthermore, D4 expression in the PBMC showed a high degree of variability in our model, and when coupled with the findings that B cell expression of other DR should was also altered, points to a starting point for future work.

During the course of this work, the phase 2b trial results were released and showed the MIS416 treatment did not lead to any significant clinical improvement. In analysing some of the trial output measures, we showed treatment responses in participants may differ as a result of genetic polymorphism. This contributed to our understanding of the failure of the drug in phase 2b and suggests alternative analysis strategies may
shine new light on the trial outcomes. Participant stratification by genotype for known NFκB alterations may lead to the identification of differential responders within the larger trial cohort. We concluded that MIS416 was not the ideal molecule with which to show this proof and suggest a more targeted approach such as through single agent NOD or TLR stimulation in cell line models. With the MIS416 work, we also did not plan to profile TF changes in overnight culture, but we had spare clinical material on some participants that was used to demonstrate this as a proof of concept. Unfortunately, no untreated controls were available. The data showed that TF expression can be substantially increased in the presence of MIS416, but whether the increase in TF expression is from culture or MIS416 remains to be resolved. Future work that establishes when innate immune stimulation effects an increase in active TF levels would add significantly to understanding the mechanisms and dosing of MIS416.

Lastly, we compiled an overview of the entire dataset for cytokine, DR, and TF expression in the PBMC. Our work also went on to detail DR expression in the monocyte compartment in great detail. We demonstrated the changes in DR expression monocytes undergo in culture and we describe previously unreported expression data of DR in human PBMC. We further show that D3 expression may also be altered in MS, an insight that only came to light with the use of high dimensional analysis; however, further work would need to validate this finding. Together, these findings highlighted the substantial data that remains to be mined in our dataset. We showed that a broad, multi-immune subset data acquisition strategy increases the value of targeted in vitro work, as the complex interaction of stimulated immune cells can then be viewed with high dimensional analysis tools. Spectral cytometry was instrumental in facilitating this work, and our work leads the field in its implementation in clinical immune data analysis.
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