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Abstract 

Heterotrophic bacteria are recognised as vital components in the cycling and regulation of 

inorganic and organic matter in the ocean. Research to date indicates that future changes in 

ocean conditions may influence bacterial extracellular enzyme hydrolysis rates, which could 

affect the strength of the microbial loop and consequently organic matter export. The aim of 

this thesis was to examine how changes in ocean acidification and warming predicted to occur 

by the end of the century will affect extracellular enzyme activities in the near-surface ocean 

and below the surface mixed layer in the South West Pacific.  

A series of small-scale seawater incubations were conducted under three different perturbed 

conditions: elevated temperature (ambient +3°C), low pH (pCO2 750 ppmv; pHT 7.8) and 

greenhouse conditions (elevated temperature and low pH), with responses compared to ambient 

control samples. In particular, the response of protease activity (leucine- and                      

arginine-aminopeptidase) and glucosidase activity (ɓ- and Ŭ-glucosidase) were examined, as 

these enzymes are known to degrade the two major components of organic matter in the ocean, 

namely proteins and carbohydrates. Bacterial secondary production rates (3H-TdR & 3H-Leu 

incorporation) were also examined as a proxy for carbon turnover. 

To investigate spatial variability, parameter responses from near-surface open ocean seawater 

consisting of different phytoplankton communities were compared with coastal seawater, as 

well as seawater collected from below the surface mixed layer. To determine temporal 

variability, both direct and indirect parameter responses were investigated. Finally, responses 

were determined from a shallow CO2 vent that provided a natural low pH environment in 

coastal waters north of New Zealand. By comparing responses derived from vent water and 

artificially low pH water, vent plumes were also investigated for their utility as proxies for 

future low pH environments. 

Incubation results showed that protease activity increased in response to low pH conditions in 

each seawater environment tested. However, near-surface open ocean incubations showed 

variability in the response of protease and glucosidase activity and bacterial cell numbers 

between different phytoplankton communities and treatments, suggesting that parameter 

responses were determined by direct and indirect effects. Elevated temperature had an overall 

positive effect on bacterial secondary production rates between different phytoplankton 
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communities in the near-surface open ocean. Surprisingly, although elevated temperature and 

low pH treatments showed independent effects, no clear additive or synergistic effect was 

detected in any parameter under greenhouse conditions. In contrast to the near-surface ocean, 

greenhouse conditions had an additive effect on protease activity in seawater collected from 

below the surface mixed layer (100 m depth). Bacterial secondary production rates and 

bacterial numbers varied in response to elevated temperature in the subsurface ocean, while 

bacterial secondary production rates declined under greenhouse conditions. Glucosidase and 

protease activities were highest in the coastal seawater, with both enzymes responding 

positively to low pH conditions. Coastal seawater also contained the highest bacterial 

secondary production rates and bacterial cell numbers, however these parameters were not 

significantly affected by low pH conditions. Variation in the direct response of enzyme activity 

to low pH between ocean environments could indicate the synthesis of different extracellular 

enzymes by surface and subsurface bacteria. Importantly, results from a naturally low pH vent 

plume indicated that pH was not the only factor influencing the response of extracellular 

enzymes. Other influential factors could include high concentrations of dissolved nutrients and 

trace metal ions. Natural low pH vents off Whale Island in the Bay of Plenty were determined 

not suitable as proxies for future low pH environments based on vent variability and differences 

in seawater biogeochemistry when compared to the ambient ocean. 

Overall, the incubation results show that under conditions predicted for the end of the century, 

protease activity will increase in open ocean and coastal waters which could accelerate and 

strengthen the heterotrophic microbial loop. Bacterial secondary production rates are expected 

to vary in the near-surface ocean, but decline in the subsurface. The resulting increase in surface 

ocean protease activity could increase heterotrophic metabolic respiration and reduce organic 

matter export, weaken the biological carbon pump and diminish long-term carbon 

sequestration. An increased turnover of proteins and amino acids in each environment tested 

could lead to nitrogen limitation and contribute to an expansion of oligotrophic waters. 

This future scenario may create a positive inorganic carbon feedback that would further 

exacerbate acidification of the surface ocean. 
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OA - Ocean Acidification 

PAR ï Photosynthetic Active Radiation 

POC - Particulate Organic Carbon 

POM - Particulate Organic Matter 

RCP 8.5 - Representative Concentration Pathway 8.5 

RDOM - Recalcitrant Dissolved Organic Matter 

SCOR - Scientific Committee on Oceanic Research 

TCA - Trichloroacetic Acid 

TEP - Transparent Exopolymer Particles 

T-RF ï Terminal-Restriction Fragment 

TVZ - Taupo Volcanic Zone 
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Chapter 1 : General Introduction 

1.1 The worldôs changing oceans 

 

Global atmospheric and oceanic conditions are changing rapidly when compared to the          

pre-industrial period (IGBP-IOC-SCOR 2013, IPCC 2013). From approximately 24 million 

years ago up until 1750, the atmospheric CO2 concentration was relatively stable, remaining 

below 500 parts per million by volume (ppmv, Pearson & Palmer 2000), equating to an 

approximate ocean pH of 8.18 to 8.20 (Orr 2011, IGBP-IOC-SCOR 2013, IPCC 2013). 

Average atmospheric CO2 concentrations have increased from 280 ppmv in the mid 1700ôs to 

391 ppmv in 2011 (IPCC 2013), a 40% increase since pre-industrial times (Fig. 1.1).  

 

 

Fig. 1.1. Partial pressure of dissolved CO2 at the ocean surface (blue curves) and in situ pH 

(green curves). Measurements are from three stations situated in the Atlantic and 

Pacific Oceans. Source; IPCC 2013: Summary for policymakers 

 

This rapid rise in atmospheric CO2 is primarily driven by anthropogenic burning of fossil fuels, 

with forest clearing explaining approximately 20% (Denman et al. 2007, Hannah 2011). 

Atmospheric CO2 is freely exchanged with the ocean at the ocean/atmosphere interface, and 

its absorption directly alters the oceans carbonate chemistry (Zeebe & Wolf-Gladrow 2001). 

The oceansô uptake of anthropogenic CO2 is currently estimated at 1 million metric tons per 

hour (Brewer 2009), and accounts for approximately 48% of anthropogenic CO2 since            
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pre-industrial times (Sabine et al. 2004, IGBP-IOC-SCOR 2013, IPCC 2013). The current 

business as usual emission scenario (Representative Concentration Pathway 8.5, RCP 8.5) 

predicts that the global average ocean pH could decline to 7.75 by the year 2100, while a 

decline to 7.76 is predicted for the Chatham Rise region of New Zealand (pers. comm.                

G. Rickard, NIWA). This decline in global ocean pH is unprecedented in the last 55 million 

years   (IGBP-IOC-SCOR 2013, IPCC 2013).  

The Earthôs surface and atmosphere receive a significant amount of solar radiation; to balance 

this incoming energy, it must emit a similar amount of outgoing long-wave radiation (thermal 

energy). Outgoing radiation is regulated by atmospheric greenhouse gases, the most abundant 

being water vapour, carbon dioxide and methane. Greenhouse gas concentrations have 

significantly increased since pre-industrial times (IPCC 2007) leading to the retention of more 

long-wave solar radiation and thermal energy in our atmosphere (IPCC 2007). This causes 

atmospheric warming which is transferred to the ocean. Average sea surface temperatures have 

increased between 0.4 to 0.8°C since the late 19th century (IPCC 2001), with an increase in 

global surface ocean temperature of 2.0 to 5.4°C predicted by the end of the century under RCP 

8.5 (IGBP-IOC-SCOR 2013, IPCC 2013). On a more regional scale, the RCP 8.5 predicts that 

the offshore Chatham Rise region of New Zealand will  increase between 1.4 and 4.3°C       

(pers. comm. G. Rickard, NIWA). This unprecedented environmental change is expected to 

have both direct and indirect effects on the biological functioning and large scale 

biogeochemical cycling in the oceans (IPCC 2001, 2013, Raven et al. 2005, Gattuso & Hansson 

2011, IGBP-IOC-SCOR 2013). 

 

1.2 The ocean carbonate system 

 

Carbon dioxide cycles between the atmosphere, ocean and biosphere, and plays a fundamental 

role in the determination of the oceansô carbonate system, and therefore acidity (Post et al. 

1990). The free exchange of atmospheric CO2 with the ocean surface involves multiple 

processes, each on a different temporal scale (Zeebe & Wolf-Gladrow 2001, Denman et al. 

2007). Little of the exchanged atmospheric CO2 remains as dissolved CO2 within the ocean    

(< 1%); most is converted to HCO3
- (approximately 90%), with the remaining converted to 
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CO3
2- (approximately 9%, Zeebe & Wolf-Gladrow 2001, Cunha et al. 2010, Gattuso & 

Hansson 2011). As atmospheric CO2 enters the surface ocean it reacts with seawater to form a 

weak acid, carbonic acid (H2CO3), which freely dissociates to bicarbonate (HCO3
-) and free 

hydrogen ions (H+). These hydrogen ions react with carbonate to form further bicarbonate 

(HCO3
-, Zeebe & Wolf-Gladrow 2001, Riebesell 2004). Importantly, the dissociation constants 

which determine the rate of each reaction are also affected by temperature, with increasing free 

hydrogen ions as temperature increases (Dore et al. 2009). The described reactions can be 

presented as the following equilibria (Stumm & Morgan 1981, DOE 1994, Zeebe &             

Wolf-Gladrow 2001, Dickson et al. 2007). 

 

CO2 (g) D CO2 (aq) (1) 

CO2 (aq) + H2O (l) D H2CO3 (aq) (2) 

H2CO3 (aq) D H+ (aq) + HCO3
- (aq) (3) 

HCO3
- (aq) D H+ (aq) + CO3

2- (aq) (4) 

(The letters in parentheses refer to the state of the species - gas: g; liquid: l; aqueous: aq) 

 

The oceans carbonate system is described by several different parameters. Dissolved Inorganic 

Carbon (DIC) represents the sum of the forms, as follows; 

 

DIC = [CO2] + [HCO3
-] + [CO3

2-] (5) 

 

and the total alkalinity (TA), the sum of negative ions that can be neutralised by adding H+ ions 

minus the H+ already present, and so represents the charge balance of the seawater (Zeebe & 

Wolf-Gladrow 2001, Emerson & Hedges 2007, see equation 6). Alkalinity is dominated by 

carbonate and bicarbonate components, however other bases such as borate and hydroxide are 

also prominent (equation 6). 
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TA = [HCO3
-] + 2[CO3

2-] + [B (OH)4
-] + [OH-] - [H+] + other minor proton donors (6) 

 

As there is no charge associated with CO2, seawater TA does not change when CO2 enters the 

ocean by exchange with the atmosphere (Zeebe & Wolf-Gladrow 2001, Emerson & Hedges 

2007, Rost et al. 2008). However, the acidity of an aqueous solution, defined by pH as the 

negative log of the H+ concentration, increases following an increase in positively charged 

hydrogen ions (Emerson & Hedges 2007). Importantly, this acidification reaction is naturally 

buffered by the oceansô carbonate pool (equation 4), neutralising the increased acidity through 

the formation of bicarbonate (HCO3
-). This process has successfully regulated the oceansô pH 

for millions of years (Riebesell et al. 2009). Today however, this natural system is unable to 

buffer the increase in free hydrogen ions arising from the increasing anthropogenic CO2 

emissions. The natural rate of supply of proton acceptors (bases/CO3
2-) in the ocean cannot 

balance the increased concentration of anthropogenic proton donors (acids/H+, Emerson & 

Hedges 2007); as a result, carbonate levels are declining the oceans natural buffering capacity 

(Gattuso & Hansson 2011). 

The pH of seawater is one of the most influential parameters regulating biological processes in 

the oceans, determining the rates of biogeochemical reactions as well as individual chemical 

species distributions and oxidation states (Tipton & Dixon 1979, Hinga 2002). If the natural 

buffering capacity of the ocean continues to decline, the carbonate system and therefore pH 

will become less stable. Future changes in ocean pH are predicted to have direct and indirect 

effects on fundamental biogeochemical reactions which may have a cascade affect onto large 

scale food-web structures and community shifts. 
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1.3 Marine organic matter 

 

Carbon is an essential element for biological life (Romankevich 1984) and the oceans are one 

of the largest reservoirs of organic carbon on the Earth (Post et al. 1990, Benner 2002, Hansell 

et al. 2009). Carbon in the ocean exists as Dissolved Inorganic Carbon (DIC, Section 1.2), 

Dissolved Organic Carbon (DOC), Particulate Inorganic Carbon (PIC) and Particulate Organic 

Carbon (POC, Post et al. 1990), with DOC operationally defined as that which passes through 

a GF/F filter with a nominal pore size of 0.2 to 0.7 µm, while substrate retained on the filter is 

termed particulate (Romankevich 1984, Benner 2002, Simon et al. 2002). 

The Earthôs oceans contain a significantly higher DIC concentration (approximately 37 000 

gigatons) than the atmosphere, with a higher proportion found in deep, cold dense waters when 

compared to surface waters (Post et al. 1990). A significant proportion of the organic carbon 

in the ocean (> 97%) occurs as DOC (Romankevich 1984), again with the majority residing in 

the deep ocean (Benner 2002); DOC is the carbon component of Dissolved Organic Matter 

(DOM, Hopkinson & Vallino 2005), by far the most abundant form of carbon (Azam et al. 

1994, Benner 2002, Kirchman 2008, Nagata 2008). As well as DOC, DOM typically consists 

of dissolved organic nitrogen, dissolved organic phosphorus and dissolved organic sulphur 

(Kirchman 2008, Wurl & Min Sin 2009, Kujawinski 2011). DOM is highly diverse in physical 

form, often found as biofilms (Neu & Lawrence 1999), gels (Verdugo et al. 2004), and 

chromophoric or coloured DOM (Rochelle-Newall et al. 1999, Nelson & Siegel 2002), as well 

as a range of micro to macro-aggregates such as Extracellular Polymer Substances (EPS, Decho 

1990, Neu & Lawrence 1999, Wingender et al. 1999, Bhaskar & Bhosle 2005) and Transparent 

Exopolymer Particles (TEP, Alldredge et al. 1993, Passow & Alldredge 1994). 

DOM is categorised as either labile, semi-labile or recalcitrant, reflecting its nutrient 

constituents, biological reactivity and therefore its retention time in the water column (Carlson 

2002, Church 2008, Hansell et al. 2009, Hansell 2013). The term labile refers to biologically 

reactive, nutrient rich, fresh organic matter. The majority of new DOM production occurs in 

the surface ocean, which is therefore the location of the highest concentrations of labile DOM 

(Benner 2002, Hansell et al. 2009). Labile DOM primarily consists of carbohydrates and simple 

sugars, and it is a nutrient source for many microbial organisms and therefore rapidly utilised 

(hours to weeks, Romankevich 1984, Fuhrman & Ferguson 1986, Cherrier et al. 1996, Benner 
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2002). Demand for labile DOM exceeds supply, creating low surface ocean concentrations 

(µM range) which further decrease with depth (Williams 1975, Amon & Benner 1996, Benner 

2002, Ogawa & Tanoue 2003). Semi-labile organic material is present in the water column for 

a longer duration (weeks to years, Cherrier et al. 1996), and thus is of lesser nutrient quality 

having experienced leaching and/or partial degradation. Semi-labile material is composed 

predominantly of carbohydrates, is often widespread throughout the water column and is a 

typical subsurface bacterial nutrient source (Benner et al. 1992, Church 2008). Recalcitrant 

dissolved organic material (RDOM) makes up the largest pool of organic material (Ó 90%) 

within the ocean (Benner 2002, Church 2008, Jiao et al. 2010, Hansell 2013). Recalcitrant 

material consists of a range of biologically altered DOM, mainly low bio-reactive waste 

products (Carlson 2002), resistant material following mortality of an organism (Jiao et al. 

2010), or organic substrates that are naturally resistant to microbial degradation (Fry et al. 

1996). The majority of RDOM is found in the deep ocean and its biological turnover is very 

slow, with an average age range anywhere between thousands and millions of years (Hansell 

et al. 2009, Jiao et al. 2010, Hansell 2013). 

The chemical composition of marine organic matter is highly diverse, consisting of hundreds 

or even thousands of individual monomeric and polymeric units (Azam & Cho 1987, Ducklow 

2000). Research shows that the most important substrates for bacterial growth include 

carbohydrates, proteins, amino acids and lipids (Williams 1975, Azam & Cho 1987, Benner 

2002, Church 2008), with glucose also supporting a substantial portion (~15 to 45%) of 

bacterial production and respiration (Rich et al. 1996). The class of organic matter with the 

highest concentrations of these components is labile DOC. The composition of labile DOC in 

the surface ocean consists of 10 to 25% carbohydrates, while subsurface DOC consists of 

approximately 5 to 10% (Pakulski & Benner 1994). Total hydrolysable amino acids make up 

approximately 1 to 3% of surface ocean DOC and between 0.8 to 1.8% of subsurface DOC, 

with a range of other organic acid compounds also contributing minor proportions 

(Romankevich 1984, Benner 2002). Despite many years of research, greater than 80% of 

surface and subsurface organic carbon is yet to be characterised (Benner 2002).  

DOM is categorised based on molecular weight; high molecular weight (HMW) substrate 

refers to matter which is > 1 kDa (~0.4 µm, Dalton - atomic mass unit), while low molecular 

weight (LMW) substrate is < 1 kDa (Amon & Benner 1996, Engel et al. 2004, 2014, Fig. 1.2). 
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To place this in context, phytoplankton releases DOC in the size range 0.5 to > 300 kDa (Chrost 

& Faust 1983). Monosaccharide and disaccharide compounds are classified as LMW, while 

oligosaccharides (3 to 10 monomeric units) and polysaccharides (> 10 monomeric units) are 

HMW (Fig. 1.2).  

 

Fig. 1.2. Carbohydrates categorised based on molecular weight. LMW: low molecular 

weight; HMW: high molecular weight. Figure generated using information derived 

from Skoog & Benner (1997), Borch & Kirchman (1997) and Benner (2002) 

 

It is accepted that approximately ~65 to 80% of DOM within both surface and subsurface 

oceans is of LMW (Benner et al. 1992, 1997, Amon & Benner 1994, 1996, Benner 2002), while 

the remaining component of DOM consists of HMW material, ~20 to 35% > 1 kDa and ~2 to 

7% > 10 kDa (Benner et al. 1997, Ogawa & Tanoue 2003). DOM concentrations vary both 

spatially and temporally, with low concentrations in the open ocean. The availability of HMW 

organic matter is of great importance to bacterial communities as a carbon rich food source 

(Amon & Benner 1994, 1996, Benner 2002). In this thesis, the process involving degradation 

of HMW material to LMW material is referred to as remineralisation. A range of natural 

aggregates can also occur at much larger particle sizes, for instance Transparent Exopolymer 

Particles (TEP, 3 to > 100 µm, Alldredge et al. 1993) and marine snow (> 500 µm, Simon et 

al. 2002). TEP are classed as gels, existing in the medium between dissolved and particulate 
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matter, operationally described as a particulate (> 0.4 µm in diameter) retained on 

polycarbonate filters that are stainable with Alcian Blue dye, indicating the presence of 

polysaccharides (Passow 2002). TEP have a sticky nature due to a large number of cation 

bridges and hydrogen bond formations between particles (Passow 2002), and as a result they 

facilitate the production of aggregates that are diverse in composition, while always consisting 

of an organic polysaccharide component (Passow 2002). TEP form primarily from the products 

of primary production (Wurl et al. 2011), with highest concentrations occurring in the surface 

micro layer, ranging from 28 to 5000 particles ml-1 (Alldredge et al. 1993), and concentrations 

decreasing with depth (Wurl et al. 2011). It is constantly recycled in the water column and 

subject to intensive heterotrophic decomposition (Wurl et al. 2011). TEP are of importance 

because they promote aggregate formation, transforming DOC into POC, and therefore can 

significantly influence organic matter export rates (Passow 2002, Engel et al. 2004, Mari 2008). 

Natural aggregates may also be used by bacteria as attachment sites, thereby altering their 

spatial distribution and densities when compared to the surrounding environment, as well as 

providing direct access to hydrolysable organic substrate (Smith et al. 1992, Alldredge et al. 

1993, Passow 2002). 

Proteins play a vital role in a wide range of microbial processes essential for survival in the 

ocean (Romankevich 1984), from intracellular growth, to HMW organic compound 

remineralisation, liberating nutrient rich substrate for cellular assimilation. Microbial proteins 

make up a large proportion of internal cellular material, which is eventually transferred to the 

dissolved pool through natural biogeochemical processes (Romankevich 1984). Sources of 

extracellular proteins include direct liberation by bacteria (Chróst 1989, Hoppe 1993), or 

indirect release through grazing and cell lysis (Tanoue et al. 1995). Proteinaceous compounds 

in the ocean make up more than 50% of organic matter (Romankevich 1984), and occur as 

either individual native extracellular proteins, or peptide chains associated with POM (Tanoue 

et al. 1995, Saijo & Tanoue 2004). Proteins in the ocean vary in their molecular mass 

(commonly detected from 14 to 66 kDa) and spatial distribution (Romankevich 1984, Tanoue 

et al. 1995, Tanoue 1996, Saijo & Tanoue 2004). Native proteins as well as various particulate 

combined amino acids are highly labile and rapidly degraded by heterotrophic organisms in 

the surface ocean, however not all extracellular proteins are equally bioavailable, with some 

more resistant to degradation, such as a porin channel membrane protein derived from Gram-

negative bacteria (Tanoue et al. 1995, Tanoue 1996). 
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1.4 Marine carbon cycle and microbial loop 

 

Carbon in its various states is not found homogenously throughout the oceans. Rather, its 

spatial and temporal distribution is largely regulated by the marine carbon cycle (Jiao et al. 

2010). This cycle consists of three major component pumps, the biological, carbonate and 

solubility pumps (Denman et al. 2007, Bowler et al. 2009, Lomas et al. 2010). Of primary 

interest to this research is the biological pump, also known as the biological carbon pump (Fig. 

1.3). This involves the transformation of DIC into particulate organic material (POM) via 

photosynthesis by phytoplankton, and the eventual export of a small proportion of this through 

active or passive transport into the oceansô bottom water (Volk & Hoffart 1985, Ducklow et al. 

2001, Jiao et al. 2010). Due to the extensive residence time of bottom water (103 to 104 years), 

the exported carbon is potentially removed from the atmosphere and trapped for thousands of 

years (Ducklow et al. 2001, Arrigo 2007, Hansell et al. 2009, Jiao et al. 2010).  

 

 

Fig. 1.3. A conceptual diagram of carbon flow in the surface ocean, highlighting two 

primary drivers, the microbial loop and the biological carbon pump. OM: Organic 

Matter. Figure generated using information derived from Jiao et al. (2010) 
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The drawdown of atmospheric CO2 is largely driven by phytoplankton, including 

cyanobacteria, fixing inorganic carbon into organic carbon through the use of the sunôs radiant 

energy in a process known as photosynthesis (Sverdrup et al. 1942a, Campbell & Reece 2005), 

this reaction is presented below: 

 

6CO2 + 6H2O + hv Ÿ C6H12O6 + 6O2 

(hv represents solar radiation, while C6H12O6 is the general formula for organic matter) 

 

Following photosynthesis, a proportion of fixed organic carbon is exuded into the surrounding 

water column (Saunders 1972, Lancelot & Billen 1985, Fig. 1.3), as not all of the synthesised 

carbon is incorporated into phytoplankton cellular proteins or lipids (Bell & Mitchell 1972, 

Williams 1975, Azam et al. 1983, Myklestad 2000, Church 2008). Significant organic carbon 

production occurs during a phytoplankton bloom event. The bloom size and therefore the 

amount of organic carbon produced, its duration and dominant species composition is defined 

by the in situ abiotic and biotic environmental conditions, including dissolved nutrient 

concentrations, photosynthetic active radiation (PAR), ocean temperature, salinity, pH, and 

loss processes such as grazing and vertical sinking rates (Sverdrup et al. 1942a, Fehling et al. 

2012, McManus & Woodson 2012). Additional processes that influence the DOM pool include 

zooplankton faecal matter (Jacobsen & Azam 1984, Azam & Cho 1987), grazing of algal and 

bacterial cell material by zooplankton (Steele 1974, Sharp 1977, Azam et al. 1983, Azam & 

Cho 1987, Carlson 2002), viral cell lysis (Myklestad 2000, Kim et al. 2011, Fig. 1.3), natural 

mortality and marine snow dissolution (Azam & Ammerman 1984, Lancelot & Billen 1985, 

Suttle 2007).  

Organic carbon may be exported from the surface to deep ocean by different pathways. 

One pathway, referred to as passive transport, involves the natural formation of aggregates via 

the binding together of LMW organic matter into POM (Fig. 1.3). A small proportion of this 

aggregate, referred to as marine snow, is exported from the surface ocean (~10%, Bhaskar & 

Bhosle 2005), with a smaller proportion (< 1%) reaching the ocean floor where it eventually 

becomes buried and sequestered (Martin et al. 1987, Hedges 1992, Amon et al. 2001, Ducklow 
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et al. 2001, Fig. 1.3). An alternate pathway, referred to as active transport, involves the direct 

consumption of surface ocean POM by larger heterotrophic microzooplankton, and its transfer 

to depth during heterotrophic diurnal migrations with the release of POM in the form of faecal 

pellets (Ittekkot et al. 1984, Romankevich 1984, Riebesell 2004, Denman et al. 2007).  

A portion of organic carbon is channelled through the microbial loop (Azam et al. 1983), 

involving the consumption of DOC compounds and conversion to inorganic carbon dioxide by 

heterotrophic bacteria (see equation below); 

 

C6H12O6 + 6O2 Ÿ 6CO2 + 6H2O + Energy 

(C6H12O6 represents the general formula for organic matter) 

 

Heterotrophic bacteria divert a portion of the organic carbon that would otherwise be exported 

to the ocean floor and eventually sequestered (Legendre & Fèvre 1995, Weinbauer et al. 2011, 

Fig. 1.3). Nutrients are released following HMW organic matter remineralisation which 

supports phytoplankton and bacterial growth, and so fuels the heterotrophic food web (Jiao et 

al. 2010). The microbial loop plays a vital role in recycling of organic carbon; Hedges (2002) 

reports that it could process the equivalent of 10 to 20 x 1015 g C per year. Under ocean 

conditions predicted by the end of the century, these component inputs are likely to change 

(IPCC 2013), altering the current flow of organic material throughout the water column 

(Piontek et al. 2010, Riebesell & Tortell 2011, Segschneider & Bendtsen 2013) and directly 

influencing the efficiency of the ocean as the Earthôs largest carbon sink (Gruber et al. 2009). 

 

 

 

 

 



 

 

27 

 

1.5 Heterotrophic bacteria 

 

Heterotrophic bacteria are amongst the most abundant organisms in the worldôs oceans 

(107 to 109 cells ml-1, Bird & Kalff 1984, Whitman et al. 1998) and are typically most abundant 

in the surface ocean (Pomeroy & Wiebe 1988, Aristegui et al. 2009, Evans et al. 2011). They 

also maintain one of the largest biomasses in the ocean (Cho & Azam 1990, Ducklow & 

Carlson 1992, Kirchman 2008). Marine heterotrophic bacteria are considered part of the 

microbial community, which refers to organisms smaller than 100 µm (Kirchman 2008). The 

smallest heterotrophic bacteria range from 0.2 to 0.4 µm in diameter, and are responsible for 

processing the majority of DOM in the ocean (Andrews & Williams 1971, Kirchman 2008).                    

Azam & Hodson (1977) reported that over 90% of heterotrophic activity in the ocean can be 

attributed to bacteria < 1 µm in diameter.  

Marine heterotrophic bacteria occur as either free-living or particle attached (Hoppe et al. 

2002). Free-living bacteria are found in much larger numbers when compared to particle 

attached bacteria, for example during the development of a phytoplankton bloom. Allgaier et 

al. (2008) reported that 5 to 6 x 106 cells ml-1  were free-living bacteria, while 0.28 to 0.42 x 106 

cells ml-1 were particle attached bacteria. Also, Cho & Azam (1988) found that > 95% of the 

mesopelagic bacteria in their study of the central north Pacific gyre and Santa Monica basin 

were free-living, while Azam & Hodson (1977) determined that up to 10 to 20% of bacteria 

may be attached to particles and the remainder exist as free bacterioplankton. Particulate or 

aggregate formations, such as TEP, have much greater nutrient concentrations when compared 

to their surrounding seawater (Trent et al. 1978), attracting high concentrations of free-living 

bacteria which then become particle associated (Azam 1998, Simon et al. 2002, Azam & 

Malfatti 2007, Grossart et al. 2007). Consequently, although lower in volumetric concentration, 

particle associated communities have considerably higher metabolic and enzyme activities 

when compared to free-living bacteria (Kirchman & Mitchell 1982, Hollibaugh & Azam 1983, 

Smith et al. 1992, Grossart et al. 2007, Piontek et al. 2009), and therefore may contribute 

proportionately more to organic matter breakdown per cell, when compared to free-living 

bacteria. However, Jacobsen & Azam (1984) cautioned that this trend may reflect the larger 

cell size of attached bacteria and their increased organic matter uptake. This trend may be 

attributed to the increased availability and localised concentration of suitable nutrients 

associated with organic aggregates (Alldredge 1979). It is also suggested that by attaching to a 
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solid surface, the bacterium escapes the diffusion boundary layer surrounding the cell, thus 

increasing the accessibility of nutrients to the bacterial cell (White 1986).  

Bacteria are categorised as either Gram-positive or Gram-negative based on their cell structure. 

Gram-positive bacteria have a simple cell wall which is relatively permeable to HMW 

molecules (Chróst 1990), whereas Gram-negative bacteria have a more complex cell structure, 

consisting of a second cell wall membrane (Nikaido & Vaara 1985, Nikaido 2003), thus making 

the cell less permeable to transport of organic material (Chrost 1990, Nikaido 2003, Weiss et 

al. 1991). Bacteria efficiently transport nutrients into their cells through both active and passive 

transport mechanisms (Cohen & Monod 1957, White 1986, Engel et al. 2008). Some bacteria, 

mostly photosynthetic cyanobacteria, have the ability to directly assimilate CO2 into cellular 

biomass (Roslev et al. 2004); however most are heterotrophic and rely on the availability of 

DOM in the water column to meet their growth requirements (Kujawinski 2011). Because of 

this dependence on organic matter, bacteria are considered the oceansô dominant consumers 

(Andrews & Williams 1971, Azam & Hodson 1977, Benner 2002, Kirchman 2008). 

Bacteria perform two fundamental functions within the marine environment. Firstly, by 

consuming DOM and respiring (Waksman & Carey 1935) they are a significant producer of 

CO2 in the ocean (Pomeroy 1974, Azam et al. 1983, Azam 1998). Secondly, bacteria are 

responsible for the significant transformation of between 40 to 50% of phytoplankton-derived 

net primary production in the upper ocean, and account for a significant fraction of the oceansô 

total metabolism (Pomeroy 1974, Azam et al. 1983, Benner 2002, Azam & Malfatti 2007, Jiao 

et al. 2010). Bacteria are vital in this particular role as they are one of only a few marine 

organisms that have the ability to transform both DOM and POM (Chrost 1990, Munster & 

Chrost 1990), indirectly structuring the distribution of organic matter within the marine 

environment (Caron et al. 1995, Azam & Malfatti 2007, Kujawinski 2011).  

Bacteria are sensitive to environmental conditions due to their large surface area and small 

volume (Azam et al. 1983, Kawasaki & Benner 2006, Cunha et al. 2010). Temperature and pH 

can directly affect a range of bacterial activities, including respiration (Iturriaga & Hoppe 1977, 

Rivkin & Legendre 2001), metabolism (Price & Dixon 1979, Wohlers et al. 2009), and enzyme 

catalysed hydrolysis rates (Tipton & Dixon 1979, Hoppe 1983, King 1986, Chróst 1989, 1992, 

Piontek et al. 2009, 2013), as well as bacteria/substrate interactions (Wiebe et al. 1992, 

Pomeroy & Wiebe 2001). Bacteria possess the ability to modify their surrounding environment 
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by altering the metabolic products they produce (White 1986). For instance, when exposed to 

increasing acidic conditions bacteria may target the production of alkaline products, modifying 

their localised environment to a more optimal pH (White 1986). Furthermore, bacteria may 

also control their enzyme activity. Grossart et al. (2007) reported that specific bacterial isolates 

rapidly up- or down-regulate their protease activity based on whether they are attached to an 

aggregate, or free-living. Individual bacterial communities are known to have species specific 

environmental sensitivities and stress tolerances (Raven et al. 2005, Passow & Carlson 2012, 

IPCC 2013), with significant community changes predicted to occur in response to changing 

ocean conditions. 

 

1.6 Catabolic hydrolysing enzymes 

 

Enzymes are proteins which act as biological catalysts, increasing the speed of a specific 

chemical reaction without themselves undergoing any permanent change (Segel 1975), while 

catabolic enzymes break down substances and release energy (Hoppe et al. 2002, Wassenaar 

2012). Due to their unique three-dimensional structure, enzymes are highly specific (Kennelly 

& Krebs 1991, Miller & Agard 1999). Enzymes contain unique active sites which allow 

specific substrate molecules of a known shape to bind to the enzyme, classically referred to as 

the ólock and key mechanismô (Segel 1975, Gottschalk 1985). The catabolic process involves 

substrate temporarily binding to target enzyme active sites, the cleavage of specific bonds 

within the substrate molecule, and the subsequent release/liberation of LMW products from the 

enzyme active site (Segel 1975, Campbell & Reece 2005). Due to enzyme specificity, different 

enzymes are required to break specific bonds within different substrate (Somville 1984, 

Kennelly & Krebs 1991, Arnosti 2000); for example, aminopeptidase enzymes target the amino 

terminus of a peptide based substrate, while ɓ-glucosidase targets the ɓ1-4 bonds which link 

two glucose molecules. As each enzyme targets a unique linking bond in an individual substrate 

molecule, each enzyme produces a unique product (Somville 1984). 

In any reaction transforming specific reactants or substrates into one or more products, the 

reactionôs unique activation energy must first be reached (Zeebe & Wolf-Gladrow 2001, 

Garcia-Viloca et al. 2004). Enzymes act by lowering this initial energy barrier allowing the 

reaction to proceed at a lower energy requirement, so that each reactant molecule requires less 
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energy to be converted into the target product (Segel 1975, Garcia-Viloca et al. 2004). At this 

lower activation energy, a greater number of substrate molecules can be converted into 

products over a fixed time, increasing the speed of the reaction (Zeebe & Wolf-Gladrow 2001, 

Garcia-Viloca et al. 2004). Enzymes are highly efficient and maintain substrate hydrolysis even 

at trace quantities (Zeebe & Wolf-Gladrow 2001, Hoppe et al. 2002). 

Catabolic enzymes are frequently termed as endo-, ecto- or exo-, referring to their active 

location in relation to the host cell that produced it (situated inside, on or outside the host cell, 

respectively). Another important distinguishing enzyme feature is the location at which the 

enzyme cleaves substrate polymer bonds (mid-polymer chain or terminal ends). Within marine 

science, exo-enzymes or extracellular enzymes are referred to as catabolic enzymes which 

occur outside of the host cell that synthesised it, free in the surrounding environment (Pollock 

1962) cleaving substrate polymer bonds at their terminal ends (Chróst et al. 1986, Munster & 

Chrost 1990, Simon et al. 2002, Cunha et al. 2010). Although a range of aquatic invertebrates 

have the ability to produce extracellular enzymes (Sala & Gude 1996, Vrba et al. 2004), it is 

accepted that a significant fraction of catabolic extracellular enzymes are produced by bacteria 

(Chróst 1989, Hoppe 1993). It is widely considered that there are two primary types of enzymes 

synthesised by bacteria; constitutive enzymes, those synthesised independent of the ambient 

substrate concentration; and inducible enzymes, which are synthesised dependent on the 

concentration of ambient substrate (Cohen & Monod 1957, Rogers 1961, Gottschalk 1985, 

Arnosti & Jørgensen 2003). The cellular release of extracellular enzymes can occur in response 

to a number of factors such as the presence of a corresponding HMW substrate (Münster 1991, 

Boetius 1995), a change in cell permeability (Chróst 1990), and viral lysing and cell rupture 

(Karner & Rassoulzadegan 1995), as well as through bacterial starvation (Albertson et al. 

1990). 

Extracellular enzymes are important because a proportion of organic matter consists of 

insoluble HMW polymeric compounds that are too large for direct transport systems across the 

bacterial cell membrane (> 600 Da, Rogers 1961, Billen et al. 1980, Munster & Chrost 1990, 

Chróst & Rai 1993, Nausch et al. 1998). In order for heterotrophic organisms to utilise such 

nutrient rich substrate, catabolic extracellular enzymes are required to break down the complex 

polymer structure into smaller sub-units, such as short peptides, amino acids and monomeric 

sugars (Law 1980, Azam & Ammerman 1984, Azam & Cho 1987, Munster 1991). Proteins and 
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carbohydrates constitute two of the most common HMW substrates in the ocean (Benner et al. 

1992) and both are essential for cellular growth and repair (Azam et al. 1983, Simon & Azam 

1989, Section 1.3). Two groups of extracellular enzymes which play a significant role in their 

respective degradation are aminopeptidases and glucosidases. Aminopeptidases are widely 

distributed throughout nature, being associated with animals, plants, fungi and bacteria (Matsui 

et al. 2006). This group of enzymes removes amino acid residues from the termini of peptides, 

polypeptides and proteins (Burley et al. 1990, Matsui et al. 2006, Bogra et al. 2009).       

Leucine-aminopeptidase catalyses the hydrolysis of leucine residues from the termini of 

protein-based substrates (Burley et al. 1990), resulting in a progressively smaller peptide 

segment. Leucine-aminopeptidase occurs as a single polypeptide chain made up of 87 amino 

acids and two zinc ions (Burley et al. 1990). Each enzyme has six active sites located in the 

interior of the enzyme hexamer structure, each including two positively charged amino acid 

side chains. Potential HMW substrate gains access to the enzyme active sites through specific 

solvent channels, thereby restricting the peptide length that the enzyme can cleave (Burley et 

al. 1990). Metal ions play an important role in enzyme activity, determining activation, stability 

and inhibition (Smith & Spackman 1955). Another common aminopeptidase,                    

arginine, differs from leucine in that it primarily cleaves arginine residues from the N-termini 

of peptides, polypeptides and proteins (Bogra et al. 2009). Arginine-aminopeptidase is 

classified as a chloride activated sulfhydryl dependent metalloenzyme (Bogra et al. 2009). 

Again, as previously described for leucine-aminopeptidase, arginine-aminopeptidase also has 

two metal binding sites, most likely occupied by Zn2+ (Bogra et al. 2009). 

Glycosyl hydrolases, which include the group glucosidase, are a large group of enzymes that 

catalyse the transformation of carbohydrate into glucose (Beguin 1990, Davies & Henrissat 

1995, Saha & Bothast 1996). Carbohydrates have extensive stereochemical variation and are 

subject to hydrolysis by a number of different glycosyl enzymes (Davies & Henrissat 1995, 

Naumoff 2011). Two particular glycosyl enzymes are ɓ-glucosidase and Ŭ-glucosidase.             

ɓ-glucosidase is an exocellulase that catalyses the hydrolysis of cellulose based substrates at 

the terminal 1-4 ɓ-glucosidic links, in particular, aryl-ɓ-glucosides and cellobiose substrate 

(Beguin 1990, Iwashita et al. 1998). ɓ-glucosidases are frequently associated with bacterial 

activity (Hildebrand & Schroth 1964) and can be inhibited by high concentrations of sugars, as 

well as activated by glucose, maltose, mannose, lamnose and xylose (Iwashita et al. 1998). 

Another common glucosidase, Ŭ-glucosidase differs from ɓ-glucosidase as it cleaves the 
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terminal linked 1-4 Ŭ-glucose residues, liberating a single alpha-glucose molecule. In contrast 

to ɓ-glucosidase, Ŭ-glucosidase activity is not inhibited by high concentrations of glucose or 

maltose (Suzuki et al. 1976). Most glucosidases do not require metal ions for hydrolysis, 

however a small number of enzymes, such as those belonging to the Glycosyl Hydrolase 

Family 4 (GH4), are dependent on a dinucleotide coenzyme (NAD+) and Mn2+ for catalysis 

(Varrot et al. 2005). 

 

1.7 Temperature and pH 

 

Extracellular enzyme activity is the initial step in the remineralisation of HMW organic matter 

which facilitates bacterial cellular uptake of LMW organic matter via diffusion through porin 

proteins (Billen et al. 1980, Chróst 1989, 1990, 1992, Arnosti & Jørgensen 2003, Delcour 2003, 

Cunha et al. 2010). As with many biological processes, catabolic hydrolysis is known to have 

optimal pH and temperature ranges (Segel 1975, Tipton & Dixon 1979, Campbell & Reece 

2005). Because extracellular enzymes are by definition free, they are directly susceptible to 

natural fluctuations in a wide range of variables within their surrounding environment (Cunha 

et al. 2010). 

Temperature has both direct and indirect effects on autotrophic and heterotrophic microbial 

organisms within the ocean (Waksman & Carey 1935, Haight & Morita 1966, Church 2008, 

Riebesell et al. 2009). The effect of temperature on metabolic rates is represented by the Q10 

coefficient which recognises that an increase in temperate of 10°C increases metabolic activity 

by an approximate factor of two (Sherr & Sherr 1996, Zeebe & Wolf-Gladrow 2001). 

Similarly, bacterial metabolic activity decreases under reduced temperature environments 

(Pomeroy & Deibel 1986, Lomas et al. 2002). The increase in bacterial metabolic rates with 

increasing temperature is reflected by increased bacterial community respiration rates 

(Pomeroy & Deibel 1986, Lomas et al. 2002, Vázquez-Domínguez et al. 2007, Hoppe et al. 

2008), cell numbers (Li & Dickie 1987), total carbon demand (Vázquez-Domínguez et al. 

2007), and changes in community composition (Rose et al. 2009). Elevated temperatures may 

also increase hydrolysis rates for a range of aquatic enzymes (Hollibaugh & Azam 1983, Hoppe 

1983, Zeebe & Wolf-Gladrow 2001, Piontek et al. 2009, 2010). The majority of biological and 

chemical rate processes are driven by enzymatic pathways, and temperature has a significant 
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effect on these (Eppley 1972, Segel 1975, Pomeroy & Wiebe 2001, Lomas et al. 2002, Brown 

et al. 2004). All biological reactions have an optimal temperature at which the process of 

transforming reactants into products is most efficient (Campbell & Reece 2005). A typical 

reaction rate increases with temperature until a specific maximum temperature is reached. 

Beyond this, the reaction will plateau and eventually decline (Nedwell 1999). The same 

principal is true for enzyme catalysed reactions, primarily driven by the increased frequency of 

substrate collisions with potential enzyme active sites (Campbell & Reece 2005). Beyond an 

enzymeôs optimal temperature, activity will decline as the weak hydrogen bonds between 

proteins begin to denature (Laidler & Peterman 1979, Nedwell 1999). If the rate of enzyme 

destruction is greater than repair, the catalysed reactions will decline. Many enzymes have the 

ability to function at temperatures much higher and lower than found naturally (Thingstad & 

Martinussen 1991, Arnosti et al. 1998), in some cases in temperatures up to 140°C (Brown & 

Kelly 1993) or below 0°C (Thingstad & Martinussen 1991). Not only do some enzymes 

efficiently function under elevated temperatures relative to in situ, but particular enzymes 

actually operate optimally (Yague & Estevez 1988, Arnosti et al. 1998). 

As with temperature, bacterial secondary production and cell abundance are also affected by 

changes in pH, however variation in the response is often reported. For instance, several studies 

found no significant change in bacterial secondary production rates (Arnosti et al. 2011, Teira 

et al. 2012) or bacterial cell numbers under low pH conditions (Grossart et al. 2006, Arnosti et 

al. 2011, Newbold et al. 2012), while others report a significant increase in bacterial cell 

numbers (Maas et al. 2013, Endres et al. 2014). Similarly, pH is known to significantly 

influence enzymatic processes (Dixon 1953, Segel 1975, Tipton & Dixon 1979). Catabolic 

enzymes are typically most active in the pH range from 5 to 9 (Campbell & Reece 2005), as 

they are made up of a large number of acidic and basic component groups (amino acids, 

carboxyl and amide termini) that operate under relatively stable intracellular pH. Beyond an 

enzymeôs optimal range, pH has the potential to interfere with the ionisation state of the 

enzymes component amino acids (Dixon 1953). A significant change in pH can affect the polar 

and non-polar intramolecular attractive and repulsive forces within an enzyme, potentially 

altering the shape of the three dimensional structure of the enzymeôs active site (Tipton & 

Dixon 1979). Assuming the reaction does not follow the induced fit hypothesis (Segel 1975), 

a significant change in active site shape may inhibit the enzymeôs ability to breakdown HMW 

organic matter. Under more extreme pH changes, structural change may lead to irreversible 
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enzyme conformational change, with the protein unfolding, rendering the enzyme denatured 

and no longer functional (Segel 1975, Madigan et al. 2000). Overall, changes in the pH of the 

surrounding environment can affect extracellular enzyme catabolic activity and structural 

stability (Dixon 1953, Tipton & Dixon 1979). Extracellular enzyme activity may also be 

indirectly affected by changes in pH, through altering the bacterial cellular membrane fluidity 

(Jacobs 1940, Ray et al. 1971). As bacteria receive their nutrients through cellular uptake, a pH 

induced change in cellular permeability would affect cellular diffusion rates for both substrate 

uptake and extracellular enzyme release (Gould et al. 1975, Vetter & Deming 1994). A change 

in pH could also alter the activity of enzyme inhibitors, potentially increasing their binding to 

the enzymes allosteric site (a site other than the enzymeôs active site, Hardy et al. 2004), thereby 

indirectly influencing a specific enzyme activity. Extracellular enzyme activity may also be 

indirectly affected by changes in the availability of organic substrate driven by changes in 

phytoplankton composition and biomass in response to pH change (Engel et al. 2014). 

pH induced changes in bacterial abundance and community composition could also indirectly 

affect extracellular enzyme activity through change in the number and types of enzymeôs 

synthesised (Endo et al. 2013). 

 

1.8 Research aims 

 

Bacterial extracellular enzymes play a significant role in determining the flux of carbon in the 

ocean and may be susceptible to future changes in ocean pH and temperature. Two glucosidase 

and two aminopeptidase enzymes were selected to investigate possible future changes based 

on their importance in the remineralisation of HMW carbohydrate and protein substrate. 

The aim of this thesis was to examine how changes in pH and temperature predicted to occur 

by the end of the century will effect extracellular enzyme activities and bacteria in different 

water types in the South West Pacific, allowing insight into possible future changes in the ocean 

carbon flux. 

To address this research aim, key questions will  be answered, each specifically designed to fill  

an existing knowledge gap in the literature. 
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1. Are near-surface ocean extracellular enzyme activities significantly affected by ocean 

pH and temperature predicted by the end of the century?  

To determine this, several different water types (open ocean and coastal) were incubated under 

different perturbation treatments (a combination of reduced pH and elevated temperature). 

Following sampling of relevant biotic and abiotic parameters at predetermined time intervals, 

the community responses were examined. 

2. What factors determine spatial and temporal variation in the response of extracellular 

enzyme activity to decreased pH and elevated temperature? 

To determine spatial variability, biotic and abiotic parameter responses from coastal seawater 

and near-surface open ocean seawater of different phytoplankton communities were compared 

with seawater collected from below the surface mixed layer. To determine temporal variability, 

both direct and indirect parameter responses were investigated, including tests on acidification 

methodology. 

3. Do natural high CO2 shallow water cold vent environments show similar responses? 

To examine this, biotic and abiotic parameter responses determined from a naturally high CO2 

cold vent plume were compared to those from artificially acidified ambient seawater. Also, 

through this treatment comparison pH was investigated as the primary driver for changes, as 

was whether other confounding variables need to be considered when using vent plume 

seawater as a proxy environment for a future low pH ocean. 
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Chapter 2 : Analytical methods 

 

To address the effect of ocean warming and ocean acidification on extracellular enzyme 

activity and a range of additional abiotic and biotic parameters, a series of perturbation 

incubations were completed. When designing an incubation experiment multiple factors first 

need to be considered; for instance, the incubation conditions and the number of treatments 

should reflect the primary research aim, while the duration of each incubation should reflect 

the organism or community of interest and its predicted response time. The number of 

incubated replicates should also be large enough to ensure a representative organism or 

community response, as well as allow sufficient statistical power for robust interpretation 

(Riebesell et al. 2010). To address the proposed research aims, a suite of analytical 

methodologies were used throughout each incubation. Details of the experimental incubation 

set up and the standard operating procedures of the analytical methods follow. 

 

2.1 Incubation set up 

 

Three perturbation treatments were created to investigate the effect of ocean warming and 

ocean acidification individually, and also their combined effect under conditions predicted by 

the end of the century. The high temperature treatment (HT) consisted of ambient pH seawater 

with an artificially elevated temperature (+3ºC); the ocean acidification treatment (OA) 

consisted of artificially acidified seawater (pHT 7.8) at ambient seawater temperature; and the 

greenhouse treatment (GH) consisted of acidified seawater and elevated temperature at the 

same levels as the individual treatments. Treatment pH values reflect future year 2100 

predictions based on an atmospheric CO2 of 750 µatm (Riebesell et al. 2010, Gattuso & 

Hansson 2011), while treatment temperatures reflect future year 2100 predictions for the 

Southern Ocean surrounding New Zealand (Liu & Curry 2010). The three perturbation 

treatments were compared to an unmodified seawater sample used as an ambient control      

(Fig. 2.1). Each treatment and ambient control was replicated in triplicate and held in acid 

washed, milli-Q water rinsed 4.3 l low-density polyethylene (LDPE) cubitainers             

(Thermo-Fisher Scientific). 
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Fig. 2.1. Incubation treatment design. OA: ocean acidification; HT: high temperature; GH: 

greenhouse 

 

To achieve the target pH value predicted by the end of the century, different CO2 gas mixtures 

were passed through individual gas-permeable tubing loops (Tygon Tubing R-3603; ID 1.6 

mm; OD 3.2 mm; Connect 2 Control Ltd, Fig. 2.2) fitted to each 4.3 l cubitainer, as used by 

Law et al. (2012) and Hoffmann et al. (2013).  

 

 

Fig. 2.2. Custom made nylon screw-cap and valve, permeable silicon tubing loop hangs 

below 
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The OA and GH treatments were acidified through the sequential application of 100% 

synthetically produced CO2 gas for 25 min and 10% CO2 gas for 70 min (in 20.8% O2 in N2, 

BOC Gas Ltd). 742 - 750 µatm CO2 gas (also in 20.8% O2 in N2) was continuously introduced 

to maintain the target pH throughout the incubation, whereas the non-acidified treatments 

(ambient control & HT) received ambient air from aquarium air-pumps. Oxygen concentrations 

were not measured. Cubitainer headspace was removed to eliminate ambient gas exchange. 

Before and after each incubation, both cubitainer caps and gas-permeable tubing loops were 

acid washed and thoroughly rinsed in milli-Q water.  

Sample pH values were monitored using a CX-505 laboratory multifunction meter (Elmetron) 

fitted with a platinum temperature integrated pH electrode (IJ44C-HT enhanced series; 

accuracy 0.002 pH units) which was regularly cleaned using potassium chloride reference 

electrolyte gel (RE45-Ionode). Following recommendations from the European Project on 

Ocean Acidification (Riebesell et al. 2010), all reported pH values in this research reflect the 

total hydrogen ion scale (pHT). Using known carbonate parameters and a pCO2 speciation 

calculator, CO2 calc (Hunter 2007), electrode pH measurements calibrated using National 

Bureau of Standards (NBS) pH buffers (Acorn Scientific Ltd) were converted to pHT 

equivalents. The TA values used in this conversion were calculated using a region specific 

ocean zone algorithm (Lee et al. 2006) and validated against values previously recorded from 

the respective site. An electrode pH offset was routinely calculated at in situ temperature by 

comparing the pH of artificial Tris buffered seawater determined by the electrode, with that 

calculated using a formula provided in Dickson et al. (2007). This pH offset was then 

incorporated into each subsequent electrode pH measurement. Electrode pH measurements 

were also routinely compared with those attained from a pH spectrophotometer using a thymol 

blue dye solution (McGraw et al. 2010, Law et al. 2012, Fig. 2.3). Instrument pH agreement to 

within 0.02 units provided confidence in the continued use of the electrode for routine pH 

measurements. The pH spectrophotometer was considered for use only when detection of fine 

scale pH change (< 0.02 units) was predicted, but as the pH difference between the ambient 

control and high CO2 treatments was > 0.2 pHT units, the electrode was used. 
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Fig. 2.3. Automated pH spectrophotometer taking pH measurements from trial seawater 

samples, as in Law et al. (2012) 

 

Each cubitainer was housed in one of two identical perspex incubation chambers (1730 mm 

long, 450 mm high by 325 mm deep). Each chamber was divided into three large internal 

partitions (325 mm2), each holding two cubitainers (Fig. 2.4). One incubation chamber held 

the ambient temperature cubitainers (3 x ambient control and 3 x OA), while the other chamber 

contained the elevated temperature cubitainers (3 x GH and 3 x HT, Fig. 2.4). To ensure a 

stable incubation temperature, each chamber was externally clad with high density Formathane 

Rigid Polyurethane Insulation (Forman Building Systems Ltd) and housed in a temperature 

controlled laboratory. Additional fine temperature control was provided by two manually 

adjustable temperature controller units (Tropicool - XC4000A; Thermoelectric Refrigeration 

Unit) installed at both ends of each incubation chamber (Fig. 2.4).  
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Fig. 2.4. External view of an incubation chamber on board the NIWA research vessel 

Tangaroa. Six empty cubitainers sit ready to be filled. To the right, a temperature 

controller unit is positioned inside the wall of the incubator 

 

The water sample within each cubitainer was mixed using an inflating diaphragm system of 

hot water bottles positioned underneath each cubitainer, connected to a time-controlled           

air-pump programmed at ten second intervals (Fig. 2.5). The inflation and collapse of the hot 

water bottle under the weight of the sample resulted in continual water displacement and 

mixing within each cubitainer. To supplement this automated mixing, cubitainers were also 

manually removed and inverted three times prior to each sampling. 
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Fig. 2.5. Internal view of an incubation chamber showing wooden spacer blocks and hot 

water bottles which maintain mixing of water in the overlying cubitainers 

 

Incubated near-surface seawater received artificial photosynthetic light from external 

fluorescent light banks (Philips TLD 36 W/840). The light intensity at 10 m depth is 

approximately 10% of surface ocean photosynthetic active radiation (pers. comm. Dr Cliff 

Law, NIWA). Approximate values were indirectly determined by taking photosynthetic active 

radiation measurements at sea level on a cloudless Wellington day in November (350 ï 370 µE 

m-2 s-1). Neutral density polycarbonate screening (The Light Site Ltd) ensured light intensities 

were uniform between incubation chambers. Manually adjustable mains timers ensured an 

automated diurnal 12 h light dark cycle, while black polythene rubbish bags applied to the 

external viewing windows of each incubator minimised light exposure during the dark cycle.  
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2.2 Incubation sampling protocol 

 

Three sets of incubation experiments were completed during this research (incubations 1 to 4, 

5 to 7 and 8 to 9); each set followed a unique parameter sampling protocol. The original 

incubation sampling protocol was designed based on information gained from a brief pilot 

incubation completed during a research cruise in the Southern Ocean during 2011. Results from 

the pilot incubation revealed that an initial sampling point at 12 h or 24 h would provide a 

valuable baseline reference point for each parameter sampled. This pilot study also highlighted 

the importance of incubation duration, with each perturbation treatment requiring incubation 

for a minimum of 96 h to determine statistically significant responses. Individual samples were 

collected from each triplicate cubitainer using a sterile disposable pipette. This basic sampling 

framework was employed for all additional incubations throughout this research. 

 

2.3 Extracellular enzyme activity  

 

Potential extracellular enzyme activity rates were estimated indirectly through the use of 

artificial fluorescent substrate proxies designed to mimic corresponding natural substrates 

(Hoppe 1984). Fluorescent substrates consist of an artificial fluorescent molecule bonded 

(covalently or through peptide binding) to one or more natural monomer molecules (Kim & 

Hoppe 1984, Arnosti 2011). The molecule is non-fluorescent until it is hydrolysed or cleaved 

by an extracellular enzyme which triggers the fluorescent response of the fluorophore, allowing 

it to be detected and quantified (Hoppe 1993). The measured fluorescent intensity is 

proportional to the amount of substrate analogue hydrolysed by the enzyme (Chróst 1989, 

1992).  

Two artificial fluorogenic substrate analogues were selected to quantify protease activity; 

arginine-aminopeptidase activity (Arg-aminopeptidase) was quantified using                                   

L-arginine-7-amido-4-methylcoumarin hydrochloride (Arg-MCA, P212121 LLC, USA), and 

leucine-aminopeptidase activity (Leu-aminopeptidase) was quantified using                                    

L-leucine-7-amido-4-methylcoumarin hydrochloride (Leu-MCA, P212121 LLC, USA). 

Two artificial fluorogenic substrate analogues were selected to quantify glucosidase activity, 

Ŭ-glucosidase activity (Ŭ-glucosidase) was quantified using 4-Methylumberlliferyl                       
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a-D-glucopyranoside (Ŭ- MUF, P212121 LLC, USA), and ɓ-glucosidase activity                          

(ɓ-glucosidase) was quantified using 4-Methylumberlliferyl ɓ-D-glucopyranoside (ɓ-MUF, 

P212121 LLC, USA). 

A single extracellular enzyme sample was collected from each triplicate cubitainer at each 

predetermined sampling point using a sterile disposable pipette. Based on preliminary research 

conducted by E. Maas (NIWA, Wellington, NZ), 5 µl of 1.6 mM artificial fluorogenic substrate 

working standard were added to 200 µl of seawater sample (creating a final artificial substrate 

assay concentration of 40 µM) producing saturated enzyme kinetics for greater than 3 h. Each 

sample was assayed in triplicate and loaded onto a single 96-microwell flat bottom black assay 

plate (NUNC). An individual enzyme assay was performed for glucosidase and protease 

activity. Positive glucosidase controls consisted of ɓ-glucosidase from almonds, and Ŭ-

glucosidase from Bacillus stearothermophilus (1 x 10-4 U µl-1 working standard, Sigma-

Aldrich), while the combined protease positive control was proteinase-K (0.2 mg ml-1 working 

standard, Roche Diagnostics). UltraPure distilled water (InvitrogenTM, Life Technologies) was 

used as the negative control. A four point standard calibration curve of the fluorophore (0 to 8 

nmol) was created for each assay using either 4-methylumbeliferone (MUF) for glucosidase 

activity, or 7-amino-4-methylcoumarin (MCA) for protease activity (Sigma-Aldrich). 

Each fluorophore working standard (200 µM) and positive control was made up in autoclaved 

phosphate buffered saline solution, prepared from commercially produced tablets (Oxoid, UK).  

 

Each assay plate was read at 5 min intervals for a minimum of 3 h using a Modulus microplate 

reader (Turner Biosystems) at 365 nm excitation and 460 nm emission wavelength. Each 

enzyme assay was completed inside a temperature controlled laboratory with temperatures 

reflecting ambient seawater at the site of collection. The maximum enzyme rate (Vmax, nmol   

l-1 h-1, Rudolph & Fromm 1979) was calculated using Michaelis-Menten kinetics (Tipton & 

Dixon 1979). Triplicate Vmax determinations were averaged per sample. To capture optimal 

linear kinetics, only fluorescence produced between 35 to 180 min was used in the analysis. It 

must be noted that each assay was run at a higher substrate concentration than typically found 

in the open ocean to ensure a detectable signal, so average activities reflect potential values 

unless otherwise specified (Wingender et al. 1999). Extracellular enzyme methodology was 

optimised based on individual experiment research aims (for details see Section 3.1). 
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2.4 Bacterial secondary production 

 

Both 3H-thymidine (3H-TdR) and 3H-leucine (3H-Leu) of high specific activity 

(> 80 Ci mmol- 1, SciMed Ltd) were used to quantify potential Bacterial Secondary Production 

(BSP) throughout each incubation. The 3H-TdR incorporation was used as a proxy for cell 

division and DNA synthesis (Knap et al. 1996), from hereon referred to as DNA synthesis; 

while the 3H-Leu incorporation was used to estimate protein synthesis (Smith & Azam 1992), 

from hereon referred to as protein synthesis. Total BSP refers to the combination of both DNA 

and protein synthesis. Both BSP proxies are presented in µg C l-1 d-1, and followed the 

centrifugation methodology (Smith & Azam 1992, Knap et al. 1996). 

Triplicate 1.7 ml samples from each cubitainer were used for the determination of both 3H-TdR 

and 3H-Leu incorporation, including a control sample. Controls were killed by adding 100 µl 

of 100% cold trichloroacetic acid (TCA, Sigma-Aldrich). Next, 8 µl of 2 nM 3H-Leu and 2.4 µl 

of 18 nM 3H-TdR were added to each respective sample (saturating concentrations were 20 nM 

and 18 nM respectively) and samples were incubated for a recorded length of time. 

Following incubation, each sample was killed with 100 µl of 100% cold TCA. Within 36 h of 

adding TCA, samples were centrifuged at 18 000 x g for 10 min at 4ºC. Each sample 

supernatant was carefully aspirated under low vacuum pressure (< 200 mbar), 1 ml of cold 5% 

TCA was added, and the sample was vortexed and centrifuged as described above. Again the 

supernatant was carefully aspirated and 1 ml cold 80% ethanol was added. Each sample was 

vortexed and centrifuged as described above. The supernatant was again aspirated and the 

sample tube left open to dry for a short period of time. Finally, 1 ml of Optiphase-Highsafe3 

(Perkin Elmer) was added to each sample and vortexed. Labelled samples were refrigerated at 

4°C until radioassay analysis using liquid scintillation counting (Smith & Azam 1992). The 

3H-Leu incorporation was determined post cruise using a liquid scintillation counter (Tri-Carb 

2910 TR). The resulting decay emitted by the radiation source, disintegrations per min (DPM), 

was calculated based on the duration of sample incubation. Control blanks were subtracted 

from DPM values, and adjusted for sample volume and 3H-Leu specific activity. Each value 

was then multiplied by a known protein constant, according to the following formula (Simon 

& Azam 1989). 
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Protein synthesis (µg C l-1 d-1) = 3H-Leu Incorp (mol l-1 h-1) x (100/7.3) x 131.2 x 0.86 x 

1000000 x 24 

 

The value 100/7.3 = 100/mol% of leucine in protein, 131.2 is the molar mass of leucine, the 

bacterial protein production equivalent was converted to bacterial carbon/biomass production 

by multiplying the value by 0.86 (cellular carbon:protein ratio). Cell-specific protein synthesis 

was determined for select incubations by dividing the protein synthesis by total bacterial cell 

numbers, producing an estimate of cell-specific synthesis. 

The 3H-TdR incorporation was also determined post cruise using a liquid scintillation 

counter (Tri-Carb 2910 TR). The DPM output values were adjusted for control blanks, sample 

volume, incubation duration, the specific activity of 3H-TdR and finally a carbon conversion 

constant converting mol thymidine into grams of carbon. The selected conversion constant was 

originally calculated by Fuhrman & Azam (1982) for the Southern Californian Bight, and more 

recently used by Smith & Hall (1997) in offshore New Zealand research under similar ambient 

conditions used here. Final productions were then multiplied by a known carbon content per 

bacterial cell originally derived by Cho & Azam (1988) for use as relevant carbon equivalents. 

 

DNA synthesis (µg C l-1 d-1) = 3H-TdR Incorp (mol l-1 h-1) x (2.4 x 1018) x (20 x 10-15 fg C cell
-1) 

x 1000000 x 24 

 

The value 2.4 x 1018 refers to the carbon conversion constant, while the value 20 x 10-15 refers 

to the known carbon content per bacterial cell. Some liquid scintillation counting was 

performed personally, however the majority was completed by Karen Thompson (NIWA 

Hamilton). 
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2.5 Cell numbers 

 

Triplicate samples from each cubitainer were collected in 2 ml cryovials (Raylab Ltd), clearly 

labelled and frozen in liquid nitrogen (Hall et al. 2004) until post cruise analysis. Cell numbers 

were determined using a FACS Calibur flow-cytometer (Becton-Dickinson) with 

photomultipliers set to quantify the red fluorescence from chlorophyll (wavelength 670 nm), 

the orange fluorescence from phycoerythrin (585 nm), and the green fluorescence from 

phycourobilin (530 nm). Synechococcus spp., Prochlorococcus spp. and total eukaryotic 

phytoplankton (picoplankton < 2 µm and nanoplankton < 20 µm) numbers were determined 

through fluorescence and forward light-scatter providing an estimate of cell size. Bacterial cell 

numbers were detected following the addition of 25 µl of SybrGreenII DNA stain (Invitrogen, 

Lebaron et al. 1998). Once stained, samples were incubated at room temperature in the dark 

for 20 min, allowing stain uptake prior to analysis. Each 500 µl sample was analysed along 

with 50 µl of internal reference TruCountTM bead solution (BD Biosciences,                           

Button & Robertson 1989, Lebaron et al. 1998). Cell numbers were calculated based on the 

ratio of TruCountTM beads detected over a certain time at a standard flow rate.                              

The flow-cytometer was programmed to count 20 000 events. Data were analysed using 

software CellQuest v3.3 (BD Biosciences) and final count values were recorded as cells ml-1. 

Some experimental samples were analysed personally, however the majority was analysed by 

Karen Thompson (NIWA Hamilton). 

 

2.6 Total high molecular weight organic compound concentration 

 

Total High Molecular Weight (HMW) substrate was determined without pre-filtering treatment 

seawater. Therefore the calculated HMW substrate concentrations include reducing-sugar and 

protein derived from bacteria and phytoplankton cells trapped on the filter. This cellular content 

would not have been accessible to extracellular enzymes during the incubation, so the 

following methodology reflects ótotalô HMW substrate concentrations. 

Total HMW reducing-sugar concentration was quantified using the Somogyi-Nelson detection 

method in conjunction with filtration (Somogyi 1926). A minimum of 150 ml of sample 

seawater were filtered through a 25 mm glass-fibre filter (GF/F Whatman). Following filtration 
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each filter was stored in a 5 ml flat base polypropylene vial (Sarstedt) and frozen at -20ºC until 

post cruise laboratory analysis. GF/Fs are known to absorb and trap particulate organic matter 

(Karl et al. 1998), and so to avoid rinsing each individual sample filter in an effort to maximise 

recovery of trapped organic compounds, each filter was directly incorporated into the analysis. 

This procedure ensured maximum recovery and detection of substrate retained on the filter. 

During this research, GF/Fs were shown to retain > 50% tetrasaccharide sized substrate 

(approximately 1231 daltons), consisting of four monomeric units, and therefore according to 

Fig. 1.2, classed as HMW (refer to Appendix A: 2.1 for substrate size retention trials). 

Following basic aseptic techniques, each sample filter was defrosted and cut into twelve 

individual pieces following a standardised cutting pattern. Appropriate reagents were added in 

accordance with Nelson (1944), and sample filters were then heated in a water bath at 100хC 

for 15 min. A linear six point glucose calibration curve (0 to 300 µg ml-1) incorporating blank 

GF/Fs was also prepared in triplicate. Final solutions were centrifuged at 13 000 x g for 1 min 

to pellet any loose glass fibre strands, and then a 200 µl aliquot of each sample was placed in 

a clear flat bottom 96 well tissue culture plate (Sarstedt). Sample absorbance was measured at 

520 nm wavelength on a plate reader at 25°C (SpectraMax190-Molecular Devices). 

Calculated sample concentrations were converted to µg ml-1 based on the original volume of 

seawater filtered. Using the reference glucose standard curve, final HMW reducing-sugar 

concentrations reflect glucose equivalent values. The methodology has a maximum detection 

of 0.6 mg and minimum detection of approximately 0.01 mg (Somogyi 1952). 

Total HMW protein concentration was quantified using the modified Lowry method in 

conjunction with filtration (Lowry et al. 1951, Hartree 1972, Thermo-Fisher Scientific 2010). 

Each sample was collected following the same methodology described for total HMW 

reducing-sugar detection. Reagent preparation and standard sample analysis protocol were 

modified from Hartree (1972). A six point linear bovine serum albumin (BSA, Sigma-Aldrich) 

protein calibration curve (0 to 1000 µg ml-1) was run in triplicate with blank GF/Fs directly 

incorporated. As described for total HMW reducing-sugars, total HMW protein concentration 

samples were centrifuged at 13 000 x g for 1 min prior to absorbance determination at 560 nm 

wavelength using a 96 well plate reader at 25°C (SpectraMax190-Molecular Devices). 

This analytical technique is capable of detecting dipeptides, with the detection efficiency 

increasing with increasing peptide size. The working detection limit is reported to be 

approximately 5 to 2000 mg ml-1 (Hartree 1972, Thermo-Fisher Scientific 2010). 
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2.7 Dissolved organic carbon 

 

Using a polycarbonate filter holder fitted with a pre-combusted 47 mm GF/F filter, 

approximately 40 ml of sample filtrate were collected in a triple rinsed pre-combusted 50 ml 

Schott bottle. Glassware and consumables were pre-combusted by heating in an oven overnight 

at 550ºC. Filtrate samples were double bagged and frozen at -20ºC for post cruise laboratory 

processing. 

Using the non-purgable organic carbon method (American Society-Testing & Materials 1994), 

Dissolved Organic Carbon (DOC) samples were defrosted, 30 ml of sample solution were 

acidified with 250 µl of 2N HCl and sparged with carbon-free air. This process effectively 

removed all inorganic carbon, while the residual organic carbon was analysed based on 

electronic combustion and measured CO2 output from an infrared detector. The DOC samples 

were analysed with the assistance of Marieke van Kooten (NIWA Hamilton) using a total 

organic carbon analyser (TOC-VCSH, Shimadzu Corp., Japan). 

 

2.8 Chlorophyll  a and dissolved nutrients 

 

Chlorophyll a (Chl a) and dissolved nutrient concentrations were both determined from a single 

sample from each cubitainer. Chl a was collected by filt ering 500 ml of a sample through a    

25 mm GF/F. Following filtration, each filter was placed in a secol pocket (Secol Ltd), flash 

frozen in liquid nitrogen and stored at -80ºC until post cruise laboratory processing. Chl a 

detection followed the acidification method described in Strickland & Parsons (1968). 

Sample filters were first defrosted, soaked in 10 ml of 90% acetone and stored at -20ºC 

overnight. Each sample was analysed and then re-analysed following acidification with three 

drops of 10% HCl, effectively destroying all chlorophyll pigments. Fluorescence was measured 

using a luminescent spectrometer (Perkin-Elmer LS55) fitted with a xeno blue light source at 

430 nm emission and 670 nm excitation. The Chl a pigment was determined by subtracting the 

un-acidified fluorescence reading from the acidified fluorescence. Resulting values were 

plotted against a seven point linear calibration curve of known Chl a concentration and 

fluorescence; concentrations are reported in µg ml-1. 
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Using 200 ml of Chl a filtrate from each sample, dissolved reactive phosphate (DRP), nitrate        

(NO3
-), ammonia nitrogen (NH4-N) and dissolved reactive silicate (DRSi) concentrations were 

determined. Dissolved nutrient samples were collected in triple rinsed pre-cleaned nutrient 

bottles, and samples were double bagged and frozen at -20ºC until post cruise laboratory 

processing. Each dissolved nutrient was analysed simultaneously using an Astoria Pacific 

segmented flow analyser following Astoria-Pacific International protocols (Rev. A 6/00). 

Each analyte had a detection limit of 1 µg l-1. Chl a and dissolved nutrient samples were 

analysed by Marieke van Kooten and Cara Mackle (NIWA Hamilton) using the FASPac II ï 

Flow Analyser Software Package. 

 

2.9 Transparent exopolymer polysaccharides and total carbohydrates 

 

Transparent Exopolymer Polysaccharide (TEP) and Total Carbohydrate (TC) concentrations 

were determined from a single 600 ml seawater sample collected and stored in a 1 litre screw 

top bottle spiked with 30 ml of formaldehyde 37% (Sigma-Aldrich). Samples were stored under 

ambient conditions until post cruise laboratory processing. 

TEP concentrations were determined with reference to Arruda Fatibello et al. (2004) with 

procedural refinement for seawater analysis. A 1 ml aliquot of sample was transferred to a 10 

ml centrifuge tube, and to this 0.5 ml of Alcian dye preparation was added and well mixed. 

Sample tubes were centrifuged at 3 500 x g for 25 min, thereby minimising turbidity. 

Absorbance measurements were made in a spectrophotometer at 602 nm using a 1 cm light 

path cuvette. The amount of dye taken up was calculated by determining the absorbance 

difference from a deionised water/Alcian dye blank. A calibration factor was produced from a 

known concentration of Xanthan standard that was also treated with Alcian dye. The number 

of equivalent µg ml-1 of sample TEP was multiplied by the volume of sample concentrate to 

provide the final concentration, expressed as µg l-1 Xanthan equivalent units. 

The TC analysis was determined according to DuBois et al. (1956). A 1 ml subsample was 

transferred to a 10 ml centrifuge tube, to which 0.5 ml of 5% aqueous phenol solution was 

added and mixed. Next, 2.5 ml of concentrated sulphuric acid were added to the tube and 

immediately shaken by hand, ensuring total mixing. An exothermic reaction results with any 
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carbohydrates present. A deionised water blank and glucose standard were both included in the 

analysis to provide a direct calibration. Once the tubes had cooled, caps were applied and 

centrifuged at 3 500 x g for 25 min. Blanks, standards and sample absorbance were read in a 

spectrophotometer at 485 nm in a 1 cm light path cuvette. A calibration factor was established 

from the blanks and standards and applied to the sample absorbances to determine the amount 

of glucose equivalent per volume of sample concentrate. The number of equivalent µg ml-1 of 

sample was then multiplied by the volume of sample concentrate, providing a final 

concentration expressed as µg l-1 glucose equivalent units. All methodology development and 

sample analysis was completed by Graham Bryers (NIWA Hamilton). 

 

2.10 Dissolved inorganic carbon and alkalinity 

 

Pre-combusted 12 ml dissolved inorganic carbon (DIC) sample vials (Labco Ltd) were triple 

rinsed with sample seawater and filled ensuring no air bubbles. One drop of saturated HgCl2 

was added to each sample vial before being capped, labelled and stored at room temperature. 

Each DIC sample was analysed using evolved CO2 gas after sample acidification on a Marianda 

AIRICA system. The accuracy of this method was estimated to be ± 5 µmol kg-1 and 

determined by analysis of Certified Reference Material provided by Andrew Dickson from 

Scripps Institution of Oceanography. Alkalinity samples were collected by filling a 1 litre 

screw top bottle and following the same sample preparation and storage procedures as for DIC 

above. Sample alkalinity was later analysed by potentiometric titration in a closed 

cell. The accuracy of this method was estimated to be ± 2 µmol kg-1 and determined by analysis 

of Certified Reference Material provided by Andrew Dickson from Scripps Institution of 

Oceanography. Both DIC and alkalinity samples were analysed by Dr Kim Currie 

(NIWA/University of Otago Research Centre for Oceanography) following methodology from 

Dickson et al. (2007). 
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2.11 Data analysis 

 

This research focused on significant differences between perturbation treatments within each 

incubation, and statistical relationships between incubations were not investigated. All sampled 

parameter values reported are the means of triplicate samples per treatment; sample outliers 

were defined as those ± 3 standard deviations and were subsequently removed. Figures with 

missing data points reflect those removed either because they were below methodology 

detection limits, were outliers or samples were lost.  

Cell-specific ɓ-glucosidase and Leu-aminopeptidase rates were determined by dividing activity 

by total bacterial cell numbers. ɓ-glucosidase and Leu-aminopeptidase were selected for       

cell-specific determination because they showed the most consistent measured activity across 

each ocean environment. The difference between Leu-aminopeptidase activity and the ambient 

control averaged across 72 h was calculated for each treatment and referred to as æ hydrolysis 

potential (as in Piontek et al. 2013). The æ hydrolysis potential explores the temporal variation 

in Leu-aminopeptidase activity between treatments; a positive æ hydrolysis value represents 

enhanced Leu-aminopeptidase activity, while a negative value represents a lower activity 

relative to the ambient control. To investigate the effect of temperature on ɓ-glucosidase and 

Leu-aminopeptidase activity, Q10 factors were calculated (for formula see Piontek et al. 2013) 

for each incubation at 48 h and 96 h. 

Statistica v.10 (StatSoft Inc., USA) was used to generate basic graphics and descriptive 

statistics, including linear-regression, t-test, one-way ANOVA, factorial-ANOVA and 

repeated-measures ANOVA. Box-plots were used as data exploratory tools, visualising 

potential parameter responses between treatments at specific sampling points. Line graphs were 

then generated to illustrate parameter responses within each treatment throughout an 

incubation. Error bars indicate standard error from triplicate samples for each treatment. 

Following visual identification of a potentially significant parameter response, data were tested 

for normality and equality of variance prior to statistical analysis. Due to the small sample size 

at each sampling point, these assumptions were infrequently met and data were log(x+1) 

transformed prior to analysis. A repeatedïmeasures ANOVA (RM-ANOVA) was used when 

comparing the response of a dependent variable over time throughout an incubation, while a 

one-way ANOVA was used to investigate a significant treatment response on a selected 
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dependent variable at a fixed sample point. Standard hypothesis formulations were used for 

each ANOVA; the alternative hypothesis (H1) tested whether the mean parameter of interest 

was significantly > 0, whereas the null hypothesis (H0) was µ = 0. The significance level of 

each test was p < 0.05, unless otherwise specified. If H0 was rejected, a Tukeyôs HSD            

posthoc analysis test was run to identify individual variable responses. 

PRIMER v.6.1.15 (PRIMER-E Ltd) with the PERMANOVA package was used for 

multivariate data visualisation and to provide insight into possible parameter interactions. 

Data collected for six parameters (activities of four extracellular enzymes, DNA synthesis rates 

and bacterial numbers) sampled at five points during each incubation were log(x+1) 

transformed, thereby ensuring both a balanced statistical design as well as a common scale for 

comparisons (Riebesell et al. 2010). Following the calculation of a Euclidian distance 

resemblance matrix, a single-linkage cluster analysis was generated to visualise similarities 

between incubated treatments over time. A similarity profile routine (SIMPROF) was used to 

test for the presence of patterns between clusters that could have occurred by chance (Clarke 

et al. 2008). Highlighted clusters were created at a 5% significance level using 1000 random 

permutations, unless otherwise specified. If the SIMPROF analysis rejected the null 

hypothesis, that particular sample group had no further identifiable structure (Clarke & Gorley 

2006). Using a Euclidian distance resemblance matrix, a series of non-metric                            

Multi -Dimensional Scaling (MDS) plots were also generated. An MDS plot, also known as an 

ordination plot, orders data based on their similarity or dissimilarity from one another and 

presents them in dimensional space. The extent to which the multivariate matrices agree is 

reflected in the stress coefficient (Clarke 1993). An MDS stress < 0.05 gives excellent 

representation, stress < 0.1 corresponds to a good ordination, while an ordination with a stress 

> 0.2 has the potential to mislead (Clarke 1993). 
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Chapter 3 : Methodology optimisation 

 

This chapter describes the optimisation of the methods outlined in Chapter 2 for use in ocean 

acidification experiments. The following objectives were addressed: 

¶ To investigate the effect of acidification on several fundamental components of the 

enzyme assay.  

¶ To determine the short term response of enzyme activity to ocean acidification, and 

whether the method of acidification plays a significant role in the response. 

This method optimisation and evaluation is essential for ensuring results collected in field 

experiments were valid and could be used to address the aims of this thesis. 

 

3.1 Enzyme assay refinement 

 

Introduction  

 

The previously described enzyme kinetic determination technique (Section 2.3) requires the 

use of several artificial chemical components in order to accurately determine enzyme kinetics. 

Only limited research has looked at how these individual chemical components respond to 

changes in pH. If artificial fluorophores are significantly affected by low pH conditions, the 

proposed enzyme kinetic methodology would be unsuitable for use in ocean acidification 

experimentation. In this section, the effect of pH on both MUF and MCA artificial fluorophore 

fluorescence was investigated, after which the effect of artificial fluorogenic substrate on 

seawater pH was investigated. A buffer solution was trialled in order to mitigate any measured 

pH effect. Because a buffer solution consists of a weak acid and its conjugate base in 

equilibrium, the pH of the buffer should remain relatively stable following the addition of an 

acidic or basic artificial fluorogenic substrate (Riebesell et al. 2010). 
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3.1.1 The effect of pH on artificial fluorophore fl uorescence 

 

Artificial fluorophores are used as reference calibration curves for the determination of enzyme 

kinetics in response to pH. If pH does have a significant effect on fluorophore fluorescence, 

the calculated enzyme activity rates may be either under or over estimated. For this reason, the 

effect of pH was investigated. 

 

Methods 

 

In triplicate, MUF and MCA artificial fluorophore working standards (200 µM) diluted in 1% 

2-methoxyethanol (Sigma-Aldrich) were created at 0.8, 4 and 8 nmol at four pH values (8.2, 

8.1, 7.9 and 7.8) using a temperature integrated pH electrode (Section 2.1). To adjust the pH, 

0.1 N aqueous NaOH was added. Fluorophores were also added at their respective natural pH. 

Aliquots of 200 µl of each sample were placed in a 96-microwell clear flat bottom assay plate 

(NUNC) and fluorescence determined at 360 nm excitation and 460 nm emission wavelength 

using a Modulus Nuclear Magnetic Resonance Fluorometer. 

 

Results  

 

The results clearly show that as the pH of the solution containing the MUF and MCA artificial 

fluorophore decreases, so too does the average fluorophore florescence (Fig. 3.1). The MUF 

fluorescence at pH 7.8 was significantly higher at 8 nmol than the non-adjusted pH 6.22 (t-test, 

df = 128, p < 0.05), while MUF fluorescence at pH 8.1 was also significantly higher than 

fluorescence at pH 7.8 (t-test, df = 128, p < 0.05, Fig. 3.1). MCA fluorescence at pH 7.8 was 

not significantly different from the non-adjusted pH 6.42 at 8 nmol (t-test, df = 128, p > 0.05), 

while MCA fluorescence at pH 8.1 was also not significantly different from fluorescence at pH 

7.8 (t-test, df = 128, p > 0.05), however fluorescence at pH 8.2 was significantly higher than 

fluorescence at pH 7.8 (t-test, df = 128, p < 0.05, Fig. 3.1). 
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Fig. 3.1. The effect of pH on MUF and MCA fluorophore fluorescence (mean ± SE, n=3). 

Treatment legend - pH 8.2: blue squares; pH 8.1: red circles; pH 7.9: orange stars; 

pH 7.8: pink diamonds; non-adjusted fluorophore control: green triangles. MUF 

fluorescence at 8 nmol was 3.08 x 1031 

 

3.1.2 The effect of artificial fluorogenic substrate on the pH of seawater 

 

To determine basic enzyme kinetics, standard operating procedure only requires the addition 

of 5 µl of artificial fluorogenic substrate to 200 µl of sample (Section 2.3). Following the 

addition of such a small volume of substrate into seawater which has a high buffering capacity, 

it was hypothesised that the artificial fluorescent substrate would not have a significant effect 

on seawater pH. 

 

 

 

 

 

0

50000

100000

150000

200000

250000

300000

M
U

F
 f
lu

o
re

sc
e
n
ce

 

0 0.8 4 8

0

20000

40000

60000

80000

100000

120000

140000

M
C

A
 f

lu
o
re

sc
e
n
ce

 

nmol



 

 

56 

 

Methods 

  

To investigate the effect of artificial fluorogenic substrate addition on sample pH, harbour 

seawater was collected from Evans Bay in Wellington (41Á18ô06.8òS, 174Á48ô22.1òE), and the 

pH of individual seawater samples was adjusted to 7.95 and 7.70 by addition of 0.1 M HCl, 

including replicates used as controls. All four artificial fluorogenic substrates previously 

described in Section 2.3 were made up to working standards of 1.6 mM using 1% 2-

methoxyethanol (Sigma-Aldrich). A time-zero reference pH was recorded from each seawater 

sample, and then 650 µl of each substrate at working standard was added to 26 ml of each 

seawater sample to give a final artificial substrate concentration of 40 µM. Sample pH was 

recorded immediately following fluorogenic substrate addition, and again 30 min following 

fluorogenic substrate addition. Each artificial fluorogenic substrate was run in triplicate at each 

level of pH and compared to a control with no substrate added. 

 

Results 

  

Immediately following the addition of either Leu-MCA or Arg-MCA substrate to sample pH 

7.95, pH significantly decreased (ANOVA F1, 4, p Ò 0.01, Fig. 3.2). After 30 mins, both Leu-

MCA and Arg-MCA substrates significantly lowered the seawater sample pH when compared 

to their respective time-zero pH (pH 7.88, ANOVA F1, 4 = 13.21, p < 0.05; pH 7.87, ANOVA 

F1, 4 = 16.18, p = 0.01 respectively, Fig. 3.2). Again, immediately following the addition of 

both Leu-MCA and Arg-MCA substrate to a sample at pH 7.70, pH significantly decreased 

(pH 7.64, ANOVA F1, 4 = 61.16, p < 0.01; pH 7.65, ANOVA F1, 4 = 268.83, p < 0.001 

respectively, Fig. 3.2). Thirty minutes after the addition of both Leu-MCA and Arg-MCA 

substrate, sample pH was significantly lower than the time-zero pH (pH 7.66 and pH 7.65, 

ANOVA F1, 4, p < 0.01 respectively, Fig. 3.2). No statistically significant change in sample pH 

was recorded immediately following, or 30 mins after the addition of either Ŭ-MUF or ɓ-MUF 

substrate to sample pH 7.95 or 7.70 when compared to the respective controls (Fig. 3.2), 

suggesting that they are neutral compounds. 
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Fig. 3.2. Sample pH immediately following (T1) and 30 mins after artificial fluorescent 

substrate addition (T30, mean ± SE, n=3) for samples at initial pH 7.95 (above) and 

pH 7.70 (below). Treatment legend - Ŭ-MUF substrate: blue squares; ɓ-MUF 

substrate: red circles; Leu-MCA substrate: orange stars; Arg-MCA substrate: pink 

diamonds; control: green triangles 

 

3.1.3 Fluorescent substrate buffer solution 

 

Methods 

  

Both Leu-MCA and Arg-MCA substrates are hydrochloride salts, and once added they reduce 

the pH of seawater (average decline of 0.05 and 0.06 pH units respectively) as demonstrated 

above (Fig. 3.2). To ensure robust application in this research, a buffer solution was required 

to counteract this. A Tris/HCl buffer was selected as it has been successfully used in the past 

by researchers using artificial fluorescent molecules (Hoppe 1993).  

Tris buffered MCA substrate working standards (1.6 mM) were made by diluting 500 µl of 

MCA substrate stock (16 mM) with 4 ml of 0.1 M Tris/HCl buffer. Duplicate Tris buffered 

substrate working standards were made for both Leu-MCA and Arg-MCA. Using a temperature 
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integrated pH electrode, duplicate Tris/substrate solutions were adjusted to pH 8.1 and 7.8 

through addition of 10% HCl, producing a final volume of 5 ml. Using harbour seawater 

collected from Evans Bay in Wellington (41Á18ô06.8òS, 174Á48ô22.1òE), the pH of duplicate 

10 ml aliquots was adjusted using 10% HCl to a target of pH 8.1 and 7.8. For each pH treatment, 

250 µl of Tris/MCA substrate solution at the respective pH was added to 10 ml of seawater 

fixed at the corresponding pH. Duplicate trials were undertaken to determine if sample 

seawater pH remained stable following the addition of the Tris/MCA substrate solution at 

working standard concentrations. The pH measurements were recorded at room temperature 

using a pH electrode (Section 2.1). 

 

Results 

 

Following the addition of Tris/Leu-MCA substrate solution at pH 8.10 to seawater at pH 8.12 

(trial 1) and 8.11 (trial 2), pH values were shown to decline by 0.03 and 0.01 pH units 

respectively (Fig. 3.3). 

 

 

Fig. 3.3. Sample pH following the addition of pH 8.1 Tris/Leu-MCA substrate solution. 

Duplicate results shown. Treatment legend -sample seawater: blue column; sample 

seawater and Tris/substrate solution: red column 

 

Similarly, Tris/Arg-MCA substrate solution fixed at pH 8.10 was added to seawater samples 

at pH 8.10 (trial 1) and pH 8.11 (trial 2). Following substrate addition, sample pH declined by 

0.06 and 0.04 units respectively (Fig. 3.4). 



 

 

59 

 

 

Fig. 3.4. Sample pH following the addition of pH 8.1 Tris/Arg-MCA substrate solution. 

Duplicate results shown. Treatment legend - sample seawater: blue column; sample 

seawater and Tris/substrate solution: red column 

 

Tris/Leu-MCA substrate solution fixed at pH 7.80 was then added to seawater samples at pH 

7.86 (trial 1) and pH 7.80 (trial 2). Following addition, sample pH declined by 0.03 and 0.08 

units respectively (Fig. 3.5). 

  

 

Fig. 3.5. Sample pH following the addition of pH 7.8 Tris/Leu-MCA substrate solution. 

Duplicate results shown. Treatment legend - sample seawater: blue column; sample 

seawater and Tris/substrate solution: red column 

 

Tris/Arg-MCA substrate solution fixed at pH 7.80 was then added to seawater samples at pH 

7.88 (trial 1) and pH 7.81 (trial 2). Following addition, sample pH declined by 0.01 and 0.03 

units respectively (Fig. 3.6). 
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Fig. 3.6. Sample pH following the addition of pH 7.8 Tris/Arg-MCA substrate solution. 

Duplicate results shown. Treatment legend - sample seawater: blue column; sample 

seawater and Tris/substrate solution: red column 

 

3.1.4 Discussion 

 

The pH had a significant effect on the fluorescence of MUF from pH 8.1 to 7.8, while the MCA 

fluorescence was significantly affected from pH 8.2 to 7.8. This response supports findings 

from Belanger et al. (1997), and is of importance because these artificial fluorophores are used 

to generate fluorescent standard curves for calculating extracellular enzyme kinetics in 

response to treatment acidification and warming. The pH of seawater declined following the 

introduction of both Leu-MCA and Arg-MCA artificial substrates. This observation was also 

reported by Hoppe (1993) who also used a Tris/HCl buffer solution to regulate the acidic effects 

of MCA substrates, creating an optimal buffer system for enzyme reactions. Acknowledging 

the sensitivity of the thoroughly cleaned pH electrode (IJ44C-HT enhanced series; accuracy 

0.002 pH units), the resulting change in seawater pH following the introduction of buffered 

Tris/Leu-MCA and Tris/Arg-MCA substrate solutions was determined as acceptable for 

continued use and so buffered substrate was used routinely. Each artificial fluorogenic substrate 

stock was diluted to working standards (1.6 mM) using 0.1 M Tris/HCl buffer. The pH of the 

final solution was adjusted using weak HCl and or NaOH to reflect incubation treatment pH 

values. Based on the buffering capabilities of Tris/HCl, working standards of both MUF and 

MCA fluorophores (200 µM) were also made in 0.1 M Tris/HCl buffer as a substitute for 1% 

2-methoxyethanol (Sigma-Aldrich), with the pH adjusted to those of the individual incubation 

treatments. The resulting enzyme assay standard curve then provides reference fluorophore 

fluorescence at the same pH as the treatment samples. 
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3.2 Short-term acidification trial  

3.2.1 Introduction  

 

An experiment was designed to investigate whether pH has a direct effect on extracellular 

enzyme activity by monitoring change in enzyme activity over a short temporal scale. 

This knowledge is important for interpretation of enzyme kinetics between different 

experimental perturbation treatments. It is also important to consider the method of seawater 

acidification because acidification of seawater using acid and CO2 gas has different effects on 

the carbonate chemistry. The addition of a strong acid (usually HCl) decreases the sample pH 

through the formation of hydronium ions (see equation below); this does not alter sample DIC 

but does modify TA. 

 

HCl + H2O D H3O
+ + Cl- 

 

The hydronium ions (proton donors) react with available carbonate and form bicarbonate, 

decreasing sample TA (Emerson & Hedges 2007, equation 4 in Section 1.2), and therefore the 

resulting carbonate system does not reflect conditions predicted to occur by the end of the 

century (Iglesias-Rodriguez et al. 2008, Riebesell et al. 2010). Another common method to 

acidify seawater is using CO2 gas mixtures. Following the addition of CO2 gas, DIC increases 

but does not alter the sample TA (Schulz et al. 2009, Riebesell et al. 2010). Again, as per the 

equations in Section 1.2, as sample DIC increases, bicarbonate dissociation occurs resulting in 

an increase in free hydrogen ions and the subsequent decline in sample pH. TA is not subject 

to change because there is no charge associated with the increased concentration of CO2 gas. 

By acidifying individual samples using both acid and CO2 gas, it was possible to investigate 

whether the method of acidification played a significant role in any short-term enzyme 

responses detected. 
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3.2.2 Methods 

 

Coastal seawater was collected in November 2013 (41Á20ô53.0òS, 174Á45ô54.0òE) and 

pumped through a 15 µm filter, and then a 1 µm inline cartridge filter. Two acidified treatments 

of 4.3 l were created; the first treatment was acidified to pH 7.8 by adding 4.6 ml of 0.1 M HCl, 

and was referred to as the acid treatment. The second acidified treatment was referred to as the 

CO2 treatment and created by adding CO2 saturated seawater to ambient coastal seawater. 

Seawater was saturated (pH 5.97) by bubbling 10% CO2 gas (in 20.8% O2 in N2, BOC Gas Ltd) 

into 500 ml of ambient coastal seawater, and saturated seawater was added to 4 l of ambient 

coastal seawater to reach a final pH of 7.77. Following a 30 min equilibration period, ɓ-

glucosidase and Leu-aminopeptidase activity was determined (Section 2.3) for each acidified 

treatment every 2.5 h for a total of 24 h, resulting in a total of five sampling points. Triplicate 

samples of each treatment were compared to a triplicate ambient coastal seawater control 

(ambient pH 8.05). Sample DIC and TA were also sampled (Section 2.10) at 3 h following 

acidification to confirm carbonate chemistry changes following acidification by CO2 and HCl. 

Short-term temporal changes in pH were not monitored. 

 

3.2.3 Results 

 

Sample acidification had a significant positive effect on ɓ-glucosidase activity in both the acid 

treatment (0.05 nmol l-1 h-1) and CO2 treatment (0.06 nmol l-1 h-1) compared to the ambient 

control at 0.5 h (0.01 nmol l-1 h-1, ANOVA F1, 3, p < 0.01), however there was no significant 

difference between the acidified treatments (Fig. 3.7). The ɓ-glucosidase activity across all 

treatments peaked at 5.5 h (Fig. 3.7), but was significantly higher in the CO2 treatment at 3 h 

(0.25 nmol l-1 h-1) and 5.5 h (0.32 nmol l-1 h-1) than the ambient control (0.09 and 0.17 nmol    

l-1 h-1 respectively, ANOVA F1, 4, p < 0.05, Fig. 3.7). The ɓ-glucosidase activity in the CO2 

treatment (0.25 nmol l-1 h-1) was initially higher than the acid treatment at 3 h (0.11 nmol              

l-1 h-1, ANOVA F1, 3, p < 0.05, Fig. 3.7), with activity then declining in all treatments from       

5.5 h to 8 h (Fig. 3.7). After 24 h, ɓ-glucosidase activity was 35% higher in the CO2 treatment 

(0.19 nmol l-1 h-1) than the ambient control (0.14 nmol l-1 h-1, ANOVA F1, 2 = 34.22, p < 0.05), 

but was not significantly different from the acid treatment (0.16 nmol l-1 h-1, Fig. 3.7). 
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The Leu-aminopeptidase activity was variable between sampling intervals, however in contrast 

to ɓ-glucosidase activity, acidification did not have a significant effect at 0.5 h (Fig. 3.7). 

The Leu-aminopeptidase activity in the CO2 treatment increased from 0.5 h (25.02 nmol l-1      

h-1) to 3 h (29.73 nmol l-1 h-1), then declined sharply to 8 h (20.18 nmol l-1 h-1) as was measured 

for ɓ-glucosidase (Fig. 3.7). Despite Leu-aminopeptidase following a similar activity trend to 

that of ɓ-glucosidase, there was no overall significant difference between the treatments and 

control. 

  

 

Fig. 3.7. The direct influence of pH on extracellular enzyme activity (mean ± SE, n=3). 

Treatment legend - acid treatment: blue squares; CO2 treatment: red circles; 

ambient control: green triangles 

 

As expected, sample alkalinity was significantly lower in the acid treatment (2166 µmol kg-1) 

when compared to the ambient control at 3 h (2282 µmol kg-1, ANOVA F1, 3 = 10402.12,              

p < 0.0001) and the CO2 treatment (2282 µmol kg-1, ANOVA F1, 4 = 28537.53, p < 0.0001). 

DIC however, was significantly higher in the CO2 treatment (2152 µmol kg-1) when compared 

to the ambient control (2067 µmol kg-1, ANOVA F1, 2 = 2199.81, p < 0.01) and the acid 

treatment (2066 µmol kg-1, ANOVA F1, 4 = 818.63, p < 0.0001). 
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3.2.4 Discussion 

 

Extracellular enzyme activity is known to be sensitive to changes in pH (Orsi & Tipton 1979, 

Tipton & Dixon 1979), however disentangling a direct effect of increased CO2 from an indirect 

effect is challenging (Yoshimura et al. 2013). In this study, the results clearly demonstrate an 

immediate positive ɓ-glucosidase activity response in acidified treatments when compared to 

the control at 5.5 h, suggesting that there is a direct pH effect on ɓ-glucosidase activity, but 

that this is not maintained. The ɓ-glucosidase activity increased by a factor of 4.0 in the CO2 

treatment and 3.8 in the acid treatment at 0.5 h after acidification to pH 7.77. In contrast, Leu-

aminopeptidase activity in the acidified treatments was not significantly different from the 

ambient control. Using the same artificial fluorogenic substrates, Piontek et al. (2013) detected 

a direct response to sample acidification, showing cell-specific ɓ-glucosidase and Leu-

aminopeptidase activity increased by a factor of 2.1 and 1.8 respectively at pH 7.79. 

Enzymes have different pH optima (Tipton & Dixon 1979), and so a change in pH may be 

increasingly optimal for some enzymes and less optimal for others. These results, together with 

those of Piontek et al. (2013) suggest that pH 7.8 was closer to the pH optima of ɓ-glucosidase, 

while my results suggest that pH 7.8 was further away from the pH optima of protease.      

The ɓ-glucosidase response is supported by Parham & Deng (2000) who discovered that                     

ɓ-glucosidase activity in soils had an optimal pH of 5.5. The contrasting Leu-aminopeptidase 

pH response detected by Piontek et al. (2013) could be attributed to a different type of protease. 

The immediate direct ɓ-glucosidase response could have resulted from a change in H+ 

concentration within the surrounding environment. This could affect the protein tertiary and 

quaternary structures as these are dependent on charge-charge interactions (Applebury & 

Coleman 1969). A change in H+ concentration could also directly change the charge of key 

residues in the enzymesô active sites, potentially increasing substrate attraction and active site 

accessibility. This would result in faster more efficient substrate transformation and turnover 

(Dixon 1953), in either case modulating the activity of the enzyme. Under more extreme pH 

changes, a significant increase in H+ concentration could result in changes in intramolecular 

forces, influencing the structural stability of the enzyme and ultimately the exterior three 

dimensional structure of the enzymes active sites (Tipton & Dixon 1979). If the target substrate 

molecule can no longer fit into the enzymeôs active site, the enzyme would become inhibited 

with a reduction in activity. Continued structural changes could lead to the enzymeôs protein 
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structures failing, causing the enzyme to unfold and become permanently denatured (Tipton & 

Dixon 1979). In this short-term acidification trial, the modest pH changes are unlikely to lead 

to denaturation of the proteins, and indeed, there was no significant decrease in treatment 

activity relative to controls.  

Results from this short-term acidification trial showed that a direct effect of lower pH was not 

maintained. It is conceivable that the initial increase in activity stimulated feedback inhibition 

and a decrease in further enzyme synthesis (Berg et al. 2002). The increase in H+ concentration 

which stimulated the initial ɓ-glucosidase activity response may have also reduced the bacterial 

cell membrane permeability, thereby reducing further enzyme release (Jacobs 1940). 

Dif ferences in seawater carbonate chemistry between the two acidified treatments did not have 

a significant short-term effect on extracellular enzyme activity, although ɓ-glucosidase activity 

was initially significantly higher in both treatments. Both treatments and control showed a 

decline in activity at 8 h, followed by recovery at 24 h, indicating a common response possibly 

associated with the microbial community. If the elevated ɓ-glucosidase activity is maintained 

for a longer temporal period, this may have implications for organic matter remineralisation in 

a future low pH ocean. 

In summary, these results show that an increase in seawater acidification either through 

addition of acid or CO2 gas has an immediate direct positive effect on ɓ-glucosidase activity, 

although this was not sustained beyond 6 h, and has no detectable direct effect on                      

Leu-aminopeptidase activity. Although there was a short-term stimulation of the activities of 

both enzymes to 3 h, there was no significant difference in the response overall. Therefore the 

differing approaches used, and the resulting differences in alkalinity and DIC did not have 

differential direct effects. 
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3.3 Seawater acidification methodology 

 

3.3.1 Introduction  

 

The following experimentation continues on from Section 3.2 to further examine the influence 

of acidification technique on extracellular enzyme activity in longer incubations. 

When artificially adjusting the carbonate chemistry of seawater, the acidification method 

selected needs to be considered in terms of physical and biogeochemical artefacts, as well as 

the effect on the carbonate chemistry of seawater. Several methods exist to artificially adjust 

seawater pH (Riebesell et al. 2010). The simplest method involves the addition of a strong acid 

(typically HCl) to an open system (Section 3.2.1). Another common method of seawater 

acidification is through the use of CO2 gas mixtures (Section 3.2.1) which alters the seawater 

carbonate chemistry in the same way predicted to occur from the uptake of atmospheric CO2 

(Rost et al. 2008, Gattuso & Lavigne 2009, Schulz et al. 2009, Riebesell et al. 2010). Realistic 

future carbonate system responses can also be achieved by adding equimolar amounts of an 

acid and a base, HCl and NaHCO3, to a closed system (Rost et al. 2008, Gattuso & Lavigne 

2009, Shi et al. 2009). The addition of the acid reduces pH and maintains the balance of charged 

species and therefore the sample TA, while the addition of the carbonate species increases the 

sample DIC (Emerson & Hedges 2007) (equation below). 

 

HCO3
- + H+ Ÿ CO2 + H2O 

 

A review by Hurd et al. (2009) concluded that consideration of the acidification method is vital 

as the difference in sample carbonate chemistry has the potential to influence phytoplankton 

photosynthesis and growth rates, as well as POC production per cell. Schulz et al. (2009) 

suggested that biological organisms are likely to respond to changes in individual carbonate 

chemistry (e.g. changes in H+, CO2, HCO3
- or CO3

2-), rather than changes in overall DIC or 

TA. For calcifying plankton, the change in carbonate species availability could also affect 

calcification rates and even dissolution rates (Wolf-Gladrow et al. 1999, Feng et al. 2009, 

Hendriks et al. 2010). Shi et al. (2009) also reported that acidification methods should be 
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considered based on the experimental objectives; for instance, they demonstrated that the use 

of buffers to acidify samples resulted in changes in trace metal availability, suggesting that this 

method should not be used under trace metal limiting conditions. It is also feasible that changes 

in carbonate chemistry could significantly alter active and passive cellular transport 

mechanisms (Jacobs 1940), thereby directly affecting bacterial extracellular enzyme release 

and also LMW substrate assimilation. 

Not only is the method of acidification of importance, but so too is the method of application. 

One possible method of introducing CO2 gas into a seawater sample is through bubbling. 

Although this method is simple to implement and run for extended periods, it is challenging to 

control the carbonate chemistry due to in situ biological activity (Hurd et al. 2009). There is 

also a mechanical disturbance associated with bubbling CO2 gas that may influence coagulation 

of organic matter (Kepkay & Johnson 1989, Zhou et al. 1998, Engel et al. 2004), as well as 

microbial interactions (Kepkay & Johnson 1989). Because this research concerns the bacterial 

transformation and processing of HMW organic matter, any artefact on organic matter 

coagulation may significantly affect experimental findings. Overall, effort should be made to 

avoid use of mechanical bubbling whenever possible (Riebesell et al. 2010, Weinbauer et al. 

2011). An alternative method of introducing CO2 gas is by gas-permeable silicon tubing, as 

used in Law et al. (2012) and Hoffmann et al. (2013). A potential downside of this method is 

the marginal increase in surface area allowing possible bacterial attachment and growth. 

Although this method of pH adjustment is considerably more time consuming than CO2 

bubbling, the mechanical effect of bubbling is removed as a potential confounding variable yet 

it still results in realistic carbonate chemistry (Riebesell et al. 2010). Research has been 

conducted comparing the effect of acid/base acidification with that of CO2 gas bubbling on 

phytoplankton growth, with no significant effect detected (Chen & Durbin 1994, Shi et al. 

2009, Hoppe et al. 2011). However, no research has been carried out directly comparing the 

bacterial response to acid/base addition and CO2 gas aeration with that of CO2 gas introduced 

through gas-permeable silicon tubing to determine the most suitable acidification method. 
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3.3.2 Methods 

 

Two separate OA perturbation incubations were conducted under controlled temperature 

environments, one in autumn (May 2013 ï trial 1) and the other in early spring (October 2013 

ï trial 2). Coastal seawater was collected and underwent the same two stage filtration as 

described in Section 3.2.2. Three different acidification methods were selected to acidify 

seawater to that predicted by the end of the century (pH 7.80, Riebesell et al. (2010)), including 

acid addition using 0.1 M HCl, referred to as the acid treatment, bubbling CO2 gas through an 

acid washed aquarium airstone, referred to as the airstone treatment, and introduction of CO2 

gas through gas-permeable silicon tubing fitted to a custom-made nylon screw-cap (Section 

2.1), referred to as the perm-tubing treatment. Each acidification treatment was incubated in 

triplicate along with an ambient seawater control. 

The perm-tubing treatment was acidified through the sequential application of 100% 

synthetically produced CO2 gas for 25 min and 10% CO2 gas (in 20.8% O2 in N2, BOC Gas 

Ltd) for 60 min. The initial use of high concentration CO2 made it possible to reach the target 

pH of 7.80 within 3 h. The airstone treatment was acidified by direct bubbling of 742 µatm 

CO2 gas (in 20.95% O2 in N2, BOC Gas Ltd) for 143 min until the target pH 7.80 was reached. 

The volume of 0.1 M HCl required to acidify the acid treated sample to pH 7.80 (trial 1;            

2.0 ml, trial 2; 3.1 ml) was calculated based on the known sample volume, DIC and TA using 

a pCO2 amendment spreadsheet (Dr Kim Currie, NIWA/University of Otago) based on an 

algorithm from Dickson et al. (2007). Each sample pH was further verified using a pH 

electrode. The different treatments were acidified at a similar rate over a 150 min period. Each 

treatment was incubated in acid washed milli-Q water-rinsed 4.3 l LDPE cubitainers 

(ThermoFisher Scientific), gaseous headspace was removed and no further artificial pH 

adjustment took place over the 96 h incubation. Each cubitainer was housed in one of the two 

incubation chambers (Section 2.1), temperature controllers were set at in situ ambient seawater 

temperature and mixing was achieved as described in Section 2.1. Throughout each incubation 

a range of parameters was sampled every 24 h (or as indicated in Table 3.1) following 

techniques described in Chapter 2. The initial time-zero sampling occurred after pH was 

adjusted. 
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Table 3.1. Parameter sampling protocol, showing the total number of times a parameter was 

sampled and its respective sampling frequency [in square brackets], following an initial 

time-zero sampling point. Parameters in bold indicate primary sampling significance 

 Parameter sampled Sampling protocol  

 ɓ-glucosidase and Ŭ-glucosidase 4 [24 h]  

 Leu-aminopeptidase and Arg-aminopeptidase 4 [24 h]  

 Bacterial numbers 4 [24 h]  

 Synechococcus spp. numbers 4 [24 h]  

 Total eukaryotic phytoplankton numbers 4 [24 h]  

 BSP (DNA & p rotein synthesis) 4 [24 h]  

 DIC 2 [48 h]  

 Alkalinity  1 [96 h]  

 

3.3.3 Results 

 

3.3.3.1 Extracellular enzyme activity 

 

During trial 1, each extracellular enzyme significantly declined in activity across all treatments 

from time-zero to 96 h (RM-ANOVA, p < 0.0001, Fig. 3.8). Time-zero ɓ-glucosidase and         

Ŭ-glucosidase activity was significantly higher in each treatment when compared to the ambient 

control, with both enzymes declining in a similar trend to 96 h (Fig. 3.8). The ɓ-glucosidase 

activity was highest in the airstone treatment at each sampling point from 24 h (11.65 nmol l-1 

h-1) to 96 h (1.23 nmol l-1 h-1, Fig. 3.8). Significantly higher ɓ-glucosidase activity was detected 

in the acid treatment and perm-tubing treatment at 24 h, 48 h and 72 h when compared to the 

ambient control (Fig. 3.8 & p-values in Appendix B: 3.1). The Ŭ-glucosidase activity declined 

in all treatments throughout trial 1, with the highest activity in the acid treatment from 24 h 

(2.62 nmol l-1 h-1) to 96 h (0.66 nmol l-1 h-1), although this was not significantly different from 

the airstone treatment (Fig. 3.8). The Ŭ-glucosidase activity was significantly higher in the 

perm-tubing treatment compared to the ambient control at each sampling point from time-zero 

(1.70 nmol l-1 h-1) to 72 h (0.95 nmol l-1 h-1, Fig. 3.8 & Appendix B: 3.1).  
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Arg-aminopeptidase activity was highest in the acid treatment at each sampling point from 

time-zero (40.58 nmol l-1 h-1) to 96 h (24.82 nmol l-1 h-1, Fig. 3.8), and the only treatment to 

contain a significantly higher activity than the ambient control (Fig. 3.8 & Appendix B: 3.1). 

Similarly, Leu-aminopeptidase activity was highest in the acid treatment at each sampling point 

from 24 h (71.14 nmol l-1 h-1) to 96 h (42.22 nmol l-1 h-1), with activity significantly higher than 

the ambient control at each sampling point from time-zero to 96 h (Fig. 3.8 & Appendix B: 

3.1). The Leu-aminopeptidase activity was also significantly higher in the airstone treatment 

and perm-tubing treatment when compared to the ambient control at 48 h and 72 h (Fig. 3.8 & 

Appendix B: 3.1). 
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Fig. 3.8. Extracellular enzyme activity throughout trial 1 (mean ± SE, n=3). Treatment 

legend ï airstone: red circles; acid: pink diamonds; perm-tubing: blue squares; 

ambient control: green triangles 
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Total cell-specific ɓ-glucosidase activity in the airstone, perm-tubing and acid treatment 

declined from time-zero to 96 h (Fig. 3.9). Despite this, a significantly higher cell-specific        

ɓ-glucosidase activity was measured in each treatment from time-zero to 48 h when compared 

to the ambient control (ANOVA F1, 3, p < 0.05, Fig. 3.9). Throughout trial 1, the cell-specific 

ɓ-glucosidase activity in each treatment became increasingly similar to the ambient control, 

with very similar values at 96 h (Fig. 3.9). Total cell-specific Leu-aminopeptidase activity also 

declined in each treatment from time-zero (195.75 amol l-1 h-1) to 96 h (56.52 amol l-1 h-1, 

Fig. 3.9). A higher cell-specific Leu-aminopeptidase activity was detected in each treatment at 

selected sampling points from time-zero to 96 h, similar to that detected of                                    

Leu-aminopeptidase activity (Fig. 3.8). However, only the acid treatment contained a higher 

activity throughout much of the incubation (Fig. 3.9). 

  

 

Fig. 3.9. Cell-specific extracellular enzyme activity throughout trial 1 (mean ± SE, n=3). 

Treatment legend ï airstone: red circles; acid: pink diamonds; perm-tubing: blue 

squares; ambient control: green triangles 
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In contrast to trial 1, which took place in autumn, ɓ-glucosidase activity more than tripled 

across all treatments from 24 h to 96 h during trial 2 (RM-ANOVA F3, 9 = 42.28, p < 0.0001, 

Fig. 3.10). The highest ɓ-glucosidase activity was detected in the airstone treatment from 48 h 

(0.18 nmol l-1 h-1) to 96 h (0.04 nmol l-1 h-1), with activity significantly higher than the ambient 

control at each sampling point from 24 h to 96 h. The acid treatment was the only treatment in 

which Ŭ-glucosidase activity was detected. This activity increased from time-zero                    

(0.07 nmol l-1 h-1) to 96 h (0.40 nmol l-1 h-1, Fig. 3.10). In direct contrast to trial 1,                      

Arg-aminopeptidase activity was significantly lower in the acid treatment than the ambient 

control from time-zero (20.69 nmol l-1 h-1) to 72 h (14.68 nmol l-1 h-1, Fig. 3.10 & Appendix 

B: 3.1). While similar to the trend detected in trial 1, the airstone and perm-tubing treatment 

followed similar activity profiles as those in the ambient control (Fig. 3.10). In contrast to trial 

1, Leu-aminopeptidase activity was significantly lower in the airstone and acid treatment when 

compared to the ambient control at time-zero (Fig. 3.10 & Appendix B: 3.1),  activity increased 

by 50% across all treatments from time-zero (20.81 nmol l-1 h-1) to 96 h (30.58 nmol l-1 h-1, 

RM-ANOVA F4, 32 = 65.42, p < 0.0001, Fig. 3.10). The Leu-aminopeptidase activity was 

significantly higher in the perm-tubing treatment than the ambient control at each sampling 

point from 24 h (23.17 nmol l-1 h-1) to 96 h (31.74 nmol l-1 h-1, Fig. 3.10 & Appendix B: 3.1). 

At the final sampling point, Leu-aminopeptidase activity was significantly higher in each 

treatment than in ambient control, but activity was significantly higher in the airstone treatment 

relative to both the perm-tubing treatment and acid treatment (Fig. 3.10 & Appendix B: 3.1). 
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Fig. 3.10. Extracellular enzyme activity throughout trial 2 (mean ± SE, n=3). Treatment 

legend ï airstone: red circles; acid: pink diamonds; perm-tubing: blue squares; 

ambient control: green triangles 
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A very similar treatment response was detected between ɓ-glucosidase activity and                  

cell-specific ɓ-glucosidase activity during trial 2. Cell-specific ɓ-glucosidase activity increased 

across all treatments from time-zero to 96 h (Fig. 3.11); this trend contrasts that from trial 1. 

Cell-specific ɓ-glucosidase activity was highest in the acid treatment at 24 h (0.37 amol l-1        

h-1), while cell-specific activity was highest in the airstone treatment from 48 h to 96 h; each 

was significantly higher than the ambient control (ANOVA F1, 3, p < 0.05, Fig. 3.11). 

In contrast to Leu-aminopeptidase activity (Fig. 3.10), cell-specific Leu-aminopeptidase 

activity declined by 42% across each treatment from time-zero (93.32 amol l-1 h-1) to 72 h 

(53.72 amol l-1 h-1, Fig. 3.11). In contrast to trial 1, cell-specific Leu-aminopeptidase activity 

was also significantly lower in each treatment when compared to the ambient control at time-

zero (ANOVA F1, 2, p < 0.05, Fig. 3.11). Cell-specific Leu-aminopeptidase activity was highest 

in the perm-tubing treatment at 24 h (78.64 amol l-1 h-1) and 48 h (63.97 amol l-1 h-1), both of 

which were significantly higher than the ambient control (ANOVA F1, 2, p < 0.05, Fig. 3.11). 

 

 

Fig. 3.11. Cell-specific extracellular enzyme activity throughout trial 2 (mean ± SE, n=3). 

Treatment legend ï airstone: red circles; acid: pink diamonds; perm-tubing: blue 

squares; ambient control: green triangles 
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3.3.3.2 Cell numbers 

 

Trial 1 bacterial cell numbers increased in each treatment from time-zero to 96 h, while total 

Synechococcus spp. and eukaryotic phytoplankton numbers declined (Fig. 3.12). 

Total eukaryotic phytoplankton numbers were significantly lower in the perm-tubing treatment 

and airstone treatment than the ambient control at time-zero (Fig. 3.12 & p-values in Appendix 

B: 3.2); this trend was also evident within the perm-tubing treatment at 48 h (ANOVA F1, 4 = 

11.51, p < 0.05, Fig. 3.12). Bacterial cell numbers were significantly higher in the airstone 

treatment and acid treatment when compared to the ambient control at 96 h (Fig. 3.12 & 

Appendix B: 3.2). 

 

Fig. 3.12. Bacteria, Synechococcus spp. and total eukaryotic phytoplankton cell numbers 

(log scale) throughout trial 1 (mean ± SE, n=3). Treatment legend ï airstone: red 

circles; acid: pink diamonds; perm-tubing: blue squares; ambient control: green 

triangles 

1x105

1x106

1x107

J J

J J J

H
H

H H H

F
F

F F F

1x102

1x103

1x104

J
J

J J

J

H

H
H H H

F

F F F
F

0 24 48 72 96

1x103

1x104

Incubation time (h)

T
o
ta

l 
e
u
k
ar

y
o
ti
c
 

p
h
yt

o
p
la

n
k
to

n
 (

ce
ll

s 
m

l
-1
)

S
yn

ec
h
o
co

c
cu

s
 s

p
p
. 
(c

e
ll
s 

m
l -

1
) 

  
  
B

ac
te

ri
a
 (
c
el

ls
 m

l -
1 )



 

 

77 

 

During trial 2, bacterial cell numbers also increased in each treatment from time-zero to 96 h 

(RM-ANOVA F4, 28 = 1028.3, p < 0.0001), while total Synechococcus spp. and eukaryotic 

phytoplankton numbers declined significantly (RM-ANOVA F4, 32 p < 0.0001, Fig. 3.13). 

Bacterial cell numbers were significantly higher in the perm-tubing treatment  (3 x 105 cells 

ml-1) than the ambient control at time-zero (2 x 105 cells ml-1, ANOVA F1, 4 p < 0.01), but 

significantly lower (3 x 105 cells ml-1) than the ambient control at 48 h (4 x 105 cells ml-1, 

ANOVA F1, 4, p < 0.01). Bacterial cell numbers were significantly higher in each treatment 

when compared to the ambient control at 96 h (ANOVA F1, 4 p < 0.05), while total eukaryotic 

phytoplankton numbers were significantly lower in the airstone treatment than the ambient 

control at time-zero, 48 h and 96 h (ANOVA F1, 4, p < 0.05, Fig. 3.13). 

 

Fig. 3.13. Bacteria, Synechococcus spp. and total eukaryotic phytoplankton cell numbers 

(log scale) throughout trial 2 (mean ± SE, n=3). Treatment legend ï airstone: red 

circles; acid: pink diamonds; perm-tubing: blue squares; ambient control: green 

triangles 
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3.3.3.3 Bacterial secondary production 

 

A significant positive relationship was measured between DNA and protein synthesis rates 

throughout trial 1 (linear regression, p < 0.01, r = 0.52). DNA synthesis increased in each 

treatment from time-zero to 96 h (RM-ANOVA F4, 32 = 54.23, p < 0.01, Fig. 3.14). A higher 

DNA synthesis rate was detected in the airstone treatment at time-zero (57.01 µg C l-1 d-1) and 

96 h (141.53 µg C l-1 d-1) when compared to the ambient control (36.26 & 102.20 µg C l-1 d-1 

respectively, Fig. 3.14 & p-values in Appendix B: 3.3). Protein synthesis also increased in each 

treatment from time-zero to 96 h (RM-ANOVA F4, 32 = 22.85, p < 0.01, Fig. 3.14). The protein 

synthesis rate was significantly lower in the airstone treatment (1.08 µg C l-1 d-1) than the 

ambient control at time-zero (1.22 µg C l-1 d-1, Fig. 3.14 & Appendix B: 3.3). A higher protein 

synthesis rate was detected in each treatment at 48 h, 72 h and 96 h when compared to the 

ambient control, however not all treatments were statistically different from the ambient control 

(Appendix B: 3.3). 

 

 

Fig. 3.14. BSP throughout trial 1 (mean ± SE, n=3). Treatment legend ï airstone: red circles; 

acid: pink diamonds; perm-tubing: blue squares; ambient control: green triangles 
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As in trial 1, a significant positive relationship was also measured between DNA and protein 

synthesis rates throughout trial 2 (linear regression, p < 0.0001, r = 0.60). In each treatment, 

DNA and protein synthesis rates increased from time-zero to 96 h (Fig. 3.15). The rate of DNA 

synthesis increased significantly in the acid treatment after long-term (> 48 h) exposure        

(Fig. 3.15 & Appendix B: 3.3), with protein synthesis rates indicating a similar positive        

long-term response in each treatment (Fig. 3.15 & Appendix B: 3.3). 

 

 

Fig. 3.15. BSP throughout trial 2 (mean ± SE, n=3). Treatment legend ï airstone: red circles; 

acid: pink diamonds; perm-tubing: blue squares; ambient control: green triangles 
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p < 0.01), the perm-tubing treatment (2297 µmol kg-1, ANOVA F1, 4 = 663.80, p < 0.01) and 

the airstone treatment at 96 h (2300 µmol kg-1, ANOVA F1, 4 = 143.34, p < 0.01).            

Similarly, during trail 2 alkalinity was again significantly lower in the acid treatment            
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(2208 µmol kg- 1) than the ambient control (2285 µmol kg-1, ANOVA F1, 4 = 8511.45, p < 0.01), 

the perm-tubing treatment (2285 µmol kg-1, ANOVA F1, 4 = 32687.38, p < 0.01) and the 

airstone treatment at 96 h (2285 µmol kg-1, ANOVA F1, 4 = 15918.32, p < 0.01). 

During trial 1, DIC concentrations were significantly higher in the perm-tubing treatment  

(2139 µmol kg-1) and airstone treatment (2137 µmol kg-1) than the ambient control at 24 h 

(2110 µmol kg-1, ANOVA F1, 3, p < 0.05, Fig. 3.16), while the same treatment trend was also 

apparent at 96 h (ANOVA F1, 3, p < 0.05, Fig. 3.16). The was no significant difference in DIC 

concentrations between the acid treatment (2095 µmol kg-1) and the ambient control at 96 h 

(2094 µmol kg-1, ANOVA F1, 3 = 8.80, p > 0.05, Fig. 3.16).  

 

 

Fig. 3.16. DIC concentrations per treatment at 24 h and 96 h during trial 1 (mean ± SE, n=3). 

Treatment legend ï airstone: red circles; acid: pink diamonds; perm-tubing: blue 

squares; ambient control: green triangles 

 

Using the determined sample alkalinity and a pCO2 speciation calculator, CO2 calc           

(Hunter 2007), actual DIC values were validated to within 2% of the predicted DIC values. 

During trial 2, DIC concentrations were significantly higher in the perm-tubing treatment  

(2114 µmol kg-1) and airstone treatment (2125 µmol kg-1) than the ambient control at 24 h 

(2070 µmol kg-1, ANOVA F1, 3, p < 0.01), while the same treatment trend was detected at 96 h 

(ANOVA F1, 2, p < 0.05, Fig. 3.17). As previously discovered during trial 1, DIC concentrations 

were not significantly different between the acid treatment (2056 µmol kg- 1) and ambient 

control (2080 µmol kg-1) at 96 h (Fig. 3.17). 
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Fig. 3.17. DIC concentrations per treatment at 24 h and 96 h during trial 2 (mean ± SE, n=3). 

Treatment legend ï airstone: red circles; acid: pink diamonds; perm-tubing: blue 

squares; ambient control: green triangles 
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Table 3.2. Summary of each parameter response when compared to the ambient control (p < 0.05). Blue shade: significant response at 48 h; no 

shade: significant response at 96 h. ŷ: parameter significantly higher than the ambient control; Ź: significantly lower; empty cell: no significant 

change was detected. 1: highest numerical response; 2: median numerical response; 3: lowest numerical response; ~: similar numerical values 

  Trial 1 (late summer ï May 2013) Trial 2 (early spring ï October 2013)  

 Parameter Airstone Acid Perm-tubing Airstone Acid Perm-tubing  

 ɓ-glucosidase ŷ 1 ŷ 1 ŷ 2 ŷ 2 ŷ 3 ŷ 3 ŷ 1 ŷ 1    ŷ 2  

 Ŭ-glucosidase ŷ 2 ŷ 2 ŷ 1 ŷ 1 ŷ 3    ŷ 1 ŷ 1    

 Arg-aminopeptidase   ŷ 1 ŷ 1     Ź     

 Leu-aminopeptidase  ŷ ~ ŷ 1 ŷ 1   ŷ~ ŷ 1 ŷ ~ ŷ ~ ŷ 1 ŷ ~  

 Bacterial numbers  ŷ 1  ŷ 2    ŷ 1   Ź   

 Synechococcus spp. numbers       Ź ŷ 1 Ź  Ź   

 Total eukaryotic phytoplankton numbers    Ź Ź  Ź Ź    ŷ 1  

 BSP (DNA synthesis) Ź ŷ 1   Ź ŷ 2    ŷ 1    

 BSP (protein synthesis)   ŷ 1 ŷ ~ ŷ 2 ŷ ~  ŷ 2 ŷ 1 ŷ 1    
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3.3.4 Discussion 

 

Temporal enzyme activity responses were different between the two trials, for instance, 

enzyme activities and cell-specific activities declined in each treatment during trial 1, whereas 

ɓ-glucosidase activity, cell-specific ɓ-glucosidase activity and Leu-aminopeptidase activity 

increased during trial 2. This opposing trend may signify differences in substrate concentrations 

and biological communities associated with the different times of year that each trial was 

conducted, autumn and early spring. ɓ-glucosidase activity, cell-specific ɓ-glucosidase activity 

and Leu-aminopeptidase activity was higher in trial 1 when compared to trial 2, possibly 

corresponding to a higher substrate concentration in trial 1. Vrba et al. (1992) reported a spring 

glucosidase activity maximum in eutrophic freshwater, while Engel et al. (2014) concluded 

that extracellular enzyme activity was tightly coupled with the availability of organic matter in 

the ocean. Total eukaryotic phytoplankton and Synechococcus spp. cell numbers were also 

higher in trial 1 when compared to trial 2, potentially due to the higher light and coastal water 

temperatures in autumn (Sverdrup et al. 1942a). The higher phytoplankton biomass in trial 1 

could have produced a higher concentration of DOC either directly by cellular exudation, or 

indirectly by cell lysing from phytoplankton grazing (Kim et al. 2011), providing precursor 

materials for the abiotic formation of HMW organic matter (Zhou et al. 1998, Wurl et al. 2011) 

and thereby stimulating the higher overall enzyme activity detected. During trial 1, the large 

immediate difference in ɓ-glucosidase and Ŭ-glucosidase activity between each treatment and 

the ambient control at time-zero supports the findings concluded during the short-term 

acidification trial (Section 3.2). 

Regardless of seasonal differences between the two trials, the different acidification approaches 

had significantly different effects on enzyme activities and other parameters. The airstone 

treatment showed the highest ɓ-glucosidase activity and cell-specific ɓ-glucosidase activity in 

trials 1 and 2 (Table 3.2). The increased ɓ-glucosidase activity may reflect a bubbling effect 

which could have ruptured phytoplankton cells, releasing labile organic substrates. This is 

supported by the immediate decline in total eukaryotic phytoplankton cell numbers in the 

airstone treatment in both trials. The negative phytoplankton response in the airstone treatment 

contradicts that reported by other researchers. For example, Chen & Durbin (1994) reported no 

significant difference in the response of the phytoplankton species Thalassiosira pseudonana 
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and T. oceanica between acid/base addition and CO2 gas bubbling from a pH range of 7.0 to 

9.4. Hoppe et al. (2011) compared the response of the coccolithophore Emiliania huxleyi to 

seawater media acidified by acid/base addition and CO2 gas aeration, concluding no significant 

difference in growth or calcification rates between the methodologies, while Shi et al. (2009) 

also reported that there was no significant difference in the calcification or growth rate of 

Emiliania huxleyi between acidification using acid/base, buffers or CO2 gas bubbling. In this 

thesis research, although the acid treatment was not shown to have a direct effect on 

phytoplankton cell numbers, the airstone treatment had a direct negative effect on total 

eukaryotic phytoplankton in both trials.  

The acid treatment stimulated the highest Ŭ-glucosidase, Arg-aminopeptidase and                    

Leu-aminopeptidase activity during trial 1, although this same response was not detected in 

trial 2 (Table 3.2). Again, this variation in enzyme response between trials may reflect 

differences in the availability of enzyme specific substrate. During trial 2, an indirect positive 

enzyme response was detected in the acid treatment from 72 h to 96 h, which could be explained 

by the change in carbonate chemistry increasing the rate of substrate coagulation, possibly 

increasing substrate stickiness (Mari 2008) when compared to the ambient control. The acid 

treatment also showed the only detectable Ŭ-glucosidase activity during trial 2, suggesting that 

the acid treatment may have differing indirect effects on different enzymes and their specific 

substrate compositions. Extracellular enzyme activities within the perm-tubing treatment were 

closest to those detected in the ambient control across all acidified treatments throughout trials 

1 and 2. 

The increase in enzyme activity would increase the availability of LMW organic matter for 

bacterial assimilation, supporting the late increase in bacterial cell numbers measured in the 

airstone treatment in trial 1 and 2 (Table 3.2). A positive bacterial response to physical bubbling 

was also discovered by Kepkay & Johnson (1989), who suggested that surface DOC 

coagulation facilitated by bubbling resulted in increased heterotrophic respiration and bacterial 

numbers. Bubbling may have increased the abiotic coagulation of organic matter and formation 

of HMW glucose based substrate when compared to the other acidified treatments. This could 

explain the increased ɓ-glucosidase activity and cell-specific ɓ-glucosidase activity measured, 

as well as the increase in total BSP. The trend in ɓ-glucosidase activity, however was not 

detected for any other enzyme in either trial. It is possible that the shape, size or density of aryl-
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ɓ-glucosides and cellulose substrate makes these more susceptible to coagulation by bubbling 

when compared to other organic substrates, resulting in an increase in HMW ɓ-linked glucose 

substrate relative to the other substrates present. 

The airstone treatment also had a positive effect on DNA and protein synthesis rates from         

72 h to 96 h during trial 1, while the acid treatment had the same effect in trial 2 (Table 3.2). 

The initial stimulation of ɓ-glucosidase activity in trial 1 may have increased substrate 

availability for bacterial growth and assimilation as measured in the later phase of trial 1. 

As DNA and protein synthesis rates increased in the airstone treatment relative to the ambient 

control, both metabolic pathways were active in the bacterial community. During the initial 

stages of trial 2, all treatments showed similar DNA and protein synthesis rates to the ambient 

control, indicating that BSP was not directly affected by the method of acidification. During 

trial 1, protein synthesis in the perm-tubing treatment was not significantly different from any 

other acidified treatment, however during trial 2 protein synthesis in the perm-tubing treatment 

was significantly lower from 48 h to 96 h when compared to the acid treatment (Table 3.2). 

Due to the contrasting response between trials, a direct treatment affect is not likely. 

Importantly, the responses of extracellular enzyme activities, bacterial cell numbers and BSP 

in the perm-tubing treatment were closest to those measured in the ambient control. 

The DNA synthesis response in the airstone treatment correlated well to the late increase in 

bacterial cell numbers in trial 1, while the high Arg-aminopeptidase and Leu-aminopeptidase 

activity in the acid treatment corresponded with an increase in protein synthesis and bacterial 

cell numbers throughout trial 1. These parameter correlations show that total BSP may have 

been correlated with the catabolic breakdown of HMW organic matter, providing LMW 

substrate suitable for heterotrophic assimilation and subsequent cellular growth (Alonso & 

Pernthaler 2006, Allers et al. 2007). Although similar temporal parameter correlations were not 

as obvious during trial 2, the airstone treatment does show a late increase in                                  

Leu-aminopeptidase activity which corresponds well to an increase in protein synthesis and a 

late increase in bacterial cell numbers. Research suggests that before bacteria can actively 

assimilate labile substrate into their cells, extracellular enzymes must first transform HMW 

into LMW products (Law 1980, Azam & Ammerman 1984, Azam & Cho 1987, Munster 

1991). 
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In summary, trial 1 showed that coastal seawater acidified with either acid or CO2 gas resulted 

in higher enzyme activities when compared to an ambient control. Variation in the response of 

extracellular enzymes to the different acidification methods was evident between trials run at 

different times of the year, most likely reflecting differences in the in situ organic matter 

concentration and bacterial community composition. Significant differences were measured in 

total glucosidase activity between the airstone treatment and perm-tubing treatment during trial 

1, with higher activities detected in the airstone treatment. Total eukaryotic phytoplankton cell 

numbers declined in the airstone treatment during trial 2, possibly due to the mechanical effect 

of bubbling causing cell lysing. Significant differences were also measured in protease activity 

between the acid treatment and the perm-tubing treatment during trial 1, with higher activities 

detected in the acid treatment. Consequently, the method of acidification has an effect on 

extracellular enzyme activity. Parameter responses in the perm-tubing treatment were closest 

to those detected in the ambient control throughout both trials, and, combined with the fact that 

this method has the least impact on mixing, and also produces the correct species balance in 

carbonate chemistry, it is the most suitable method of acidification for use in future OA 

experimentation. 
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Chapter 4 : The response of enzyme activity to elevated temperature and low 

pH in near-surface open ocean phytoplankton blooms 

 

4.1 Introduction  

 

The initiation of a phytoplankton bloom requires a combination of suitable photosynthetic 

active radiation, surface ocean temperatures, dissolved nutrient concentrations, namely 

nitrogen and phosphorus, trace concentrations of iron and other elements, as well as a low 

grazing pressure (Sverdrup et al. 1942a). Phytoplankton blooms are characterised by the 

drawdown of dissolved nutrients and subsequent increase in phytoplankton cell numbers 

(Sverdrup et al. 1942a, Eppley & Peterson 1979, Finkel et al. 2010). Phytoplankton-derived 

organic exudation typically increases with increasing phytoplankton numbers until the bloom 

peaks (Sverdrup et al. 1942b, Engel et al. 2011, 2014). A high concentration of dissolved 

carbohydrates typically marks the peak in phytoplankton cell numbers (Engel et al. 2011, 

2014), followed closely by a decline in numbers due to a combination of nutrient limitation 

and cell mortality, led by increasing grazing pressure and viral lysis (Engel et al. 2008, 

Danovaro et al. 2010). 

Phytoplankton-derived dissolved organic matter (DOM) typically consists of a range of 

carbohydrates, proteins, amino acids and lipids (Williams 1975, Azam & Cho 1987, Benner 

2002, Church 2008, Engel et al. 2011), the composition and concentration of which varies 

significantly throughout a bloom, as well as between different phytoplankton blooms (Carlson 

2002, Engel et al. 2011, 2014). Some bloom-forming phytoplankton communities produce 

DOM which consists of a higher carbon or nitrogen component, while other bloom-forming 

communities may produce more DOM per cell (Engel et al. 2011, 2014). During a 

phytoplankton bloom, amino acids are often rapidly utilised and therefore typically occur in 

low concentrations. Complex carbohydrates however, take longer to degrade and often 

accumulate towards the end of a bloom (Engel et al. 2014). 

Heterotrophic bacteria remineralise phytoplankton-derived particulate organic matter (POM) 

through the use of extracellular enzymes, producing labile low molecular weight (LMW) 

substrate which drives the microbial loop (Azam et al. 1983, Section 1.6) and supports a 

substantial portion of bacterial secondary production (Rich et al. 1996, Carlson 2002). 
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Ocean acidification and warming have a range of direct and indirect effects on bacterial 

extracellular enzyme activities. For instance, low pH may alter the ionisation state of the 

enzymeôs component amino acids (Dixon 1953), affecting the polar and non-polar 

intramolecular attractive and repulsive forces within an enzyme, possibly leading to inhibition 

or altered substrate affinity. A reduction in pH may also change protein amino acid side chains 

into carbonyl groups (ketones and aldehydes) through oxidation (Suzuki et al. 2010). Low pH 

conditions could also have several indirect effects on extracellular enzyme activities such as 

changes in the phytoplankton and bacterioplankton community composition (Riebesell 2004, 

Engel et al. 2008, Witt et al. 2011, Endo et al. 2013), phytoplankton cell numbers (Riebesell et 

al. 1993, Schulz et al. 2013) and an increase in phytoplankton-derived carbon rich organic 

exudation (Engel 2002, Engel et al. 2014).  

Temperature plays a key role in the regulation of enzyme kinetics, providing energy to 

overcome the activation energy of a specific enzyme (Zeebe & Wolf-Gladrow 2001, Daniel & 

Danson 2010), increasing its turnover rate. Elevated temperature may also have several indirect 

effects on extracellular enzyme activities, such as increases in bacterial metabolic potential 

(Sherr & Sherr 1996, Zeebe & Wolf-Gladrow 2001), increased exudation of          

phytoplankton-derived DOM (Engel et al. 2011) and abiotic coagulation and the formation of 

high molecular weight (HMW) organic matter (Engel 2002, Piontek et al. 2009), as well as a 

change in bacterial community composition (Finkel et al. 2010, Huertas et al. 2011). 

Because surface ocean organic matter composition and concentration are largely determined 

by the dominant phytoplankton community, a significant change in this community could alter 

the organic carbon available in the surface ocean (Carlson 2002, Moran et al. 2006, Kim et al. 

2011, Tada et al. 2011, Engel et al. 2014). Differences in the composition, concentration and/or 

aggregation potential of phytoplankton-derived organic matter may affect hydrolysis of 

bacterial enzymes, as well as how enzyme activity will respond to elevated temperature and 

low pH conditions predicted to by the end of the century. 

Engel et al. (2014) report that future low pH will  enhance the production and particulate 

aggregation of organic matter during coastal phytoplankton bloom events. Similarly, research 

by Piontek et al. (2009) reported a significantly higher particle aggregation and total POM 

concentration under elevated temperatures. Engel et al. (2011) however, reported that elevated 

temperature may have a significant negative effect on the total amount of polysaccharides 
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produced during a phytoplankton bloom, but state that this is unlikely to affect dissolved amino 

acid composition. Because polysaccharides make up a significant proportion of DOC released 

by phytoplankton during a natural bloom formation (Engel et al. 2011, 2014) and are also 

components of HMW organic matter (Verdugo et al. 2004, Wurl et al. 2011), HMW substrate 

composition and concentration in the future ocean may depend on the effect of each individual 

driver on a spatial and temporal scale. Importantly, there is also the potential for interactive 

effects (additive, synergistic or antagonistic) between the two driving factors, which could also 

vary on spatial and temporal scales and between different bloom communities.  

It is possible that elevated ocean temperature will  alter the physical structure of the HMW 

substrate; its size, shape and/or density (Piontek et al. 2009). These changes could further 

influence the efficiency with which the substrate is broken down by extracellular enzymes 

(Münster 1991, Abdullahi et al. 2006). If extracellular enzyme activities differ between 

phytoplankton communities under elevated temperatures and low pH conditions predicted by 

the end of the century, variation in the remineralisation rates of surface ocean organic matter 

is likely to occur. This potential outcome would modify the strength and efficiency of the 

microbial loop, thereby affecting heterotrophic respiration and the vertical flux of organic 

matter entering the biological carbon pump. A significant change in the strength of the 

biological carbon pump could alter the amount of organic carbon sequestered and the overall 

balance of inorganic and organic carbon in the ocean.  

The aim of the following chapter was to investigate potential changes in extracellular enzyme 

activities in response to elevated temperature and low pH predicted by the end of the century 

between different near-surface open ocean phytoplankton bloom types. 
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4.2 Methods 

 

Four perturbation incubations (1 to 4) were completed during two research cruises in 2012. 

Time-zero bulk seawater for incubations 1, 2 and 3 was collected from a depth of 10 m from 

independent sites across the Chatham Rise, New Zealand (Fig. 4.1). Time-zero bulk seawater 

for incubation 4 was collected from a depth of 10 m outside the Cook Strait, South Coast, North 

Island (Fig. 4.1). 

 

 

Fig. 4.1. Bulk seawater collection sites for incubations 1 to 4. Colour bathymetry highlights 

the Chatham Rise off the East Coast of the South Island, New Zealand. Annotated 

numbers correspond to respective incubation experiments 

 

Seawater was collected from an independent phytoplankton bloom of differing community 

composition and cell abundance at the four locations. A typical phytoplankton bloom is defined 

as > 1 mg l-1 Chl a, however in this research, some incubation experiments are referred to as 

blooms despite not meeting this criterion. Bloom communities used for incubations 1 to 3 were 
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identified by their optical properties using satellite imagery. For instance, coccolithophore 

blooms were identified by their characteristic turquoise reflectance, whereas non-calcifying 

phytoplankton blooms were identified by a green-brown colouration. Once located, the bloom 

centre was determined by shipboard underway measurements including Chl a, pCO2, dimethyl 

sulphide concentration and backscatter. Dominant bloom community compositions were 

determined by Karl Safi (NIWA, Hamilton) using microscopy following sample collection. 

Bulk seawater was collected using a Seabird Electronics Inc. 32 Carousel water sampler fitted 

with 24 x 10 l external-spring Niskin-type bottles (Ocean Test Equipment Standard 10 BES). 

In situ water column parameters were monitored and depths acquired using a Seabird 

Electronics Inc. 911 plus conductivity, temperature and depth sensor (CTD) attached to the 

carousel water sampler.  

Following the protocol in Section 2.1, three treatments (OA, HT and GH) including an ambient 

control were created. Seawater was not prefiltered. pH and temperature was measured at 

selected sampling points throughout each incubation (Appendix A: 4.1). Each treatment was 

incubated and housed in one of the two previously described incubation chambers (Section 

2.1). Incubations 1, 2 and 3 were each conducted over a six day period (144 h), with a range of 

biotic and abiotic parameters sampled at predetermined times (Table 4.1). Cruise logistics 

dictated incubation periods, with incubation 4 restricted to only five days (120 h). During 

incubation 4, the same parameters were investigated as in incubations 1 to 3, but were sampled 

using a different sampling regime (Table 4.1). Enzyme samples collected during incubations 

1, 2 and 3 could not be analysed at sea; instead these were frozen at -80ºC and processed post 

cruise. A lower enzyme activity is detected from frozen seawater samples when compared with 

fresh seawater (pers. comm. Dr Els Maas, NIWA), however previous work conducted by E. 

Maas suggests that there is no signifncnat difference in enzyme activity if -80ºC frozen samples 

are analysed rapidly post cruise. Land-based enzyme assays were processed using the 

methodology described in Section 2.3. 
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Table 4.1. Parameter sampling protocol for incubations 1 to 4. The total number of times a particular parameter was sampled is indicated, followed 

by its respective sampling frequency [in square brackets], after an initial time-zero sample. Parameters in bold indicate primary sampling 

significance 

 Incubation 1 2 3 4  

 Location (ϊ) 44.61хN 174.77хE 43.59хN 180.17хE 44.54хN 174.88хE 41.53хN 174.90хE  

 Duration 15.02.13 ï 21.02.12 22.02.12 ï 28.02.12 29.02.12 ï 06.03.12 17.03.12 ï 22.03.12  

 Depth (m) 10 10 10 10  

 Ambient temperature (хC) 11.8 15.8 14.5 14.2  

 Salinity (psu) 34.46 34.66 34.49 34.68  

 Phytoplankton community 

composition at time-zero 

Mixed 

dinoflagellate/diatom 

Mixed (dinoflagellate, 

coccolithophore & small 

flagellates) 

Mixed (dinoflagellate, 

coccolithophore & small 

flagellates) 

Unidentified  

 Parameter sampled      

 ɓ-glucosidase and Ŭ-

glucosidase 

11 [12 h] 11 [12 h] 11 [12 h] 9 [12 h]  

 Leu-aminopeptidase and Arg-

aminopeptidase 

11 [12 h] 11 [12 h] 11 [12 h] 9 [12 h]  

 Bacterial cell numbers 11 [12 h] 11 [12 h] 11 [12 h] 9 [12 h]  

 Pico-cyanobacteria cell numbers 2 [72 h] 2 [72 h] 2 [72 h] 2 [60 h]  

 Total eukaryotic phytoplankton 

cell numbers 

2 [72 h] 2 [72 h] 2 [72 h] 2 [60 h]  

 BSP DNA synthesis 4 [36 h] 4 [36 h] 4 [36 h] 4 [30 h]  

 BSP protein synthesis 2 [72 h] 2 [72 h] 2 [72 h] 2 [60 h]  

 Dissolved nutrients 1 [144 h] 1 [144 h] 1 [144 h] 2 [60 h]  

 Chl a 1 [144 h] 1 [144 h] 1 [144 h] 2 [60 h]  

 DOC 1 [144 h] 1 [144 h] 1 [144 h] 1 [120 h]  

 Total HMW organic compound 

(reducing-sugar and protein) 

2 [72 h] 2 [72 h] 2 [72 h] 2 [60 h]  



 

 

93 

 

4.3 Results 

  

Comparison of ambient conditions 

Microscopy of bulk seawater samples showed that incubation 1 phytoplankton biomass was 

dominated by dinoflagellates with a minor diatom component. Bulk seawater collected for 

incubations 2 and 3 represented a mixed community consisting mainly of coccolithophores, 

dinoflagellates and a range of silicoflagellates, cryptomonads, and euglenoids, categorised here 

as óotherô (Fig. 4.2). The bulk seawater phytoplankton composition of incubation 4 was not 

determined. 

 

 

Fig. 4.2. Average time-zero phytoplankton composition determined by microscopy from 

three blooms used in incubations 1, 2 and 3. Diatoms: yellow; dinoflagellates: 

green; other: red; coccolithophores: blue (microscopy Karl Safi ï NIWA)  

 

As expected from the variation in phytoplankton composition between blooms 1, 2 and 3     

(Fig. 4.2), time-zero sampled parameters were different between each incubation (Table 4.2).  
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Table 4.2. Average time-zero data for each sampled parameter per incubation (±SE). Samples were analysed following methodology in Chapter 

2. Empty cell: not determined 

 Parameter Incubation 1 Incubation 2 Incubation 3 Incubation 4  

 ɓ-glucosidase (nmol l-1 h-1) (n=2) 0 0.04 (±0.01) 0 0.13 (±0.03)  

 Ŭ-glucosidase (nmol l-1 h-1) (n=2) 0 0 0 0  

 Arg-aminopeptidase (nmol l-1 h-1) (n=2) 0 3.94 (±0.37) 7.29 (±0.66) 0  

 Leu-aminopeptidase (nmol l-1 h-1) (n=2) 0.84 (±0.21) 6.12 (±0.75) 2.67 (±0.21) 23.13 (±6.48)  

 Bacterial numbers (cells ml-1) (n=3) 5 x 105            
(±4.9 x103) 

1 x 106                 

(±2.0 x104) 
6 x 105                 

(±3.6 x106) 
5 x 105            

(±7.8 x103) 
 

 Synechococcus spp. numbers (cells ml-1) (n=3) 3 x 104                 

(±8.7 x103) 
4 x 104                 

(±3.0 x103) 
1 x 104                  

(±1.0 x103) 
1 x 104                 

(±3.2 x102) 
 

 Prochlorococcus spp. numbers (cells ml-1) (n=3)  3 x 103                 

(±3.0 x102) 
 6 x 103                 

(±2.8 x102) 
 

 Total eukaryotic phytoplankton numbers (cells ml-1) 
(n=3) 

9 x 103                 

(±1.1 x103) 
1 x 104                 

(±1.1 x103) 
2 x 103                 

(±1.6 x102) 
9 x 103                 

(±2.1 x102) 
 

 BSP DNA synthesis (µg C l-1 d-1) (n=3) 1.56 (±0.02) 3.83 (±0.03) 3.82 (±0.11) 4.25 (±0.19)  

 BSP protein synthesis (µg C l-1 d-1) (n=3) 1.22 (±0.00) 1.73 (±0.02) 1.19 (±0.05) 1.04 (±0.03)  

 Nitrate (µg l-1) (n=3) 85.37 (±9.11) 35.23 (±0.85) 58.15 (±3.10) 46.07 (±0.46)  

 DRP (µg l-1) (n=3) 51.02 (±0.66) 4.55 (±1.33) 18.36 (±4.87) 50.85 (±0.45)  

 DRSi (µg l-1) (n=3) 5.25 (±0.82) 4.67 (±0.58) 2.90 (±1.42) 50.03 (±0.27)  

 Ammonium (µg l-1) (n=3) 3.28 (±0.82) 2.61 (±0.38) 11.65 (±2.24) 3.05 (±0.75)  

 Chl a (µg ml-1) (n=6) 0.52 (±0.16) 0.54 (±0.02) 0.37 (±0.01) 1.59 (±0.04)  

 DOC (µg ml-1) (n=2) 0.85 (±0.02) 23.43 (±0.42) 20.00 (±0.31) 0.84 (±0.01)  

 Total HMW reducing-sugar (µg ml-1 gluc eq.) (n=2) 0.02 (±0.00) 0.01 (±0.01) 0.02 (±0.01) 0.01 (±0.00)  

 Total HMW protein (µg ml-1 BSA eq.) (n=2) 0.34 (±0.13) 1.17 (±0.01) 0.39 (±0.06) 0.80 (±0.10)  
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4.3.1 Extracellular enzyme activity 

4.3.1.1 Incubation 1  

 

Very little ɓ-glucosidase, Ŭ-glucosidase or Arg-aminopeptidase activity was detected 

throughout incubation 1, and as a result, no clear treatment response was detected.                                

No ɓ-glucosidase activity was detected in the first 72 h of incubation 1 (Fig. 4.3).                        

The ɓ-glucosidase activity was first detected in the OA treatment at 84 h (0.07 nmol l-1 h-1), 

showing highly variable activity within and between treatments; despite this, activity increased 

across all treatments from 84 h to 144 h (Fig. 4.3). Very little Ŭ-glucosidase activity was 

detected throughout incubation 1, with activity first detected in the OA treatment at 132 h (0.07 

nmol l-1 h-1). Due to large within treatment variation, Ŭ-glucosidase activity in the OA treatment 

was not significantly different from the ambient control at 144 h. In contrast to Ŭ-glucosidase 

activity, Leu-aminopeptidase activity was detected in each treatment at each sampling point 

(Fig. 4.3). The Leu-aminopeptidase activity increased throughout the incubation with the 

highest activities detected in the OA treatment (Fig. 4.3). The Arg-aminopeptidase activity was 

first detected in the OA treatment at 36 h (1.23 nmol l-1 h-1), with activity increasing in each 

treatment to 144 h (Fig. 4.3). The Arg-aminopeptidase activity in the OA treatment (12.89 nmol 

l-1 h-1) was almost twice as high as that in the GH treatment (6.89 nmol l-1 h-1), while activity 

was significantly higher in both treatments than the ambient control at 144 h (1.15 nmol l-1       

h-1, Fig. 4.3, p-values in Appendix C: 4.1). The Leu-aminopeptidase activity increased 

significantly across all treatments from 24 h to    144 h (RM-ANOVA F10, 80 = 38.67, p < 

0.0001, Fig. 4.3), however activity was higher in the GH and OA treatments when compared 

to the HT treatment and ambient control. Q10 values for Leu-aminopeptidase activity 

determined from two sampling points ranged from 10.21 to 11.65 in the HT treatment. 
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Fig. 4.3. Extracellular enzyme activities throughout incubation 1 (mean ± SE, n=3). Data 

below detection limits are shown as zero. Treatment legend ï HT: blue squares; 

GH: red circles; OA: pink diamonds; ambient control: green triangles 

 

Due to low ɓ-glucosidase activity during incubation 1, treatment comparisons using                

cell-specific ɓ-glucosidase activity could not be calculated (Fig. 4.4). Cell-specific                  

Leu-aminopeptidase activity however increased across all treatments from time-zero to 144 h 

(Fig. 4.4). The only time temperature had an effect was at 36 h, where cell-specific activity in 

the HT treatment (4.41 amol cell-1 h-1) was significantly higher than the ambient control       

(2.75 amol cell-1 h-1, ANOVA F1, 2, p < 0.05, Fig. 4.4). Cell-specific activity in the OA treatment 

(6.33 amol cell-1 h-1) was 30% higher than in the HT treatment (4.41 amol cell-1 h-1) at 36 h, 

while at 72 h, cell-specific Leu-aminopeptidase activity was almost three times higher          
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(9.26 amol cell-1 h-1) than the ambient control (3.42 amol cell-1 h-1, ANOVA F1, 2 = 32.43,             

p < 0.05, Fig. 4.4). Cell-specific Leu-aminopeptidase activity in the GH treatment was not 

significantly different from the ambient control at any sampling point (Fig. 4.4). 

 

 

Fig. 4.4. Cell-specific extracellular enzyme activities throughout incubation 1 (mean ± SE, 

n=3). Data below detection limits are shown as zero. No value indicates missing 

sample. Treatment legend ï HT: blue squares; GH: red circles; OA: pink diamonds; 

ambient control: green triangles 

 

4.3.1.2 Incubation 2  

 

Throughout incubation 2 enzyme activity was highly variable in the OA treatment.                        

The ɓ-glucosidase and Arg-aminopeptidase activity fluctuated substantially in the OA and GH 

treatments (Fig. 4.5), while Ŭ-glucosidase activity was below detection in each treatment which 

prevented the interpretation of enzyme response. Overall, the highest ɓ-glucosidase and Leu-

aminopeptidase activity was measured in the OA treatment, however due to the large sample 

variability, activities were only significantly different from the ambient control at selected 

sampling points. Further analysis of the measured trends showed that ɓ-glucosidase activity 
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peaked at 36 h in the OA treatment, and then declined from 84 h to 144 h (Fig. 4.5). The ɓ-

glucosidase activity was almost three times higher in the OA treatment (0.26 nmol l-1 h-1) than 

the ambient control at 48 h (0.09 nmol l-1 h-1, Fig. 4.5 & Appendix C: 4.1), while activity was 

significantly higher in each treatment when compared to the ambient control at 72 h (Fig. 4.5 

& Appendix C: 4.1). Arg-aminopeptidase activity fluctuated substantially across all treatments 

from 24 h to 144 h with no clear treatment response detected (Fig. 4.5). Leu-aminopeptidase 

activity in the GH treatment (13.73 nmol l-1 h-1) and OA treatment (17.69 nmol l-1 h-1) was 

more than twice that of the ambient control at 48 h (6.67 nmol l-1 h-1, Fig. 4.5 & Appendix C: 

4.1). The Q10 values for Leu-aminopeptidase activity determined from two sampling points 

ranged from 1.20 to 8.50 in the HT treatment. 

 

Fig. 4.5. Extracellular enzyme activities throughout incubation 2 (mean ± SE, n=3). Data 

below detection limits are shown as zero. Treatment legend ï HT: blue squares; 

GH: red circles; OA: pink diamonds; ambient control: green triangles 
































































































































































































































































































































































































































































